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Preface

In recent years, the availability of powerful low-cost microprocessors has spurred
great advances in the theory and applications of nonlinear control. In terms of theory,
major strides have been made in the areas of feedback linearization, sliding contrel,
and nonlinear adaptation techniques. In terms of applications, many practical
nonlinear control systems have been developed, ranging from digital “fly-by-wire"
flight control systems for aircraft, to “drive-by-wire" automobiles, to advanced robotic
and space systems, As a result, the subject of nonlinear control is occupying an
increasingly important place in automatic control engineering, and has become a
necessary part of the fundamental background of control engineers.

This book, based on a course developed at MIT, is intended as a textbook for
senior and graduate students, and as a self-study book for practicing engineers. Its
objective is to present the fundamental results of modern nonlinear conirol while
keeping the mathematical complexity to a minimum, and to demonstrate their use and
implications in the design of practical nonlinear control systems. Although a major
motivation of this book is to detail the many recent developments in nonlinear control,
classical techniques such as phase plane analysis and the describing function method
are also treated, because of their continued practical importance.

In order to achieve our fundamental objective, we have tried to bring the
following features to this book:

+ Readability: Particular attention is paid to the readability of the book by
carefully organizing the concepts, intuitively interpreting the major results, and
selectively using the mathematical tools. The readers are only assumed to have had
one introductory control course. No mathematical background beyond ordinary
differential equations and elementary matrix algebra is required, For each new
result, interpretation is emphasized rather than mathematics, For each magor result,
we try to ask and answer the following key questions: What does the result
intuitively and physically mean? How can it be applied to practical problems?
What 1s its relationship to other theorems? All major concepts and results are
demonstrated by examples. We believe that learning and generalization from
examples are crucial for proficiency in applying any theoretical resuit.

» Practicality: The choice and emphasis of materials is guided by the basic
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objective of making an engineer or student capable of dealing with practicat control
problems in industry. Some results of mostly theoretical interest are not included.
The selected materials, in one way or another, are intended (o allow readers fo gain
insights into the solution of real problems,

« Comprehensiveness; The book contains both classical materials, such as
Lyapunov analysis and describing function techniques, and more modern topics
such as feedback linearization, adaptive control, and sliding control. To facilitate
digestion, asterisks are used to indicate sections which, given their relative
complexity, can be safely skipped in a first reading.

s Currentness: In the past few years, a number of major results have been
obtained in nonlinear control, particularly in nonlinear control system design and in
robotics. It is one of the objectives of this book to present these pew and important
developments, and their implications, in a clear, easily understandable fashion.
The book can thus be used as a reference and a guide to the active literature in
these fields.

The book is divided into two major parts. Chapters 2-5 present the major
analyrical tools that can be used to study a nonlinear system, while chapters 6-9 treat
the major nonlinear controller design techniques. Each chapter is supplied with
exercises, allowing the reader to further explore specific aspects of the material
discussed. A detailed index and a bibliography are provided at the end of the book.

The material included exceeds what can be taught in one semester or self-
learned in a short period. The book can be studied in many ways, according to the
particular interests of the reader or the instructor. We recommend that a first reading
include a detailed study of chapter 3 (basic Lyapunov theory), sections 4.5-4.7
{Barbalat’s lemma and passivity tools), section 6.1 and parts of sections 6,2-6.4
(feedback linearization), chapter 7 (sliding control), sections 8.1-8.3 and 8.5 (adaptive
control of linear and nonlinear systems), and chapter 9 (control of multi-input physical
systems). Conversely, sections denoted with an asterisk can be skipped in a first
reading,

Many colleagues, students, and friends greatly contributed to this book through
stimulating discussions and judicious suggestions. Kar]l Hedrick provided us with
continued enthusiasm and encouragement, and with many valuable comments and
suggestions, Discussions with Karl Astrom and Semyon Meerkov helped us better
define the tone of the book and its mathematical level. Harry Asada, Jo Bentsman,
Marika DiBenedetto, Olav Egeland, Neville Hogan, Marija llic, Lars Nielsen, Ken
Salisbury, Sajhendra Singh, Mark Spong, David Wormley, and Dana Yoerger
provided many useful suggestions and much moral support. Barbara Hove created
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most of the nicer drawings in the book; Giinter Niemeyer’s expertise and energy was
invaluable in setting up the computing and word processing environments; Hyun Yang
greatly helped with the computer simulations; all three provided us with extensive
technical and editorial comments. The book also greatly benefited from the interest
and enthusiasm of many students who took the course at MIT.

Partial summer support for the first author towards the development of the book
was provided by Gordon Funds. Finally, the energy and professionalism of Tim Bozik
and Jennifer Wenzel at Prentice-Hall were very effective and highly appreciated.

Jean-Jacques E. Slotine
Weiping Li



1.1

Chapter 1
Introduction

The subject of nonlinear control deals with the analysis and the design of nonlinear
control systems, f.e., of control systems containing at least one nonlinear component.
In the analysis, a nonlineat closed-loop system is assumed to have been designed, and
we wish to determine the characteristics of the system’s behavior. In the design, we
are given a nonlinear plant to be controlled and some specifications of closed-ioop
system behavior, and our task is to construct a controller so that the closed loop
system meets the desired characteristics. In practice, of course, the issues of design
and analysis are intertwined, because the design of a nonlinear control system usually
involves an iterative process of analysis and design.

This introductory chapter provides the background for the specific analysis and
design methods (o be discussed in the later chapters, Section 1.1 explains the
motivations for embarking on a study of nonlinear control. The unique and rich
behaviors exhibited by nonlinear systerns are discussed in section 1.2. Finally, section
1.3 gives an overview of the crganization of the book.

Why Nonlinear Controt ?

Linear control is a mature subject with a variety of powerful methods and a long
history of successful indusirial applications. Thus, it is naural for one to wonder why
so many researchers and designers, from such broad areas as aircraft and spacecraft
cenirol, robotics, process control, and biomedical engineering, have recently showed

i



2 [mroduction Chap. 1

an active interest in the development and applications of nonlinear control
methodologies. Many reasons can be cited for this interest:

« Improvement of existing control systems: Linear control methods rely on
the key assumption of small range operation for the linear model to be valid. When
the required operation range is large, a linear controlier is likely to perform very
poorly or to be unstable, because the nonlinearities in the system cannot be properly
compensated for. Nonlinear controllers, on the other hand, may handle the
nonlinearitics in large range operation directly. This point is easily demonstrated in
robot motion control problems. When a linear controller is used to control robot
motion, it neglects the nonfinear forces associated with the motion of the robot links.
The controller’s accuracy thus quickly degrades as the speed of motion increases,
because many of the dynamic forces involved, such as Coriolis and centripetal forces,
vary as the square of the speed. Therefore, in order to achieve a pre-specified
accuracy in robet tasks such as pick-and-place, arc welding and laser cutting, the
speed of robot motion, and thus productivity, has to be kept low. On the other hand, a
conceptually simple nonlinear controller, commonly called computed torque
controtler, can fully compensate the nonlinear forces in the robot motion and lead to
high accuracy control for a very large range of robot speeds and a large workspace.

+ Analysis of hard nonlinearities: Another assumption of linear control is that
the system model is indeed linearizable, However, in control systems there are many
nonlinearities whose discontinuous nature does not allow linear approximation. These
so-caltled "hard nonlinearities” include Coulomb friction, saturation, dead-zones,
backlash, and hysteresis, and are often found in control engineering. Their effects
cannot be derived from linear methods, and nonlinear analysis techaiques must be
developed to predict a system’s performance in the presence of these inherent
nonlinearities. Because such nonfinearities frequently cause undesirable behavior of
the control systems, such as instabilities or spurious limit cycles, their effects must be
predicted and properly compensated for.

¢ Dealing with model uncertainties; In designing linear controllers, it is
usuaily necessary to assume that the parameters of the system model are reasonably
well known. However, many control problems involve uncertainties in the model
parameters. This may be due to a slow time variation of the parameters (e.g., of
ambient air pressure during an aircraft flight), or to an abrupt change in parameters
(e.g.. in the inertial parameters of a robot when a new object is grasped). A linear
conireller based on inaccurate or obsolete values of the model parameters may exhibit
significant performance degradation or even instability. Nonlinearities can be
intentionally introduced into the controller part of a control system so that model
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uncertainties can be tolerated. Two classes of nonlinear controllers for this purpose
are robust controllers and adaptive controllers.

» Design Simplicity: Good nonlinear control designs may be simpler and more
intuitive than their linear counterparts. This @ priori paradoxical result comes from the
fact that nonlinear controller designs are often deeply rooted in the physics of the
plants. To take a very simple example, consider a swinging pendulum attached to a
hinge, in the vertical plane. Starting from some arbitrary initial angle, the pendulum
will oscillate and progressively stop along the vertical. Although the pendulum’s .
behavior could be analyzed close to equilibrium by linearizing the system, physically
its stability has very little io do with the eigenvalues of some linearized system matrix:
it comes from the fact that the total mechanical energy of the system is progressively
dissipated by various friction forces (e.g., at the hinge), so that the pendulum comes to
rest at & position of minimal energy.

There may be other related or unrelated reasons to use nonlinear control
technigues, such as cost and performance optimality. In industrial settings, ad-hoc
extensions of linear techniques o control advanced machines with significant
nonlinearities may resuit in unduly cosily and lengthy development perieds, where the
control code comes with little stability or performance guarantees and is extremely
hard to transport to similar but different applications. Linear control may require high
quality actuators and sensors to produce linear behavior in the specified operation
range, while nonlinear control may permit the use of less expensive components with
nonlinear characteristics. As for performance optimality, we can cite bang-bang type
controllers, which can produce fast response, but are inherently nonlinear.

Thus, the subject of nonlinear control is an important area of automatic control.
Leaming basic techniques of nonlinear control analysis and destgn can significantly
enhance the ability of a control engineer to deal with practical control problems
effectively. It also provides a sharper understanding of the real world, which is
inherently nonlinear. In the past, the application of nonlinear control methods had
been limited by the computational difficulty associated with nonlinear controi design
and analysis. In recent years, however, advances in computer technotogy have greatly
relieved this problem. Therefore, there is currently considerable enthusiasm for the
research and application of nonlinear control methods. The topic of nonlinear controj
design for large range operation has attracted particular attention because, on the one
hand, the advent of powerful microprocessors has made the implementation of
nonlinear controllers a relatively simple matter, and, on the other hand, modern
technology, such as high-speed high-accuracy robots or high-performance aircrafts, is
demanding control systems with much more stringent design specifications.
Nonlinear contrel occupies an increasingly conspicuous position in  control
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engineering, as reflected by the ever-increasing number of papers and reporis on
nenlinear control research and applications,

1.2 Nonlinear System Behavior

Physical systems are inherently nonlinear. Thus, all control systems are nonlinear to a
certain extent. Nonlinear control systems can be described by nonlinear differential
equations. However, if the operating range of a control system is small, and if the
involved nonlinearities are smooth, then the control system may be reasonably
approximated by a linearized system, whose dynamics is described by a set of linear
differential equations.

NONLINEARITIES

Nenlinearities can be classified as inherent (natural) and intentional (artificial).
Inherent nonlinearities are those which naturally come with the system’s hardware and
motion. Examples of inherent nonlinearities include centripetal forces in rotational
motion, and Coulomb friction between contacting surfaces.  Usually, such
nonlinearities have undesirable effects, and control systems have 1o properly
compensate for them. Intentional nonlinearities, on the other hand, are artificially
introduced by the designer. Nonlinear control laws, such as adaptive control laws and
bang-bang optimal control laws, are typical examples of intentional nonlinearities.

Nonlinearities can also be classified in terms of their mathematical properties,
as continuous and discontinuous. Because discontinuous nonlinearities cannet be
locally approximated by linear functions, they are also called "hard” monlinearities.
Hard nonlinearities (such as, e.g., backlash, hysteresis, or stiction) are commonly
found in control systems, both in small range operation and large range operation.
Whether a system in small range operation should be regarded as nonlinear or linear
depends on the magnitude of the hard nonlinearities and on the extent of their effects
on the system performance. A detailed discussion of hard nonlinearities is provided in
section 5.2.

LINEAR SYSTEMS

Linear contro! theory has been predominantly concerned with the study of linear time-
invariant (LTI} control systems, of the form

X=Ax (1.1}

with x being a vector of states and A being the system matrix. LTI systems have quite
simple properties, such as
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+ a linear system has a unique equilibrium point if A is nonsingular;

« the equilibrium point is stable if all eigenvalues of A have negative real
parts, regardless of initial conditions,

» the transient response of a linear system is composed of the natural modes
of the system, and the general selution can be solved analytically;

+ in the presence of an external input u#), i.e., with
x=Ax+Bu ] (1.2)

the system response has a nember of interesting properties. First, it satisfies
the principle of superposition. Second, the asymptotic stability of the system
(1.1 implies bounded-input bounded-output stability in the presence of .
Third, a sinusoidal input leads to a sinusoidal output of the same frequency.

AN EXAMPLE OF NONLINEAR SYSTEM BEHAVIOR

The behavior of nonlinear systems, however, is much more complex. Due to the lack
of linearity and of the associated superposition property, nonlinear systems respond to
external inputs quite differently from linear systems, as the following example
illustrates.

Example 1.1: A simplified model of the motion of an underwater vehicle can be written
vE|v|ve=u (1.3

where v is the vehicle velocity and u is the control input {the thrust provided by a propelier}. The
nonlinearity |v|v corespends to a typical "square-law™ drag.

Assume that we apply a unit step input in thrust &, followed 5 seconds later by a negative unit
step input. The system response is plotted in Figure 1.1. We see that the system setties much
faster in response 10 the positive unit step than it does in response 1o the subsequent negative unit
step. Intuitively, this can be interpreted as reflecting the fact that the “apparent damping”
coefficient |v| is larger at high speeds than at low speeds.

Assutne now that we repeat the same experiment but with larget steps, of ampiide 16,
Predictably, the difference between the settling times in response to the positive and negative
steps is even more marked (Figure [.2). Furthermore, the setiling speed v_ in response to the first
step is not [0 times that obtained in response to the first unit step in the first experiment, as it
would be in a linear system. This can again be understood intuitively, by writing that
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Figure 1.1 : Response of system (1.3) to unit steps
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Figure 1.2 : Response of system (1.3) to steps of amplitude 10

u=1 == O+|v]v,=1 == v=1
=10 => O0+[viv,=10 => v, =AI10 =32

Carefully understanding and effectively controlling this nenlinear behavior is particularly
important if the vehicle is to move in a large dynamic range and change speeds continually, as is
typical of industrial remotely-operated underwater vehicles (R.0O.V.’s). O

SOME COMMON NONLINEAR SYSTEM BEHAVIORS

Let us now discuss some common nonlinear system properties, so as to familiarize
ourselves with the complex behavior of nonlinear systems and provide a useful
background for our study in the rest of the book.
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Muitiple Equilibrivm Points

Nonlinear systems frequently have more than one equilibrium point (an equilibrium
peint is a peint where the system can stay forever without moving, as we shall
formalize later). This can be seen by the following simple example.

Example 1.2: A first-order system
Consider the first order system

i=—x+a? (1.4)
with initial condition x(0) = x,,. Its linearization is

k=-x (1.5}

The solution of this linear equation is x(¢) = x, e~*. Ii is plotted in Figure 1.3(a) for various initial
conditions. The linearized system clearly has a unique equilibrium point at x = 0,

By contrast, integrating equation dxf{—x+x2) = dr, the actual response of the nonlinear
dynamics {1.4) can be found to be

x, et

a €

N —
L=x, +x,e7f

This response is plotted in Figure 1.3(b} for variows initial conditions., The system has two
equilibrium points, x =0 and x =1, and its qualitative behavior strongly depends on its initial
condition, O

o/_—

(a) {b)

—

Figure 1.3 : Responses of the linearized system {a) and the nontinear system (b)
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The issue of motion stability can also be discussed with the aid of the above
example. For the linearized system, stability is seen by noting that for any initial
condition, the motion always converges to ihe equilibrium point x =0. However,
consider now the actual nonlinear system. While motions starting with x, < T will
indeed converge to the equilibrium point x =0, those starting with x, > 1 will go to
infinity (actually in finite time, a phenomenon known as finite escape time). This
means that the stability of nonlinear systems may depend on initial conditions,

In the presence of a bounded external input, stability may also be dependent on
the input value. This input dependence is highlighted by the so-called bilinear system

X=xu

If the input & is chosen to be — 1, then the state x converges to O, If u =1, then | x|
tends to infinity.

Limit Cycles

Nonlinear systems can display oscillations of fixed amplitude and fixed period without
external excitation. These oscillations are called limit cycles, or self-excited
oscillations. This important phenomenon can be simply illustrated by a famous
oscillator dynamics, first studied in the 1920's by the Dutch elecirical engineer
Balthasar Van der Pol.

Example 1.3: Van der Pol Equation
The second-order nonlinear differential equation
mi+2e(x?= )i+ kx=0 {1.6)

where m, ¢ and & are positive constants, is the famous Van der Pol equation. 1t can be regarded as
describing a mass-spring-damper system with a position-dependent damping coefficient
2e(x2 - 1) cor, equivalently, an RLC electrical ¢ircuit with a nonlinear resistor), For large values
of x, the damping coeificient is positive and the damper removes energy from the system. This
implics that the system motion has a convergent tendency. However, for small values of x, the
damping ccefficient is negative and the damper adds energy into the systemn. This suggests that
the system motion has a divergent tendency. Therefore, because the nonlinear damping varies
with x, the system motion can neither grow unboundedly nor decay to zere. Instead, it displays a
sustained oscillation independent of initial conditions, as illustrated in Figure [.4. This so-called
limit cycie s sustained by periodically releasing energy into and absorbing energy (rom the
environment, through the damping term. This is in contrast with the case of a conservative mass-
spring system, which does not exchange energy with its environment during its vibration. 0
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x ()

-

Figure 1.4 : Responses of the Van der Pol oscillator

Of course, sustained oscillations can also be found in lincar systems, in the case
of marginally stable linear systems {such as a mass-spring system without damping) or
in the response to sinusoidal inputs. However, limit cycles in nonlinear systems are
different from linear oscillations in a number of fundamental aspects. First, the
amplitude of the self-sustained excitation is independent of the initial condition, as
seen in Figure 1.2, while the oscillation of a marginally stable linear system has its
amplitude determined by its initial comditions. Second, marginally stable linear
systems are very semsitive to changes in system parameters (with a slight change
capable of leading either 1o stable convergence or o instability), while limit cycles are
not easily affected by parameter changes.

Limit cycles represent an important phenomenon in noalinear systems. They
can be found in many areas of enginering and nature. Aircraft wing fluttering, a limit
cycle caused by the interaction of aerodynamic forces and structural vibrations, is
frequently encountered and is sometimes dangerous. The hopping motion of a legged
robot is another instance of a limit cycle. Limit cycles also occur in electrical circuits,
e.g., in laboratory electronic oscillators, As one can see from these examples, limit
cycles can be undesirable in some cases, but desirable in other cases, An engineer has
to know how to eliminate them when they are undesirable, and conversely how to
generate or amplify them when they are desirable. To do this, however, requires an
understanding of the properties of limit cycles and a familiarity with the tools for
manipulating them.

Bifurcations

As the parameters of nonlinear dynamic systems are changed, the stability of the
equilibrivm point can change (as it does in linear systems) and so can the number of
equilibrium points. Values of these parameters at which the qualitative nature of the
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system’s miofion changes are known as critical or bifurcarion values, The
phenomenon of bifurcation, i.e., quantitative change of parameters leading to
qualitative change of system properties, is the topic of bifurcation theory.

For instance, the smoke rising from an incense stick (smokestacks and
cigarettes are old-fashioned) first accelerates upwards (because it is lighter than the
ambient air), but beyond some critical velocity breaks into swirls. More prosaically,
tet us consider the system described by the so-called undamped Duffing equation

Y+ox+ =0

{the damped Duffing equation is ¥+ ck+ ox+Bx3=0, which may represent a
mass-damper-spring system with a hardening spring). We can plot the equilibrium
points as a function of the parameter ¢. As « varies from positive to negative, one
equilibrivm point sphits into three points { x, =0, '\l_(; »= & ), as shown in Figure
1.5¢a). This represents a qualitative change in the dynamics and thus o = 0 is a critical
bifurcation value. This kind for bifurcation is known as a pitchfork, due (o the shape
of the equilibrium point plot in Figure 1.5(a).

Another kind of bifurcation involves the emergence of limit cycles as
parameters are changed. In this case, a pair of complex conjugate eigenvalues
Py =Y+j0, py=7—j@ cross from the left-half plane into the right-half plane, and
the response of the unstable system diverges to a limit cycle. Figure 1.5(b) depicts the
change of typical system state trajectories (states are x and X) as the parameter ¢ is
varied. This type of bifurcation is called a Hopf bifurcation.

Jr X, | ¥

stable bifurcation

value
stable unstable \\
13
k stable

stable equilibrium

=¥
b=

limit
cycle

() (b)

Figure 1.5 : (a) a pitchfork bifurcasion; (b) a Hopf bifurcation
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Chaos

For stable linear systems, small differences in initial conditions can only cause small
differences in output. Nonlinear systems, however, can display a phenomenon called
chaos, by which we mean that the system output is extremely sensitive to initial
conditions. The essential feature of chaos is the unpredictability of the system output.
Even if we have an exact model of a nonlinear system and an extremely accurate
compuier, the system’s response in the long-run still cannot be well predicied.

Chaos must be distinguished from random motion. In random maotion, the
system model or input contain uncertainty and, as a result, the time variation of the
output cannot be predicted exactly (only statistical measures are available). In chaotic
motion, on the other hand, the involved problem is deterministic, and there is litle
uncertainty in system madel, input, or initial conditions.

As an example of chaotic behavior, let us consider the simple nonlinear system
¥+0.1% 4 x5 = 6sint

which may represent a lightly-damped, sinuscidally forced wmechanical structure
undergoing large elastic deflections. Figure 1.6 shows the responses of the system
correspanding to two almost identical initial conditions, namely x(0) =2, x(0)=3
(thick line) and x(0) = 2.01, i(0) = 3.01 (thin line). Due to the presence of the strong
nonlinearity in x5, the two responses are radically different after some time.

= 0
Ed
20 A
1of | ‘\ \
l [ i
o0 N ;
1.0 !
.20 ' '
30 i i i 1 i 1 1 1 1 ]
5 10 15 20 5 30 35 40 45 50
time(sec)

Figure 1.6 : Chaotic behavior of a nonlinear system

Chaotic phenomena can be observed in many physical systems. The most
commoniy seen physical problem is turbulence in flaid mechanics (such as the swirls
of our incense stick). Atmospheric dynamics also display clear chaotic behavior, thus
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making long-term weather prediction impossible. Some mechanical and electrical
systems known to exhibit chaotic vibrations include buckled elastic structures,
mechanical systems with play or backlash, systems with aeroelastic dynamics, wheel-
rail dynamics in railway systems, and, of course, feedback control devices,

Chaos occurs mostly in strongly nonlinear systems. This implies that, for a
given system, il the initial condition or the external input cause the system (o operate
in a highly nonlinear region, it increases the possibility of generating chaos. Chaos
cannot occur in linear systems, Comresponding to a sinusoidal input of arbitrary
magnitude, the linear system response is always a sinusoid of the same frequency. By
contrast, the output of a given nonlinear system may display sinuscidal, periodic, or
chaotic behaviors, depending on the initiaf condition and the input magnitude.

In the context of feedback control, it is of course of interest to know when a
nonlinear system will get into a chaotic mode (so as to avoid it) and, in case it does,
how to recover from it. Such probiems are the object of active research,

Other behaviors

Other interesting types of behavior, such as jump resonance, subharmonic generation,
asynchronous quenching, and frequency-amplitude dependence of free vibrations, can
also occur and become important in some system studies. However, the above
description should provide ample evidence that nonlinear systems can have
considerably richer and more complex behavior than linear systems,

1.3 An Overview of the Book

Because nonlinear systems can have much richer and more complex behaviors than
linear systems, their analysis is much more difficult. Mathematically, this is reflected
in two aspects. First, nonlinear equations, untike linear ones, cannot in general be
solved analytically, and therefore a complete understanding of the behavior of a
noniinear system is very difficult. Second, powerful mathematical tools like Laplace
and Fourier transforms do not apply to nonlinear systems.

As a result, there are no systematic tools for predicting the behavior of
nonlinear systems, nor are there systematic procedures for designing nonlinear control
systems. Instead, there is a rich inventory of powerful analysis and design tools, each
best applicabie to particular classes of nonlinear control problems. It is the objective of
this book to present these various tools, with particular emphasis on their powers and
limitations, and on how they can be effectively combined.

This book is divided into two major paris. Part I (chapters 2-3) presents the

e e s e 7wt e e e L
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major analytical tools that can be used 1o study a nonlinear system, Part II (chapters
6-9) discusses the major nonlinear controller design technigues. Each part starts with a
short introduction providing the background for the main issues and techniques to be
discussed.

In chapter 2, we further familtarize ourselves with some basic nenlinear system
behaviors, by studying second-order systems using the simple graphical tools provided
by so-called phase plane analysts. Chapter 3 introduces the most fundamental analysis
tool to be used in this book, namely the concept of a Lyapunov function and its use in
nonlinear stability analysis. Chapter 4 studies selected advanced topics in stability
analysis. Chapter 5 discusses an approximate nonlinear system analysis method, the
describing function method, which aims at extending to nonlinear systems some of the
desirable and intuitive properties of linear frequency response analysis.

The basic idea of chapter 6 is to study under what conditions the dynamics of a
nonlinear system can be algebraically transformed in that of a linear system, on which
linear control design techniques can in turn be applied. Chapters 7 and 8 then study
how to reduce or practically eliminate the effects of model uncertainties on the
stability and performance of feedback controllers for linear or nonlinear systems,
using so-called robust and adaptive approaches. Finally, chapter 9 extensively
discusses the use of known physical properties to simplify and enhance the design of
controllers for complex multi-input nonlinear systems.

The book concentrates on nonlinear systems represented in continuous-time
form. Even though most control systems are implemented digitally, nonlinear
physical systems are continuous in nature and are hard to meaningfully discretize,
while digital contrel systems may be treated as continugus-time systems in analysis
and design if high sampling rates are used. Given the availability of cheap
computation, the mosi common practical case when it may be advantageous 1o
consider sampling explicitly is when measurements are sparse, as e.g., in the case of
underwater vehicles using acoustic navigation. Some practical issues involved in the
digital implementation of controllers designed from continuous-time formulations are
discussed in the introduction to Part IL

1.4 Notes and References

Detailed discussions of bifurcations and chaos can be found, e.g., in [Guckenheimer and Holmes,
1983} and in [Thompson and Stewart, 1986], from which the example of Figure 1.6 is adapted.



Part 1
Nonlinear Systems Analysis

The abjective of this part is to present various tools available for analyzing nonlinear
control systems. The study of these nonlinear analysis techniques is important for a
number of reasons. First, theoretical analysis is usually the least expensive way of
exploring a system’s characieristics. Second, simulation, though very important in
nonlinear control, has to be guided by theory. Blind simulation of nonlinear systems is
likely to produce few results or misleading results. This is especially true given the
great richness of behavior that nonlinear systems can exhibit, depending on initial
conditions and inputs. Third, the design of nonlinear controllers is always based on
analysis techniques. Since design methods are usually based on analysis methods, it is
almost impossible to master the design methods without first studying the analysis
tools. Furthermore, analysis tools also allow us to assess control designs after they
have been made, and, in case of inadequate performance, they may also suggest
directions of modifying the control designs.

It should not come as a surprise that no universal technique has been devised for
the analysis of all nonlinear control systems. In linear control, one can analyze a
system in the time domain or in the frequency domain. However, for nonlinear
control systems, none of these standard approaches can be used, since direct solution
of nonlinear differential equations is generally impossible, and frequency domain
transformations do not apply.

14
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While the analysis of nonlingar control systems is difficult, serious efforts have
been made to develop appropriate theoretical tools for it. Many methods of nonlinear
control system analysis have been proposed. Let us briefly describe some of these
methods before discussing their details in the following chapters.

Phase plane analysis

Phase plane analysis, discussed in chapter 2, is a graphical method of studying
second-order nonlinear systems. Its basic idea is to solve a second order differentiat
equation graphically, instead of secking an analytical solution. The result is a family
of system motien trajectories on a two-dimensional plane, called the phase piane,
which allow us to visually observe the motion patterns of the system. While phase
plane analysis has a number of important advantages, it has the fundamental
disadvantage of being applicable only to systems which can be well approximated by
a second-order dynamics. Because of its graphical nature, it is frequently used to
- provide intuitive insights about nonlinear effects.

Lyapunov theory

Basic Lyapunov theory comprises two methods introduced by Lyapunov, the
indirect method and the direct method. The indirect method, or linearization method,
states that the stability properties of a nonlinear system in the close vicinity of an
equilibrium point are essentially the same as those of its linearized approximation. The
method serves as the theoretical justification for using linear control for physical
systems, which are always inherently nonlinear, The direct method is a powerful tool
for nonlinear system analysis, and therefore the so-called Lyapunov analysis often
actually refers to the direct method. The direct method is a generalization of the
energy concepts associated with a mechanical system: the motion of a mechanical
system is stable if its total mechanical energy decreases all the time. In using the
direct method to analyze the stability of a nonlinear system, the idea is to construct a
scalar energy-like function (a Lyapunov function) for the system, and to see whether it
decreases. The power of this method comes from its generality: it is applicable to all
kinds of control systems, be they time-varying or time-invariant, finite dimensional or
infinite dimensional. Conversely, the limitation of the method lies in the fact that it is
often difficult to find a Lyapunov function for a given system.

Although Lyapunov’s direct methed is originally a method of stability analysis,
it can be used for other problems in nonlinear control. One important application is the
design of nenlinear controllers. The idea is to somehow formulate a scalar positive
function of the system states, and then choose a control law to make this function
decrease. A nonlinear controd system thus designed will be guaranteed to be stable.
Such a design approach has been used to solve many complex design problems, e.g.,
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in tobotics and adaptive control. The direct method can also be used to estimaie the
petformance of a control system and study its robustness. The important subject of
Lyapunov analysis is studied in chapters 3 and 4, with chapter 3 presenting the main
concepts and resulis in Lyapunov theory, and chapter 4 discussing some advanced
topics.

Describing functions

The describing function method is an approximate technique for studying
nonlinear systems. The basic idea of the method is to approximate the nonlinear
components in nondinear control systems by linear "equivalents”, and then use
frequency domain techniques to analyze the resulting systems. Unlike the phase plane
method, it is not restricted 1o second-order systems. Unlike Lyapunov methods,
whose applicability to a specific system hinges on the success of a trial-and-error
search for a Lyapunov function, its application is straightforward for nonlinear
systems satisfying some easy-to-check conditions.

The method is mainly used to predict limit cycles in nonlinear systems. Other
applications include the prediction of subharmonic generation and the determination
of system response to sinusoidal excitation. The method has a number of advantages.
First, it can deal with low order and high order systems with the same straightforward
procedure. Second, because of its similarity to frequency-domain analysis of linear
systems, it is conceptually simple and physicaily appealing, allowing users to exercise
their physical and engineering insights about the control system. Third, it can deal
with the "hard nonlinearities" frequently found in comtrol systems without any
difficulty. As a result, it is an important tool for practical problems of nonlinear
contrel analysis and design. The disadvantages of the method are linked to its
approximate nature, and include the possibility of inaccurate predictions (false
predictions may be made if certain conditions are not satisfied) and restrictions on the
systems to which it applies (for example, it has difficulties in dealing with systems
with multiple nonlinearities).




Chapter 2
Phase Plane Analysis

Phase plane analysis is a graphical method for studying second-order systems, which
was introduced well before the tum of the century by mathematicians such as Henri
Poincare. The basic idea of the method is to generate, in the state space of a second-
order dynamic system {a two-dimensional plane called the phase plane), motion
trajectories corresponding to various initial conditions, and then to examine the
quaiitative features of the trajectories. In such a way, information concerning stability
and other motion patterns of the system can be obtained. In this chapter, our objective
Is to gain familiarity with nonlinear systems through ihis simple graphical method.

Phase plane analysis has a number of useful propecties. First, as a graphical
method, it allows us to visualize what gees on in a nonlinear system starting from
various initial conditions, without having to solve the nonlinear equations analytically.
Second, it is not restricted to small or smooth nonlinearities, but applies equally well
to strong nonlinearities and 1o “hard” nonlinearities. Finally, some practical control
systems can indeed be adequately approximated as second-order systems, and the
phase plane methed can be used easily for their analysis. Conversely, of course, the
fundamental disadvantage of the method is that it is restricted to second-order (or first-
order) systems, becawse the graphical study of higher-order systems is
computationally and geometrically complex.

17
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2.1 Concepts of Phase Plane Analysis

2.1.1 Phase Portraits
The phase plane method is concerned with the graphical study of second-order
autonomous systems described by
j] =f1(x1, Xz) (2‘13}
j‘z =f2(x|,.t2) (2“3)

where x; and x, are the states of the system, and f| and f, are noniinear functions of
the states. Geometrically, the state space of this system is a plane having x| and x, as
coordinates. We will call this plane the phase plane.

Given a set of initial conditions x{() = x,, Equation (2.1} defines a solution
x(f). With time ¢ varied from zero to infinity, the solution x(¢) can be represented
geometrically as a curve in the phase plane. Such a curve is called a phase plane
trajectory. A family of phase plane trajectotries corresponding to various initial
conditions is called a phase portrait of a system,

To illustrate the concept of phase portrait, let us consider the following simple
system,

Example 2.1: Phase portrait of a mass-spring system

The goveming equation of the mass-spring system in Figure 2.1(a) is the familiar linear second-
order differential equation

¥+x=0 (2.2)
Assume that the mass is initially ac rest, at length x, . Then the solution of the equation is

x{(f) = x,cos¥

X1y =~ x sint
Eliminating time ¢ from the above equations, we obtain the equation of the trajectories

x4 ilay?

This represents a circle in the phase plane, Correspending to different initiat conditians, circles of
different radii can be obtained. Plotting these circles on the phase plane, we obtain a phase
portrait for the mass-spring system (Figure 2.1.b). a
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ANANANANAN

{a) (b)

Figure 2.1 : A mass-spring system and its phase portrait

The power of the phase portrait lies in the fact that once the phase portrait of a
system is obtained, the nature of the system response corresponding to various initial
conditions is directly displayed on the phase plane. In the above example, we e¢asily
see that the system trajectories neither converge to the origin nor diverge to infinity.
They simply circle around the origin, indicating the marginal nature of the system’s
stability.

A major class of second-order systems can be described by differential
equations of the form

I+flx,0)=0 (2.3)
In state space form, this dynamics can be represented as

¥ =x

Xy == flx1, %3)

with x| =x and x; = . Most second-order systems in practice, such as mass-damper-
spring systems in mechanics, or resistor-coil-capacitor systems in electrical
engineering, can be represented in or transformed into this form. For these systems,
the states are x and its derivative X. Traditionally, the phase plane method is
developed for the dynamics (2.3), and the phase plane is defined as the plane having x
and X as coordinates. But it causes no difficulty to extend the method to more general
dynamics of the form (2.1), with the (x, , x,) plane as the phase plane, as we do in this
chapter.
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2.1.2 Singular Poinis

An important concept in phase plane analysis is that of a singular point. A singular
point is an equilibrium point in the phase plane. Since an equilibrium point is defined
as a point where the system states can stay forever, this implies that X =0, and using
(2.0,

filx, x2) =0 Flx,x)=0 (2.4)
The values of the equilibrium states can be soilved from (2.4),

For a linear system, there is usually only one singular point (although in some
cases there can be a continuous set of singular points, as in the system ¥ + x =0, for
which all points on the real axis are singular points). However, a nonlinear system
often has more than one isolated singular point, as the following example shows.

Example 2.2: A nonlinear second-order system
Consider the system
F+06i+3x422=0

whaose phase portrait is plotted in Figure 2.2. The system has two singular points, one at (0, 0)
and the other at (=3, 0). The motion pattems of the system trajectorics in the vicinity of the twe
singular points have different natres. The trajectories move towards the point x=0 while

moving away from the point x =~ 3. 3|

One may wonder why an equilibrium point of a second-order system is called a
singufar point. To answer this, let us examine the stope of the phase trajectories.
From (2.1), the slope of the phase trajectery passing through a point (x,x) is
determined by

dxy _ S xy) 2.5)
dy;  filx),x) '

With the functions f; and £, assumed to be single valued, there is usually a definite
value for this slope at any given point in phase plane. This implies that the phase
trajectories will not intersect. At singular points, however, the value of the slope is
0/0, i.e., the slope is indeterminate. Many trajectories may intersect at such points, as
seen from Figure 2.2. This indeterminacy of the slope accounts for the adjective
"singular”.

Singular points are very important features in the phase plane, Examination of
the singular points can reveal a great deal of information about the properties of a
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divergence
area

to inﬁnim

Figure 2.2 : The phase portrait of a nonlinear system

system. In fact, the stability of linear systems is uniquely characterized by the nature
of their singular points. For nonlinear systems, besides singular points, there may be
more complex features, such as limit cycles. These issues will be discussed in detail
in sections 2.3 and 2.4.

Note that, although the phase plane method is developed primarily for second-
order systems, it can also be applied to the analysis of first-order systems of the form

X +f(X) =0

The idea ts still to plot X with respect 10 x in the phase plane. The difference now is
that the phase portrait is composed of a single trajectory.
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Example 2.3: A first-order system
Consider the system
k=—4x+x3

There are three singular points, defined by - 4x +x3 =0, namely, x=0,—2, and 2. The phase-
portrait of the system consists of a single trajectory, and is shown in Figure 2.3. The amrows in
the figure denote the direction of motion, and whether they point toward the left or the right at a
particaiar point is determined by the sign of ¥ at that point. It is seen from the phase portrait of
this system that the equilibrium point x =0 is stable, while the other two are unstable, (|

] X
stable |

.2 i

X

uristable unstable
Figure 2.3 : Phase trajectory of a first-

order system

2.1.3 Symmetry in Phase Plane Portraits

A phase portrait may have @ priori known symmetry properties, which can simphify its
generation and study. If a phase portrait is symmetric with respect to the x| or the x;
axis, one only needs in practice to study half of it. If a phase portrait is symmetric
with respect to both the x, and x, axes, only one quarter of it has to be explicitly
considered.

Before generating a phase portrait itself, we can determine its symmesry
propersies by examining the system equations. Let us consider the second-order
dynamics (2.3). The slope of trajectories in the phase plane is of the form

dx; _ flx), x9)

dl'] *
X

Since symmetry of the phase portraits also implies symmetry of the slopes (equal in
absolute value but opposite in sign}, we can identify the following situations:

Symmetry about the x| axis: The condition is
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[, ) = flxy, —x3)

This implies that the function f should be even in x;. The mass-spring system in
Example 2.1 satisfies this condition. Its phase portrait is seen to be symmetric about
the x; axis.

Symmetry about the x; axis: Similarly,
Sy xp = = flmxy.x9)

implies symmetry with respect to the x, axis. The mass-spring system also satisfies
this condition,

Symmetry about the origin: When
ﬂxl, xz} = —f(—xl, —Xz)

the phase portrait of the system is symrmetric about the origin.

2.2 Constructing Phase Portraits

Today, phase portraits are routinely computer-generated, In fact, it is largely the
advent of the computer in the early 1960’s, and the associated ease of quickly
generating phase portraits, which spurred many advances in the study of complex
nonlinear dynamic behaviors such as chaos. However, of course (as e.g., in the case of
root locus for linear systems), it is still practically useful to learn how to roughly
sketch phase portraits or quickly verify the plausibility of computer outputs,

There are a number of metheds for constructing phase plane trajectories for
linear or nonlinear systems, such as the so-called analytical method, the method of
isoclines, the delta method, Lienard’s method, and Pell’s method. We shall discuss
two of them in this section, namely, the analytical method and the method of isoclines.
These methods are chosen primarily because of their relative simplicity. The
analytical method involves the analytical solution of the differential equations
describing the systems. It is useful for some special nonlinear systems, particularly
piece-wise linear systems, whose phase portraits can be constructed by piecing
together the phase portraits of the related linear systems. The method of tsoclines is a
graphical method which can conveniently be applied to construct phase portraits for
systems which cannot be solved analytically, which represent by far the most common
case.
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ANALYTICAL METHOD

There are two techniques for generating phase plane portraits analytically. Both
techniques lead to a functional relation between the two phase variables x; and x, in

the form
8x, X2, €1=0 (2.6)

where the constant ¢ represents the effects of initial conditions {and, possibly, of
external input signals). Plotting this relation in the phase plane for different initial
conditions yields a phase portrait.

The first technique invelves solving equations (2.1} for xy and x5 as functions of
time 1, fe.,

X1 =814 Xo(8) = go(1)

and then eliminating time ¢ from these equations, leading to a functional relation in the
form of (2.6}. This technique was already illustrated in Example 2.1,

The second technique, on the other hand, involves directly eliminating the time
variable, by noting that

dXQ hfz().'l R XZ)
dxy filepx)

and then solving this equation for a functional relation between x; and x5. Let us use
this technique to solve the mass-spring equation again.

Example 2.4: Mass-spring system

By noting that ¥ = (dv/d ) (dafd ), we can rewrite (2.2) as

i+ x=0
X

Integration of this equation yields
i2ex? =y (|

One sees that the second technique is more straiphtforward in generating the equations
for the phase plane trajectories.

Most nonlinear systems cannot be easily solved by either of the above two
techniques. However, for piece-wise linear systems, an important class of nonlinear
systems, this method can be conveniently used, as the following example shows.
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Example 2.5: A satellite control system

Figure 2.4 shows the control system for a simple satellite model. The satellite, depicted in Figure
2.5¢a), is simply a rotaticnal unit inertia controlled by a pair of thrusters, which can provide either
a positive constant terque U/ {positive firing} or a negative torque — U/ {negative firing). The
purpose of the control system is o maintain the satellite antenna at a zero angle by appropriately
firing the thrusters. The mathernatical madel of the satellite is

b=u

where y is the torque provided by the thrusters and 8 is the satellite angle.

Jets Satellite

Figure 2.4 : Satellite control system

Let us examine on the phase plane the behavior of the control system when the thrusters are

fired according to the control law
J-U ife=0
“={4 182% @
which means that the thrusters push in the counterclockwise direction if 8 is positive, and vice
versa.

As the first step of the phase portrait genevation, let us consider the phase portrait whea the
thrusters provide a positive torque /. The dynamics of the system is

§=u

which implies that & 4 = I/ d8. Therefore, the phase (rajectories are a family of parabolas
defined by

§2=2004+¢,
where ¢ is a constant, The correspanding phase portrait of the system is shown in Figure 2.5(b).

When the thrusiers provide a negative tarque — U, the phase trajectortes are similarly found
to be



26

Phase Plane Analysis Chap. 2

(a} (b) (c)

e afaenna
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\

Figure 2.5 : Satellite control using on-off thrusters

02=—2Ux+ec,

with the corresponding phase portrait shown in Figure 2.5(c).

parabolic
trajectories

e

=+l w=-t

™ switching line

Figure 2.6 : Complete phase poctrait of the contral system

The complete phase portrait af the closed-loop control systerm can be obtained simply by
connecting the trajectories on the left half of the phase plane in 2.5(b) with those on the right half
of the phase plane in 2.5(¢), as shown in Figure 2.6. The vertical axis represents a switching line,
because the cantrol input and thus the phase trajectories are switched on that tine. It is interesting
to see thal, starting from a nonzero initial angle, the satellite will oscillaie in periodic motions
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under the action of the jets. One concludes from this phase portrail that the system is marginaily
stable, similarly to the mass-spring system in Example 2.1. Convergence of the system to the
zere angle can be obtained by adding rate feedback (Exercise 2.4). a

THE METHOD OF ISOCLINES

The basic idea in this method is that of isoclines. Consider the dynamics in (2.1). At a
point (xy, x;) in the phase plane, the slope of the tangent o the trajectory can be
determined by (2.5). An isocline is defined to be the locus of the points with a given
tangent slope. An isocline with slope « is thus defined to be

dX2 _fz(X] R Iz} _

dxl f](l‘],xz)
This is to say that points on the curve

Bl xg) = 0fi(xg, xq)
all have the same tangent slope .

In the method of isoclines, the phase portrait of a system is generated in two
steps. In the first step, a field of directions of tangents to the trajectories is obtained. In
the second step, phase plane trajectories are formed from the field of directions .

Let us explain the isocline method on the mass-spring system in (2.2). The
slope of the trajectories is easily seen to be

dxq x]

A
Therefore, the isocline equation for a slope & is
I] + & Xz ={)

i.e., a straight line. Along the line, we can draw a lot of short line segments with slope
. By taking o to be different values, a set of isoclines can be drawn, and a ficld of
directions of tangents to irajectories are generated, as shown in Figure 2.7. To obtain
trajectories from the field of directions. we assume that the the tangent slopes are
locally constant. Therefore, a trajectory starting from any point in the plane can be
found by connecting a sequence of line segments.

Let us use the method of isoclines to study the Van der Pol equation, a
nonlinear equation.
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Figure 2.7 ; Isoclines for the mass-spring
system

Example 2.6: The Van der Pol equation
For the Van der Pol equation
F+0202-Di+x=0
an isocting of slope ¢ is defined by

di_ 0207 - Di+x_
dx .
x

Therefore, the points on the curve

02(2 -1k +x+0x=0

all have the same slope o,

By taking < of different vatues, different isoclines can be obtained, as ploued in Figure 2.8,
Shert line segments are drawn on the iseclines to generate a ficld of tangent directions. The phase
portraits ¢an then be obtained, as shown in the plot. It is interesting to note that thers exists a
closed curve in the portrait, and the trajectories starting from both outside and inside converge 1o
this curve. This closed curve corresponds to a limit eycle, as will be discussed further in section

2.5 (]

Note that the sarne scales should be used for the xy axis and v, axis of the phase
plane, so that the derivative dxp/dx, equals the geometric slope of the trajectories.
Also note that, since in the second step of phase portrait construction we essentially
assume that the slope of the phase plane trajectories is locally constant, more isoclines
should be plotted in regions where the slope varies quickly, to improve accuracy.
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X2

isoclines

Figure 2.8 : Phase porirait of the Van der Pol equation

2.3 Determining Time from Phase Portraits

Note that time ¢ does not explicitly appear in the phase plane having x; and x; as
coordinates. However, in some cases, we might be interested in the time information.
For example, one might want to know the time history of the system states starting
from a specific initial point. Another relevant situation is when ope waats to know
how Jong it takes for the system to move from a point 10 another point in a phase plane
trajectory. We now describe two techniques for computing time history from phase
portraits. Both techniques involve a step-by step procedure for recovering time.

Obtaining time from Ar=Ax/Xx
In a short time A¢, the change of x is approximately
Ax=XAt (2.8)

where X is the velocity corresponding to the increment Ax. Note that for a Ax of finite
magnitude, the average value of velocity during a time increment should be used 10
improve accuracy. From (2.8), the length of time corresponding to the increment Ax
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is

The above reasoning implies that, in order to obtain the time corresponding to the
motion from one point to another point along a irajectory, one should divide the
corresponding part of the trajectory into a number of small segments (not necessarily
equally spaced), find the time associated with each segment, and then add up the
results. To obtain the time history of states corresponding to a certain initial
condition, one simply computes the time ¢ for each point on the phase trajectory, and
then plots x with respect 10 7 and & with respect to £.

Obtaining time from 7= | (1fxydx

Since X = dx/dt, we can write 4t = dxfx. Therefore,
L I
t—t,= | (/D dx

where x corresponds to time ¢ and x, corresponds to time 7, . This equation implies
that, if we plot a phase plane portrait with new coordinates x and (1/%), then the area
under the resulting curve is the corresponding time interval.

2.4 Phase Plane Analysis of Linear Systems

In this section, we describe the phase plane analysis of linear systems. Besides
allowing us to visually observe the motion patterns of linear systems, this will also
help the development of nonlinear system analysis in the next section, because a
nonlinear systems behaves similarly to a linear system around each equilibrium point.

The general form of a linear second-order sysiem is
iy =axy+ b (2.923)
ky=cxy+dxy (2.9b)

To facilitate later discussions, let us transform this equation into a scalar second-order
differential equation. Note from (2.9a} and (2.9b) that

bi‘zzbc‘xl +d(/i’] -ax1)

Consequently, differentiation of (2.92) and then substitution of (2.9b) leads to
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¥ =la+d)ip+{cb-ad)x

Therefore, we will simply consider the second-order linear system described by
I+ax+bx=0 {2.10)

To obtain the phase portrait of this linear system, we first solve for the time
history

x(x)zklell%kzelz' for Ay =R, (Z.11a)
X =k vloteM?  for Ay=hy (2.11b)

where the constants A and A, are the solutions of the characteristic equation
s2has+b=(s—A) (s~ Ay =0

The roots A; and A, can be explicitly represented as
7L1=(—a+-\]az—4b)z‘2 Ay =(-a-~a-4b)p2

For linear systems described by (2.10), there is only one singular point (assuming
b # 0), namely the origin. However, the trajectories in the vicinity of this singularity
point can display quite different characteristics, depending on the values of a and 5.
The following cases can occur

1. Xy and A, are both real and have the same sign (positive or negative)
2. A& and A, are both real and have opposite signs
3. X and A, are complex conjugate with non-zero real parts

4, & and A, are complex conjugates with real parts equal to zero
We now briefly discuss each of the above four cases.
STABLE OR UNSTABLE NODE

The first case corresponds to a node. A node can be stable or unstable. If the
eigenvalues are negative, the singularity point is called a stable node because both x(2)
and i() converge to zero exponentially, as shown in Figure 2.9(a). [If both
eigenvalues are positive, the point is called an unstable node, because both x(t) and
X} diverge from zero exponentially, as shown in Figure 2.9(b). Since the eigenvalues
are real, there is no oscillation in the trajectories.
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SADDLE POINT

The second case (say A < 0 and &, > ) corresponds to a saddle poine (Figure 2.9(c)).
The phase porfrait of the system has the interesting "saddle” shape shown in Figure
29(c). Because of the unstable pole A, , almost all of the system trajectories diverge
to infinity. In this figure, one also observes two straight lines passing through the
origin. The diverging line (with arrows pointing to infinity) corresponds to initial
conditions which make &; (.., the unsiable component) equal zera. The converging
straight line comresponds to initial conditions which make &, equal zero.

STABLE OR UNSTABLE FOCUS

The third case cormresponds to a focus. A stable focus occurs when the real part of the
eigenvalues is negative, which implies that x(#) and X(¢) both converge to zero. The
system trajectories in the vicinity of a stable focus are depicted in Figure 2.9(d). Note
that the trajectories encircle the origin one or more times before converging to it,
unlike the situation for a stable node. If the real part of the eigenvalues is positive,
then x(f} and &(f} both diverge to infinity, and the singularity point is called an
unsiable focus. The irajectories corresponding io an unstable focus are sketched in
Figure 2.9{¢).

CENTER POINT

The last case corresponds to a cemter point, as shown in Figure 2.9{f). The name
comes from the fact that ali trajectories are ellipses and the singularity point is the
cenier of these ellipses. The phase postrait of the undamped mass-spring system
belongs to this category.

Note that the stability characteristics of linear systems are uniguely determined
by the nature of their singularity points. This, however, is not true for nonlinear
Systems,

2.5 Phase Plane Analysis of Nonlinear Systems

In discussing the phase plane analysis of nonlinear systerns, two points should be kept
in mind. Phase plane analysis of nonlinear systems is related 1o thar of linear sysiems,
because the local behavior of a nonfinear system can be approximated by the behavior
of a linear system. Yet, nonlinear systems can display much more complicated
patterns in the phase plane, such as multiple equilibrium points and limit cycles, We
now discuss these points in more detail.
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Figure 2.9 : Phase-portraits of linear systems
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LOCAL BEHAVIOR OF NONLINEAR SYSTEMS

In the phase portrait of Figure 2.2, one notes that, in contrast to linear systems, there
are two singular poinus, (0, 0) and (-3, 0). However, we also note that the features of
the phase trajectories in the neighborhooed of the two singular points look very much
like those of linear systems, with the first point corresponding to a stable focus and the
second 10 a saddle point. This similasity to a linear sysiem in the local region of each
singular point can be formalized by linearizing the nonlinear system, as we now
discuss.

If the singular point of interest is not at the origin, by defining the difference
between the original state and ¢he singuilar point as a new set of state variables, one
can always shift the singular point 10 the origin. Therefore, without loss of generality,
we may simply consider Equation (2.1) with a singular point at 0. Using Taylor
expansion, Equaticns (2.1a} and (2.1b) can be rewritten as

Xy =ax) +bxy + gylxy, xp)
:Yz = + d.x2 + gz(xl, Xz}
where 2, and g, contain higher order terms.

In the vicinity of the origin, the higher order terms can be neglected, and
therefore, the nonlinear system trajectories essentially satisfy the linearized equation

Xj=ax;+bx,
p=cx;+dx

As a result, the local behavior of the nonlinear system can be approximated by the
patterns shown in Figure 2.9,

LIMIT CYCLES

In the phase portrait of the nonlinear Van der Pol equation, shown in Figure 2.8, one
observes that the system has an unstable node at the origin, Furthermore, there is a
closed curve in the phase portrait. Trajectories inside the curve and those outside the
curve al! tend to this curve, while a motion started on this curve will stay on it forever,
circling periodically around the origin. This curve is an instance of the so-called
"limit cycle" phenomenon. Limit cycles are unique features of nonlinear systems.

In the phase plane, a limit cycle is defined as an isolated closed curve. The
trajectory has to be both closed, indicating the periodic nature of the motion, and
isolated, indicating the limiting nature of the cycle {with nearby trajectories
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converging or diverging from it). Thus, while there are many closed curves in the
phase portraits of the mass-spring-damper system in Example 2.1 or the satellite
system in Example 2.5, these are not considered limit cycles in this definition, because
they are not isolated.

Depending on the motion patterns of the trajectories in the vicinity of the limit
cycle, one can distinguish three kinds of limit cycles

1. Stable Limit Cycles: all trajectories in the vicinity of the limit cycle
converge 1a it as £ — o (Figure 2.10(a));

2. Unstable Limit Cycles: all wrajectories in the vicinity of the limit cycle
diverge from it as t — ©° (Figure 2.10(b));

3. Semi-Stable Limit Cycles: some of the irajectories in the vicinity

converge 1o it, while the others diverge from it as r— oo (Figure
2.10(c));

‘r X, converging Xy diverging
trajeclories converging
i

timi¢ limit tiruit
cycle cycle cycle
(a) (b} (©

Figure 2,18 : Stable, unstable, and semi-stable limit cycles

As seen from the phase portrait of Figure 2.8, the limit cycle of the Van der Pol
equation is clearly stable. Let us consider some additional examples of stable,
unstable, and semi-stable limit cycles.

Example 2.7: stable, unstable, and semi-stable limit cyeles
Consider the following nonlinear systees
@  r=x-xdalen?- Bym—ap mxp(xfa k-1 (212)
(b) _i'1=x2+xi(xlz+x22— s b=—x +x2(x12+x22-— 1 {2.13)

{c) X =xz—xl{x|1+x21- 12 ¥y =X —_1'2(x|2+_r22- 2 2
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Let us study system (a) first. By intraducing polar coordinates
J"=(Jr|2+x22}]"r:2 B=tan"(xzfxl}

the dynamic equations (2.12) are transformed as

dr

a-E=—J'-(r2—l) @

When the state starts on the umit circle, the above equation shows that ##) = 0. Therefore, the state
will circle around the origin with a period 1/25. When r < L, then F > 0. This implies that the state
tends to the circle from inside. When r> 1, then # < 0. This implies that the state tends toward
the unit circle from outside. Therefore, the unit circle is a stable limit cycle, This can also be
concluded by examining the analytical solution of {2.12)

1
A= ——— - n=06 -
(l+f0€—2r)lﬂ ¢

where

I -1

= L
[ r02
Similarly, one car find that the system (b} kas an unstable {imit cycle and systern (c} has a senu-

0

stable limit cycle.

2.6 Existence of Limit Cycles

As mentioned in chapter 1, it is of great importance for control engineers to predict the
existence of limit cycles in control systerns. In this section, we state three simple
classical theorems to that effect. These theorems are easy to understand and apply.

The first theorem to be presented reveals a simple relationship between the
existence of a limit cycle and the number of singular points it encloses. In the
statement of the theorem, we use ¥ to represent the number of nodes, centers, and foci
enclosed by a limit cycle, and § to represent the number of enclosed saddle points,

Theorem 2.1 (Poincare) If a limit cycle exists in the second-order autonomous
system (2.1), then N=5+1.

This theorem is sometimes called the index theorem. lts proof is mathematically
involved (actually, a family of such proofs led to the development of algebraic
topology} and shall be ormitted here. One simple inference from this theorem is that a
limit cycle must enclose at least one equilibrium point. The theorem’s result can be
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verified easily on Figures 2.8 and 2.10,

The second theorem is concerned with the asymptotic properties of the
trajectories of second-order systems.

Theorem 2.2 (Poincare-Bendixson) [If a trajectory of the second-order
autonomous system remains in a finite region KX, then one of the following is true:

{a) the trajectory goes to an equilibrium point
(b) the trajectory tends to an asymptotically stable limit cycle
(c) the trajectory is itself a limit cycle

While the proof of this theorem is also omitted here, its intuitive basis is easy to see,
and can be verified on the previous phase portraits.

The third theorem provides a sufficient condition for the non-existence of limit
cycles.

Theorem 2.3 (Bendixson)  For the nonlinear system (2.1), no fimit cycle can exist
in a region S of the phase plane in which 9f;/0x) + 0f,]0xy does not vanish and
does not change sign.

Proof: Let us prove this theorem by contradiction. First note that, from (2.5), the equation
frdx) - fdx, =0 (2.15)

is satisfied for any system trajectories, including a limit ¢cycle. Thus, along the closed curve L of
a limit cycle, we have

.[(f'ldtz_fzdx'l)zc (2-16)
L

Using Stokes’ Theorem in calculus, we have

L(fldxz—fzdxl) = ”( oh +af2)dx|dx2=0

i g
where the integration on the right-hand side is carried out on the area enciosed by the limil cycle.

By Equation (2.16), the left-hand side maust equal zero. This, however, contradicis the fact
that the right-hand side cannot equal zero because by hypothesis 9f)/dx| + 0f5/9x, does net
vanish and does not change sign. (W

Let us illustrate the result on an example.
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Example 2.8: Consider the nonlinear system
dp =g} + dx Ky
Xy =hix )+ 41;212
Since

9N h
—_t =4y 2ux,2
3x, ax, | P )
which is always strictly positive (except a1 the origin}, the system does not have any limit cycles
anywhere in the phase plane,

The above three theorems represent very powerful results. It is important to
notice, however, that they have no equivalent in higher-order systems, where exotic
asymptotic behaviors other than equilibrium peints and limit cycles can occur.

2.7 Summary

Phase plane analysis is a graphical method used to study second-order dynamic
systems. The major advantage of the method is that it alkows visual examination of the
global behavior of systems. The major disadvantage is that it is mainly limited to
second-order systems {although extensions to third-order systems are often achieved
with the aid of compuier graphics). The phenomena of multiple equilibrium points and
of limic cycles are clearly seen in phase plane analysis. A number of useful classical
theorems for the prediction of limit cycles in second-order systems are also presented.

2.8 Notes and References

Phase plane analysis s a very classical topic which has been addressed by numerous control texts.
An extensive treatment can be found in [Graham and McRuer, 1961]. Examples 2.2 and 2.3 are
adapted from {Ogata, 1970]. Examgles 2.5 and 2.6 and section 2.6 are based on [Hsu and Meyer,
1968].

2.9 Exercises

2.1 Draw the phase portrai¢ and discuss the properties of the linear, unity feedback control system
of open-loop transfer function

10

ey W k)
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2.2 Draw the phase poriraits of the following systems, using isoclines
(@ B6+6+050=0
®y B6+0+050=1
(© 6+624050=0

2.3 Consider the nonlinear system

1

2 2_[

f=y+x{x?+y2-1jsin "
xe+y

L 2 2 +
y=—x+y{xc+y“=1})sin
x2+y2—l

39

Without solving the above equations explicitly, show that the system has infinite number of limit

cycles. Determine the stability of these limit cycles. (Hine: Use polar coordinates.)

2.4 The system shown in Figure 2,10 represents a satellite control system with rate feedback
provided by a gyroscope, Draw the phase portrait of the system, and determine the system's

stabilicy.

u | @
— -

.

Figure 2.16 : Satelliic control system with rate feedback



Chapter 3
Fundamentals of Lyapunov Theory

Given a control system, the first and most important question about its various
properties is whether it is stable, because an unstable control system is typically
useless and potentially dangerous. Qualitatively, a system is described as stable if
starting the system somewhere near its desired operating point implies that it will stay
around the point ever after. The motions of a pendulum starting near its two
equilibrinm points, namely, the vertical up and down positions, are frequently used to
illustrate unstable and stable behavior of a dynamic system. For aircrafi control
systems, a typical stability problem is intuitively related to the following question:
will a trajectory perturbation due to a gust cause a significant deviation in the later
flight trajectory? Here, the desired operating point of the system is the flight
trajectory in the absence of disturbance. Every control system, whether linear or
nonlinear, involves a stability problem which should be carefully studied,

The most useful and general approach for studying the stability of nonlinear
control systems is the theory introduced in the late 19t century by the Russian
mathematician Alexandr Mikhailovich Lyapunov. Lyapunov’s work, The General
Problem of Motion Stability, includes two methods for stability analysis (the so-called
linearization method and direct method) and was first published in 1892, The
linearization method draws conclusions about a nonlinear system’s loca! stability
around an equilibrium point from the stability properties of its linear approximation.
The direct method is not restricted to local motion, and determines the stability
properties of a nonlinear system by constructing a scalar "energy-like”™ function for the
system and examining the function’s time variation. For over half a century, however,

40
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Lyapunov’s pioneering work on stability received little attention outside Russia,
although it was translated into French in 1908 (at the instigation of Poincare), and
reprinted by Princeton University Press in 1947, The publication of the work of Lur'e
and a book by La Salle and Lefschetz brought Lyapunov’s work to the attention of the
jarger control engineering community in the early 1960°s. Many refinements of
Lyapunov's methods have since been developed. Today, Lyapunov's linearization
method has come to represent the theoretical justification of linear control, while
Lyapunov’s direct method has become the most important tool for nonlinear system
analysis and design. Together, the linearization method and the direct method
constitute the so-called Lyapunov stability theory.

The objective of this and the next chapter is to present Lyapunov stability
theory and illustrate its use in the analysis and the design of nonlinear systems. To
prevent mathematical complexity from obscuring the theoretical concepis, this chapter
presents the most basic results of Lyapunov theory in terms of autonomous (i.e., time-
invariant) systems, Ieaving more advanced topics to chapter 4. This chapter is
organized as follows. In section 3.1, we provide some background definitions
concerning nonlinear systems and equilibrivm peints. In section 3.2, various concepis
of stability are described to characterize different aspects of system behavior.
Lyapunoy’s linearization method is presented in section 3.3. The most useful theorems
in the direct method are studied in section 3.4. Section 3.5 is devoted to the question
of how 10 use these theorems to study the stability of pasticular classes of nonlineay
systems. Section 3.6 sketches how the direct method can be used as a powerful way
of designing controllers for nonlinear systems.

3.1 Nonlinear Systems and Equilibrium Points

Before addressing the main problems of defining and determining stability in the next
sections, let us discuss some relatively simple background issues.

NONLINEAR SYSTEMS

A nonlinear dynamic system can usually be represented by a set of nonlinear
differential equations in the form

x=f(x,0 3.n

where f is a nx1 nonlinear vector function, and x is the nx1 siate vector. A particular
vatue of the state vector is also called a point because it corresponds to a point in the
state-space. The number of states » is called the order of the system. A solution x(1)
of the equations (3.1) usually corresponds to a curve in state space as ¢ varies from
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zero to infinity, as already seen in phase plane analysis for the case n = 2. This curve is
generally referred to as a state frajectory or a system trajectory.

It is important to note that although equation (3.1) does not explicitly contain
the control input as a variable, it is directly applicable to feedback control systems.
The reason is that equation (3.1) can represent the closed-foop dynamics of a feedback
control system, with the control input being a function of state X and time ¢, and
therefore disappearing in the closed-loop dynamics. Specifically, if the plant dynamics
is

x=f(x, w0

and some control law has been selected
u=gix, ¢}

then the closed-loop dynamics is
x=f[x, g(x, ), 1]

which can be rewriiten in the form (3.1). Of course, equation (3.1) can also represent
dynamic systems where no control signals are involved, such as a freely swinging
pendutum.

A special class of nonlinear systems are linear systems. The dynamics of linear
systems are of the form

x=ADxX
where A(t) is an rxnr matrix.
AUTONOMOUS AND NON-AUTONOMOUS SYSTEMS

Linear systems are classified as either time-varying or time-invariant, depending on
whether the systern matrix A varies with time or not. In the more general context of
nonlinear systems, these adjectives are traditionally replaced by “autonomous" and
"non-autonomous”,

Definition 3.1 The nonlinear system (3.1) is said to be autoromous if f does not
depend explicitly on time, i.e., if the system’s state equation can be written

X =f(x) (3.2)
Otherwise, the system is calied non-auwtonomous .

Obviously, linear time-invariant (LTI) systems are autonomous and linear time-
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varying (LTV) systems are non-autonomous. The second-order systems studied in
chapter 2 are all autonomous.

Strictly speaking, all physical systems are non-autonomous, because none of
their dynamic characteristics is strictly time-invariant. The concept of an autonomous
system is an idealized notion, like the concept of a linear system. In practice,
however, systemn properties often change very slowly, and we can neglect their time
variation without causing any practically meaningful emmor.

1t is important to note that for control systems, the above definition is made on
the closed-loop dynamics. Since a control system is composed of a controller and a
plant (including sensor and actuator dynamics), the nom-autonomous nature of a
control system may be due to a titne-variation either in the plant or in the control law.
Specifically, a time-invariant plant with dynamics

x=f(x,u)

may lead to a non-autonomous closed-loop system if a controller dependent on time ¢
is chosen, i.e., if u = g(x, 1). For example, the closed-loop system of the simple plant
%=-x+u can be nonlinear and non-autonomous by choosing u to be nonlinear and
time-varying (e.g., & = — x2 sin £). In fact, adaptive controllers for linear time-invariant
plants usually make the closed-loop control systems nomnlinear and non-autonomous.

The fundamental difference between autonomous and non-autonomous systerms
lies in the fact that the state trajectory of an autonomous system is independent of the
initial time, while that of a non-autonomous system generally is not. As we will see in
the next chapter, this difference requires us to consider the initial time explicitly in
defining stability concepts for non-autonomous systems, and makes the analysis more
difficult than that of autonomous systems.

It is well known that the analysis of linear time-invariant systems is much easier
than that of linear time-varying systems. The same is true with nonlinear systems.
Generally speaking, autonomous systems have relatively simpler properties and their
analysis is much easier. For this reason, in the remainder of this chapter, we will
concentrate on the analysis of autonomous systems, represented by (3.2). Extensions
of the concepts and results to non-autonomous systems will be studied in chapter 4.

EQUILIBRIUM POINTS

It is possible for a system trajectory to correspond to only a single point. Such a point
is called an equilibrium point. As we shall see later, many stability problems are
naturally formulated with respect to equilibrium points,



44 Fundamentals of Lyapunov Theory Chap. 3

Definition 3.2 A state X" is an equilibrium state (or equilibrinm point) of the system
if once X(£) is equal to X", it remains equal to x* for all future time.

Mathematicalty, this means that the constant vector X" satisfies
0 = F(x*) 3.3)
Equilibrium points can be found by solving the nonlinear algebraic equations (3.3).
A linear time-invariant system
Xx=AX (3.4)

has a single equilibrium point (the origin 0) if A is nonsingular, If A is singular, it has
an infinity of equilibrium points, which are contained in the null-space of the matrix
A, i.e., the subspace defined by Ax =90. This implies that the equilibrium points are
not isolated, as reflected by the example ¥ + X =0, for which all points on the x axis
of the phase plane are equilibrium points.

A nonlinear system can have several (or infinitely many) isolated equilibrium
points, as seen in Example 1.1. The following example involves a familiar physical
syster.

Example ).1: The Pendulur

Consider the pendulum of Figure 3.1, whose dynamics is given by the following nonlinear
autonomous ¢quation

MRZB+60+ MgRsinB=0 3.5)

Figure 3.1 : The pendulum
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where £ is the pendulum’s length, M its mass, b the friction coefficient at the hinge, and g the

gravity constant. Letting x; =9, .y = 8, the corresponding state-space equation is
Xy =2 {3.6a)
_ b
MR

i = X - J%stn X (3.6b)

Therefore, the equilibriurm points are given by
=0, sinx =0

which leads to the points (0 [2r], 0} and (x [2r], ). Physically, these points correspond te the
pendulum resting exactly at the vertical up and down positions. |

In linear system analysis and design, for notational and analytical simplicity, we
often transform the linear system equations in such a way that the equilibrium point is
the origin of the state-space. We can do the same thing for nonlinear systems (3.2),
about a specific equilibrium point. Let us say that the equilibrium point of interest is
x*. Then, by introducing a new variable

y=x-x"

and substituting x = y + x" into equations (3.2), a new set of equations on the variable
y are obtained

¥ =f(y+x") 3.7

One can easily verify that there is a one-to-one correspondence between the solutions
of (3.2) and those of (3.7), and that in addition, y=0, the solution corresponding to
x =X, is an equilibrium point of (3.7). Therefore, instead of studying the behavior of
the equation (3.2) in the neighborhood of x*, one can equivalently study the behavior
of the equations (3.7} in the neighborhoed of the origin.

NOMINAL MOTION

In some practical problems, we are not concerned with stability around an equilibrium
point, but rather with the stability of a motion, i.e, whether a system will remain close
to its original motion trajectory if slightly perturbed away from it, as exemplified by
the aircraft trajectory control problem mentioned at the beginning of this chapter, We
can show that this kind of motion stability problern can be transformed inio an
equivalent stability problem around an equilibrium point, although the equivalent
system is NOW no-autonomaous.

Let x*(r) be the solution of equation (3.2), i.e., the nominal motion trajectory,
corresponding to initial condition x*(0) = X, Let us now perturb the initial condition
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to be x(0) = x,, + 8x,, and study the associated variation of the motion error
ety = x(t) —x'(1)

as illustrated in Figure 3.2. Since both x*(#) and x(#) are solutions of (3.2), we have
sz

x{t
elt)

A0

*n

Figure 3.2 : Nominal and Perturbed Motions

¥ = f(x") x(0) =%,
X =f(x) x(0) =x, + 3%,
then e(r) satisfies the following non-autonomous differential equation
B=f(x" +e,0-1(x", 1) =gle, 1) (3.8)

with initial condition e(() = Bxﬂ. Since g(0, 1) = 0, the new dynamic system, with e as
state and g in place of F, has an equilibrium point at the origin of the state space.
Therefore, instead of studying the deviation of x(#) from x*(¢) for the original system,
we may simply study the stability of the perturbation dynamics (3.8) with respect 10
the equilibrium point ¢. Note, however, that the perturbation dynamics is non-
autonomous, due to the presence of the nominal trajectory x*(¢) on the right-hand side.
Each particular nominal motion of an autonomous system corresponds {o an
equivalent non-autonomous system, whose study requires the non-autonomous system
analysis techniques to be presented in chapter 4.

Let us now illustrate this important transformation on a specific system.
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Example 3.2: Consider the autonemous mass-spring sysiem
m¥ 4k xtkyx3=0

which contains a nonlinear term reflecting the hardening effect of the spring. Let us study the
stability of the motion x (1} which starts from initial position x,

Assume that we slightly perturb the initial position to be x(0) = x,, + 8x,. The resulting system
trajectory is denoted as x(v). Proceeding as before, the equivalent differential equation goveming
the motion error ¢ is

mé + kye + L4320 +3ex’ X)) =0
Clearly, this is a non-autenomous system, O

Of course, one can also show that for non-autonomous nonlinear systemns, the
stability problem around a nominal motion can also be transformed as a stability
problem around the origin for an equivalent nen-autonomous system.

Finally, note that if the original system is autonomous and lnear, in the form
(3.4), then the equivalent system is still autonomous, since it can be written

é=Ae

3.2 Concepts of Stability

In the beginning of this chapter, we introduced the intuitive notion of stability as a
kind of well-behavedness around a desired operating point. However, since nonlinear
systems may have much more complex and exotic behavior than linear systems, the
mere notion of stability is not enough to describe the essential features of their motion,
A numbser of more refined stability concepts, such as asymptotic stability, exponential
stability and global asymptotic stability, are needed. In this section, we define these
stability concepts formally, for autonomous systems, and explain their practical
meanings.

A few simplifying notations are defined at this point. Let Bg denote the
spherical region (or ball) defined by || x || < R in state-space, and Sp the sphere itself,
defined by || x [ = R.
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STABILITY AND INSTABILITY
Let us first introduce the basic concepts of stability and instability.

Definition 3.3 The equilibrium state x = 0 is said to be stable if, for any R >0, there
exists r> 0, such that if ||X(O)| <r, then x| <R for all 120 . Otherwise, the
equilibrium point is unstable.

Essentially, stability (also called stability in the sense of Lyapunov, or Lyapunov
stability) means that the system trajectory can be kept arbitrarily close to the origin by
starting sufficiently close to it. More formally, the definition states that the origin is
stable, if, given that we do not want the staie trajectory X(f) to get out of a ball of
arbitearily specified radius By, , a value 7{R) can be found such that starting the state
from within the bali B, at time () guarantees that the state will stay within the ball B,
thereafter. The geometrical implication of stability is indicated by curve 2 in Figure
3.3. Chapter 2 provides examples of stable equilibrfium points in the case of second-
order systems, such as the origin for the mass-spring system of Example 2.1, or stable
nodes or foci in the local linearization of a nonlinear system.

Throughout the book, we shall use the standard mathematical abbreviation
symbols;

¥ to mean "for any”
3 for "there exists”
e for "in the set"

> for "implies that"

Of course, we shall say interchangeably that A4 implies B, or that A is a sufficient
condition of B, or that B is a necessary conditionof A. If A => B and B => A,
then A and B are equivalent, which we shall denoie by A <=> B.

Using these symbels, Definition 3.3 can be written
YR>0,3r>0, XD )i<r = ¥Yez0,Ix(0| <k
or, equivalently
YR>0,3r>0, xWeB, => V:rz0,x(t)e By

Conversely, an equilibrium peint is unstable if there exists at feast one ball By,
such that for every r >0, no matter how small, it is always possible for the system
trajectory to start somewhere within the ball B, and eventually leave the ball Bp
(Figure 3.3). Unstable nodes or saddle points in second-order systems are examples of
unstable equilibria. Instability of an equilibrium point is typically undesirable, because
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it often leads the system into limit cycles or results in damage to the tnvojved
mechanical or electrical components.

curve | - asympiatically stable
curve 2 - marginally stabie

curve 3 - unstable

..

. et
Arrsappnen®

Figure 3.3 : Concepts of stability

It is important to point cut the qualitative difference between instability and the
intuitive notion of "blowing up" (all trajectories close to origin move further and
further away 1o infinity). In linear sysiems, instability is equivalent to blowing up,
because unstable poles always lead to exponential growth of the system states.
However, for nonlinear systems, blowing up is only one way of instability. The
following example illustrates this point,

Example 3.3: Instability of the Yan der Pol Osciflator
The Van der Pol oscillator of Example 2.6 is described by
=x
¥y =- x4 {1-x%)xp
One easily shows that the system has an equilibrium point at the origin,

As pomted out in section 2.2 and seen in the phase portrait of Figure 2.8, system irajectories
starting from ary nonr-zere initial states ali asymptoiically approach & limit cycle. This implies
that, i we choose ® in Definition 3.3 to be small enough for the circle of radius R to fall
completely within the closed-curve of the limit cycle, then system trajeciories staring near the
origin will eventually get out of this circle (Figure 3.4). This implies instability of the origin.

Thus, even though the state of the system does remain around the equilibrium point in a
certain sense, it cannol stay arbitrarily close to ir. This is the fundamenta) distinction between
stability and instability. (]
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trajectories

Figure 3.4 ; Unstable origin of the Van der Pol Oscillator

ASYMPTOTIC STABILITY AND EXPONENTIAL STABILITY

In many engineering applications, Lyapunov stability is not enough. For example,
when a satellite’s attitude is disturbed from its nominal position, we not only want the
satellite to maintain s atiitude in a range determined by the magnitude of the
disturbance, i.e., Lyapunov stability, but also require that the attitude gradually go
back to its original value. This type of engineering requirement is captured by the
concept of asymptotic stability.

Definition 3.4  An equilibrium point 0 is gsympiotically stable if it Is stable, and if in
addition there exists some r > 0 such that || x(0)} || < r implies that x{(f) = 0 as £ — o,

Asymptotic stability means that the equilibrium is stable, and that in addition,
states started close to 0 actually converge to 0 as time 7 goes to infinity. Figure 3.3
shows that system trajectories starting from within the ball B,. converge to the origin.
The ball B, is called a domain of attracrion of the equilibrium point (while the domain
of attraction of the equilibrium point refers to the largest such region, i.e., to the set of
all points such that trajectories initiated at these points eventually converge to the
origin). An equilibrium point which is Lyapunov stable but not asymptotically stable
is called marginally stable.

One may question the need for the explicit stability requirement in the
definition above, in view of the second condition of state convergence to the origin.
However, it it easy to build counter-examples that show that state convergence does
not necessarily imply stability. For instance, a simple systern studied by Vinograd has
trajectories of the form shown in Figure 3.5, All the trajectories starting from non-zero
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initial points within the unit disk first reach the curve C before converging to the
origin. Thus, the origin is unstable in the sense of Lyapunov, despite the state
convergence. Cailing such a system unstable is quite reasonable, since a curve such as
€ may be outside the region where the model! is valid — for instance, the subsonic and
supersonic dynamics of a high-performance aircraft are radically difierent, white, with
the problem under study using subsonic dynamic models, C could be in the supersonic
range.

Figure 3.5 : State convergence does not imply stability

In many engineering applications, it is still not sufficient to know that a system
will converge to the equilibrium point after infinite time, There is a need to estimate
how fast the system trajectory approaches 9. The concept of exponential stability can
be used for this purpose.

Definition 3.5  An equilibrium poinr § is exponentially stable if there exist two
strictly positive numbers o.and A such that

Vi>0, (X1 S ol xO) e 39)
in some ball B, around the origin.

In words, {3.9) means that the state vector of an exponentially stable system
converges to the origin faster than an exponential function, The positive number 2 is
often called the rate of exponential convergence. For instance, the system

X =—-(1+sin2x)x

is exponentially convergent to x =0 with arate A =1, Indeed, its solution is
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!
x(#) = x(0)exp(— [ [1 +sin2(x(t))) de
p(-], )

and therefore
[x(D] < |x(0)) e

Note that exponentiai stability implies asymptotic stability. But asymptotic
stability does not guarantee exponeatial stability, as can be seen from the system

f==x2, x(O®=1 (3.10)

whose solution is x= 141 + 2), a function slower than any exponential function e M

(with A > 0).

The definition of exponential convergence provides an explicit bound on the
state at any time, as seen in (3.9). By writing the positive constant o as & = ey itis
easy to see that, after a time of 1, + (1/A) , the magnitude of the state vector decreases
to less than 35% ( = e~ ! ) of its original value, similarly to the notion of fime-constant
in a linear system. After t,+ (3/A}, the state magnitude |[x(0¥ will be less than
5% (=3 ) of (O}l

LOCAL AND GLOBAL STABILITY

The above definitions are formulated to characterize the Jocal behavior of systems,
i.e., how the state evolves after starting near the equilibrium point. Laocal properties
tell little about how the system will behave when the initial state is some distance
away from the equilibrium, as seen for the nonlinear system in Example t.1. Global
concepts are required for this purpose.

Definition 3.6  If asymprotic (or exponential) stability holds for any initial states, the
equiltbrium point is said to be asymptotically (or exponentially) stable in the large. It
is also catled globally asymptotically (or exponentially) stable.

For instance, in Example 1.2 the linearized system is globally asymptotically
stable, but the original system is not. The simple system in (3.10) is also globally
asymptotically stable, as can be seen from its solutions.

Linear time-invariant systems are either asymptotically stable, or marginally
stable, or unstable, as can be be seen from the modal decomposition of linear system
solutions; linear asymptotic stability is always global and exponential, and linear
instability always implies exponential blow-up. This explains why the refined notions
of stability introduced here were not previously encountered in the study of linear
systems. They are explicitly needed only for nonlinear systems.
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3.3 Linearization and Local Stability

Lyapunov’s linearization method is concerned with the locaf stability of a nonlinear
system. It is a formalization of the intuition that a nonlinear system should behave
simitarly to its linearized approximation for small range motions. Because all physicat
systems are inherently nonlinear, Lyapunov’s linearization method serves as the
fundamental justification of using linear control techniques in practice, i.e., shows that
stable design by linear control guarantees the stability of the original physical system
Iocally.

Consider the autonomous system in (3.2), and assume that f(x) is continuously
differentiable. Then the system dynamics can be written as

. df
Xx= B_x)x=0 X + £, (%) (3.11)

where f), , . stands for higher-order terms in x. Note that the above Taylor expansion
starts directly with the first-order term, due to the fact that f(0) =0, since 0 is an
equilibrium point, Let us use the constant matrix A to denote the Jacobian matrix of f
with respect to X at X = 0 (an # X n matrix of elements df; / axj )

_sof
A_(ﬁ)xﬂl

Then, the system
X=AX (3.12)

is called the linearization (or linear approximation) of the original nonlinear system at
the eguilibrium point ¢.

Note that, similarly, starting with a non-autonomous nonfinear system with a control input &
X = f(x, u)
such that (0, 0) = 0 , we can write

X = il X+ af u et (x‘ u)
ax)(x=0,u=0) (aﬂ)u:o.u:o) hao.t

where f, ,, stands for higher-order terms in x and u. Letting A denote the Jacobian matrix of f with
respect to x at (x =G, u=9), and B denote the Jacobian matrix of £ with respect to u at the same
point (an » X m matrix of elements &f; / Buj , where m is the number of inputs)
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_sar gt
= (5 )(x=0.u=0) . (3-")(x=0.u=0)

the system

X =Ax +Bu

1

is the linearization (or linear approximation) of the originat nonlinear system at (x=0,u=4).

Furthermere, the choice of a control [aw of the form u = u{x} (with w(0) =9 ) transforms the
original non-autonomous system inte an autonomous closed-loop system, having x =49 as an
equilibrium point. Linearly approximating the controd law as

du
= (&2 =G
v () = O

the closed-loop dynasmics can be linearly approximated as
x=Fx,u(x) =~ (A+BG)x

Of course, the same linear approximation can be obtained by directly considering the autonomous
closed-loop system

i o= fx, uix) = fi(x)
and linearizing the function f, with respect to x, at ils equilibrium point x = 0.

In practice, finding a system’s linearization is often most easily done simply by
neglecting any term of order higher than 1 in the dynamics, as we now itlustrate.

Example 3.4: Cansider the system
¥y = K2 4y cOS Xy
By =+t Doy +xysing
Its linearized approXimation about x =0 is
I =04y -1 =x
By =+ 04 &, x50 = Xy + Xy

The linearized system can thus be written
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A similar procedure can be applied for a controlled system. Consider the system

F+455+ 02+ Du=0

The system can be linearly approximated about x = 0 as
Y+0+{0+Du=10

i.¢., the tinearized system can be written
X=—-u

Assume that the control law for the original nonlirear system has been selected to be
Ho= sinx+ad+kcostx

then the linearized closed-loop dynamics is

I+x+x=0

35

a

The following result makes precise the relationship between the stability of the

linear system (3.12) and that of the original nonlinear system (3.2).

Theorem 3.1 (Lyapunov’s linearization method)

o [f the linearized system is strictly stable {i.e, if all eigenvalues of A are
strictly in the left-half complex plane), then the equilibrium point is
asymptotically stable (for the actual nonlinear system}.

o If the linearized system is unstable (i.e, if ar least one eigenvalue of A is
strictly in the right-half complex plane), then the equilibrinm point is unstable
(for the nonlinear system).

o If the linearized system is marginally stable (i.e, alf eigenvalues of A are in
the left-half complex plane, but at least one of them is on the jo axis), then
one cannot conclude anything from the linear approximation (the equilibrium
point may be stable, asymptotically stable, or unstable for the nonlinear
systeni).

While the proof of this theorem (which is actually based on Lyapunov’s direct

method, see Exercise 3.12) shall not be detailed, let us remark that its resulis are
fntuitive, A summary of the theorem is that it is true by continuity. If the linearized
system is strictly stable, or strictly unstable, then, since the approximation is valid "not
too far" from the equilibrium, the nonlinear system itself is locally stable, or locally
unstable. However, if the linearized system is marginally stable, the higher-order
terms in (3.11) can have a decisive effect on whether the nonlinear system is stable or
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wnstable. As we shall see in the next section, simple nonlinear systems may be
globally asymptotically stable while their linear approximations are only marginally
stable: one simply cannot infer any stability propesty of a nonlinear system from its
marginally stable linear approximation.

Example 3.5: As expected, it can be shown easily that the equilibrium points (8 = r {2x] , 6= &)
of the pendulum of Example 3.1 are unstable. Consider for instance the equilibrium point
{8=m,0=0). Since, in a neighborhood of § = 1, we can write

sin@ = sinm+cosR@—M+hot = (M-8 + hot
thus, letting 8=0-n.the system’s linearization about the equifibrium point (B =1 | b= 0} is

G+ 2 §-£8-0
YurRi R

Hence the linear approximation is unstable, and therefore so is the nonlinear system at this
equilibrium point. d

Example 3.6: Consider the first order system
F=ax+ b’

The ongin O is one of the two equilibriurn peints of this system. The linearization of this system

arcund the origin is
k=ax

The application of Lyapuncovy’s linearization methed indicates the following stability properties of

the nonlinear system

* g <0 : asymptotically stable;
* 2> 0: unstable;
* 2= 0: cannot tell from linearization.

In the third case, the nonlinear system is
i= bt

The linearization method fails while, as we shald see, the direct method to be described can easily
solve this problem. a




Sect. 3.4 Lyapunov’s Direct Method 57

Lyapunov’s linearization theorem shows that linear control design is a matter of
consistency. one must design a controller such that the system remain in its "linear
range". It also stresses major limitations of linear design: how large is the linear
range? What is the extent of stability (how large is r in Definition 3.3) 7 These
questions motivate a deeper approach to the nonlinear control problem, Lyapunov’s
direct method.

3.4 Lyapunov’s Direct Method

The basic philosophy of Lyapunov’s direct method is the mathematical extension of a
fundamental physical observation: if the total emergy of a mechanical (or electrical)
system is continuously dissipated, then the system, whether linear or nonlinear, must
eventually settle down to an equilibrium point. Thus, we may conclude the stability of
a system by examining the variation of a single scalar function.

Specifically, let us consider the nonlinear mass-damper-spring system in Figure
3.6, whose dynamic equation is

m% + bt + kyx + kyx3=0 (3.13)

with b¥|X| representing nonlinear dissipation or damping, and (k,x +k x?)
representing a nonlinear spring term. Assume that the mass is pulled away from the
nagural length of the spring by a large distance, and then released. Will the resulting
motion be stable? It is very difficult to answer this question using the definitions of
stability, because the general solution of this nonlinear equation is unavailable, The
linearization method cannot be used either because the motion starts outside the linear
range (and in any case the sysiem’s linear approximation is only marginally stable).
However, examination of the system energy can tell us a lot about the motion pattern.

nonkinear
spring and
damper

/ X Figure 3.6 : A nonlinear mass-damper-
pring system

The total mechanical energy of the system is the sum of its kinetic energy and
its potential energy
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V(x) =%m372 +J:(k0x+klx3)dx = %mi2+%k‘,x2+%klx"’ (.14)

. -~
Comparing the definitions of stability and mechanical energy, one can easily see some
refations between the mechanical energy and the stability concepls described earlier:

* zero energy corresponds to the equilibrium point (x=0,x=0)
e asymptotic stability implies the convergence of mechanical energy to zero
= instability is related to the growth of mechanical energy

These relations indicate that the value of a scalar quantity, the mechanical enesgy,
indirectly reflects the magnitude of the state vector; and furthermore, that the stability
properties of the system can be characterized by the variation of the mechanical
energy of the system.

The rate of energy variation during the system’s motion is obtained easily by
differentiating the first equality in (3.14) and using (3.13)

V(x) =miX+ (x + by 13 k= & (-bXtily=-blil 3 (3.15)

Equation (3.15) implies that the energy of the system, starting from some initial value,
is continuously dissipated by the damper until the mass seitles down, f.e., until ¥ =0.
Physically, it is easy to see that the mass must finally settle down at the natural length
of the spring, because it is subiected to a non-zero spring force at any position other
than the natural kength.

The direct method of Lyapunov is based on a generalization of the concepts in
the above mass-spring-damper systern to more complex sysiems. Faced with a set of
nonlinear differential equations, the basic precedure of Lyapunov’s direct method is to
generate a scalar "energy-like” function for the dynantic system, and examine the time
varjation of thar scalar function. In this way, conclusions may be drawn on the
stability of the set of differential equations without using the difficult stability
definitions or requiring explicit knowledge of solutions.

3.4.1 Positive Definite Functions and Lyapunov Functions

The energy function in (3.14) has two properties. The first is a propenty of the function
itself: it is strictly positive unless both state variables x and ¥ are zero. The second
property is a property associated with the dynamics (3.13): the function is
monetonicatly decreasing when the variables & and © vary according to (3.13). In
Lyapunov’s direct method, the first property is formalized by the notion of positive
definite functions, and the second is formalized by the so-called Lyapunov functions.

i
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Let us discuss positive definite functions first.

Definition 3.7 A scalar continuous function V(x) is said to be locally positive
definite if V{0 = 0 and, in a ball BRO

x20 = V(x>0

If V(0) = 0 and the above property holds over the whole state space, then V(x) is said
to be globally positive definite.

For instance, the function
loaip2.2
V(x) = EMR Xy- + MRg(l —cosxy)

which is the mechanical energy of the pendulum of Example 3.1, is locally positive
definite. The mechanical energy (3.14) of the nonlinear mass-damper-spring system is
globally positive definite. Note that, for that system, the kinetic energy (1/2) m ¥2 is
nof positive definite by itself, because it can equal zero for non-zero values of x.

The above definition implies that the function V has a unique minimum at the
origin 0. Actually, given any function having a unigue minimum in a cerain ball, we
can construct a lecally positive definite function simply by adding a constant to that
function. For example, the function V(x) =x;2 + X2 - | is a lower bounded function
with a unique minimum at the origin, and the addition of the constant [ to it makes it a
positive definite function. Of course, the function shifted by a constant has the same
time-derivative as the original function.

Let us describe the geometrical meaning of locally positive definite functions.
Consider a positive definite function V(x) of two state variables x; and x,. Plotted in a
3-dimensional space, ¥(x) typically corresponds to a surface looking like an upward
cup (Figure 3.7). The lowest point of the cup is located at the origin.

A second geometrical representation can be made as follows. Taking x; and x»
as Cartesian coordinates, the level curves Vx|, x4) =V, typically represent a set of
ovals surrounding the origin, with each oval comresponding te a positive value of V.
These ovals, often called contour curves, may be thought as the sections of the cup by
horizontal planes, projected on the (x| , x;) plane (Figure 3.8). Note that the contour
curves do not intersect, because V(xy, x,) is uniquely defined given (x| , x3).

A few related concepts can be defined similarly, in a local or global sense, i.e., a
function V(x) is negative definite if —V(X) is positive definite; V(x) is positive
semi-definite if V(0) = 0 and V(x) 2 0 for x = I V(X) is negative semi-definite if —V(x)
is positive semi-definite. The prefix "semi" is used to reflect the possibility of V being
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Il'V
.4—'V=v3
fa" V=V2
V=VI
—:.—-x2
0

*1
Figure 3.7 : Typical shape of a positive definite function V(x;, x5}

equal to zero for x # 0. These concepts can be given geometrical meanings similar to
the ones given for positive definite functions.

With x denoting the state of the system (3.2), a scalar function V(x} actuaily
represents an implicit function of time 7. Assuming that V(x) is differentiable, its
derivative with respect to time can be found by the chain rule,

avx) _ oV . _ iAd f(x)

dt dx Jdx

V=

Figure 3.8 : Interpreting positive definite functions using contour curves
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We see that, because x is required (o satisfy the autonomous state equations (3.2),
V only depends on x. It is often referred to as "the derivative of V along the system
trajectory” — in particular, V=0 at an equilibrium point. For the system (3.13), V(x)
is computed in (3.15) and found to be negative. Functions such as V in that example
are given a special name because of their importance in Lyapunov’s direct method.,

Definition 3.8 [f in a ball By , the function V(x} is positive definite and has
0

continuous partial derivatives, and if its time derivative along any state trajectory of

system (3.2} is negative semi-definite, i.e.,

Vx)<0

then V(x) is said to be a Lyapunov function for the system (3.2).

X1}

Figure 3.9 : Mlustrating Definition 38 forn=2

A Lyapunov function can be given simple geometrical interpretations. In
Figure 3.9, the point denoting the value of Vx|, x5) is seen to always point down a
bowl. In Figure 3.10, the state point is seen to moOve across CONtour curves
corresponding to lower and lower values of V.

3.4.2 Equilibrium Point Theorems

The relations between Lyapunov functions and the stability of systems are made
precise in a number of theorems in Lyapunov’s direct method. Such theorems usually
have local and global versions. The local versions are concemed with stability
propetties in the neighborhood of equilibrium point and usuaily involve a locally
positive definite function.
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V=V
3 Vlé V2 <V

1
L\ -

Figure 3.10 : Illustrating Definition 3.8 for # = 2 using contour curves

LYAPUNGY THEOREM FOR LOCAL STABILITY

Theorem 3.2 (Local Stability) If, in a ball BRo , there exists a scalar function V(x)
with continuous first partial derivatives such rhat

« V(x} is positive definite (locally in B R, )
o Vix) is negative semi-definite (locally in Bg, )

then the equilibrixm point O is stable. If, acinally, the derivative V(x) is locally
negative definite in B R, then the stability is asymptotic.

The proof of this fundamental result is conceptually simple, and is typical of
many proofs in Lyapunov theory.

Proof: Let us derive the result using the geometric interpretation of a Lyapunov function, as
illustrated in Figure 3.9 in the case # = 2. To show stability, we must show that given any strictly
positive number R, there exists a (smaller) strictly positive number r such that any frajectory
starting inside the ball B, remains inside the ball B for all future time. Let m be the minjnuim of
V on the sphere Sg . Since V is continuous and positive definite, m exists and is strictdy positive.
Furthermore, since V() = 0, there exists a ball B, around the origin such that ¥(x}<m for any x
inside the ball (Figure 3.11a). Consider now a trajectory whose initial point x(0) is within the ball
B, . Since V is non-increasing along system Irajectories, V remains sirictly smaller than m, and
therefore the trajectory cannot possibly cross the outside sphere S5 . Thus, any trajeciory starting
inside the ball B, remains inside the ball B, , and therefore Lyapunov stability is guaranteed.

Let us now assume that V is negative definite, and show asymplotic stability, by
coniradiction. Consider a trajectory starting in some balt B, as construcied above {¢.g., the ball B,
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{a) (b

Figure 3.11 : illustrating the proof of Theorem 3.2 for n =2

corresponding te R = R,). Then the trajectory will remain in the ball B, for all future time. Since
V is lower bounded and decreases continually, V' tends towards a limit £, soch that
Viz0,Vix(n) 2L, Assume that this limit is not zero, fe., that L>0. Then, since V is
continuous and V(0) =0, there exists a ball B, that the system trajectory never enters (Figure
3.11b). But then, sirce — V is also c‘omfnuou; and pasitive definite, and since By is bounded,
-~V must remain larger than some strictly positive number L;. This is a contradiction, because it
would imply that V() decreases from its initial value V, to a value strictly smaller than L, in a
finite time smaller than [V, — L}/L,. Hence, all trajectories starting in B, asymptotically converge
to the origin. (]

In applying the above theorem for analysis of a nonlinear system, one goes
through the two steps of choosing a positive definite function, and then determining its
derivative along the path of the nonlinear systems. The following example illustrates
this procedure.

Example 3.7: Local Stability

A simple pendulum with viscous damping is described by
G+0+s5in0=0

Consider the following scalar function

V(x) = (1-cos9) + 9—;
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One easily verifies that this function is locally positive definite. As a matter of fact, this function
represents the total energy of the pendulum, composed of the sum of the potential energy and the
kinetic energy. Its tme-derivative is easily found to be

';’(x} = Bsin0+88 = ~82<0

Therefore, by invoking the above theorem, one concludes that the origin is a stable equifibrium
point, In fact, using physical insight, one easily sees the reason why Vix) 20, namely that the
damping term absorbs energy. Actually, V is precisely the power dissipated in the pendufum.
However, with this Lyapunov function, one cannot draw conclusions on the asymptotic stability
of the system, because V(%) is only negative semi-definite. a

The following example Hlustrates the asymptotic stability resule.
Example 3.8: Asymptotic stability
Let us study the stability of the nonlinear system defined by
i =x (112 + 5l -2 -4x xzz
Xy = 4112)‘2 £ Xy (Arl2 + xzz -2)
around its equilibrium point at the origin. Given the positive definite function

Vix), xqp) =x|2 +x22

its derivative V along any system trajectory is
V= 2(:(12 + ,rzz) (.vrl2 + x22 -2)

Thus, V is locally negative definite in the 2-dimensional ball B,, ie., in the region defined by
xlz + _r22 < 2. Therefore, the above theorem indicates that the origin is asymptotically stable. O

LYAPUNOV THEOREM FOR GLOBAL STABILITY

The above theorem applies to the Jocal analysis of stability. In order to assert global
asymptotic stability of a system, one might naturally expect that the ball BR, in the
above local theorem has to be expanded to be the whole state-space. This is indeed
necessary, but it is not enough, An additional condition on the function V has to be
satisfied: V(x} must be radially unbounded, by which we mean that V{x) — o2 as
lIxf} = e° {in other words, as x tends to infinity in any direction). We then obtain the
following powerful result:
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Theorem 3.3 (Glohal Stability) Assume that there exists a scalar function V of the
state X, with continuous first order derivatives such thar

® Vix} is positive definite
o Vix)is negative definite
e V(x) =00 as Kx||l—o e
then the equilibrium at the origin is globally asymptotically stable.

Proof: The proof is the same as in the local case, by noticing that the radial unboundedness of V,
combined with the negative definiteness of ¥, implies that, given any initial condition X, the
trajectories remain in the bosnded region defined by V(x) £ V(x,). O

The reason for the radial unboundedness condition is to assure that the contour
curves (or contour surfaces in the case of higher order systems) V(x) = V, correspond
to closed curves. If the curves are not closed, it is possible for the state trajectories to
drift away from the equilibrium point, even though the state keeps going through
contours corresponding to smaller and smaller V’s. For example, for the positive
definite function V = [ x;2/(1 + x;9)1+ x,2, the curves V(x) =V, for V> 1 are open
curves, Figure 3.12 shows the divergence of the state while moving toward lower and
lower "energy” curves. Exercise 3.4 further illustrates this point on a specific system.

Vix) = V3
Vix) = V2
Vix) = VI
Vo> 15 > l;

Figore 3.12 : Motivation of the radial uaboundedness condition
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Ex:

Fundamentals of Lyapunov Theory Chap. 3
ample 3.9: A class of first-order systems

Consider the noniinear system
k+e(xy=0

where ¢ is any continuous function of the same sign as its scalar argument x, f.e.,
xe(xy >0 for x20

Intuitively, this condition indicates that — e(x} "pushes” the system back towards its rest position
x =0, but is otherwise arbitrary. Since ¢ is continuous, it also implies that €(0) = 0 (Figure 3.13),

Consider as the Lyapunoy function candidate the square of the distance to the origin
V=x?
The function V is radially unbounded, since it tends to infinity as [ — =, Tts derivative is

V=2xk==-2xc(x)

Thus ¥ < & as ong as x = 0, so that x = 0 is a globally asymptotically stable equilibrium point.

‘f Cix}

Figure 3,13 : The function c{x)
For instance, the system
F=sin?e—~x

is globally asymptotically convergen! to x = 0, since for x 20, sin? x < jsin &) < |x]. Similarly, the

system
k=—x3

is globally asymptotically convergent to x=1{. MNotice that while this system’s linear
approximation (X =0} is inconclusive, even about local stability, the actual nonlinear system
enjoys a strong stability property (global asymptotic stability). a
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Example 3.10: Consider the system
I=xy-x (x]2 + xz"')
iy =)~ X (1) + 257

The origin of the state-space is an equilibriumn point for this system. Let |/ be the positive definite
function

Vix) =x,? + 1,2
The derivative of I along any system trajeciory is
Vix) = 2x) &y + 2xydty = —2(x)2 4 x,2)2

which is negative definite. Therefore, the origin is a globally asymptotically stable equilibriurm
point. Note that the globainess of this stability result also implies that the origin is the onfy
equilibrium point of the system. a

REMARKS

Many Lyapunov functions may exist for the same system. For instance, if V is a
Lyapunov function for a given system, so is

= pvl].

where £ is any strictly positive constant and ¢ is any scalar (not necessarily an integer)
larger than 1. Indeed, the positive-definiteness of ¥ implies that of V| , the positive-
definiteness (or positive semi-definiteness) of — v implies that of — V1 , and (the
radial unboundedness of V (if applicable} implies that of V| .

More importantly, for a given system, specific choices of Lyapunov functions
may Yield more precise results than others, Consider again the pendulum of Example
3.7. The function

V(x)=%92+%(é+e)2+2{i - cos0)

is also a Lyapunov function for the system, because locally
V(x) =~ (62 + 6sinb) < 0

However, it is interesting to note that V is actually locally negative definite, and
therefore, this modified choice of V, without obvious physical meaning, allows the
asymptotic stability of the pendulum to be shown.
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Along the same lines, it is important to realize that the theorems in Lyapunov
analysis are all sufficiency theorems. [f for a particular choice of Lyapunov function
candidate V, the conditions on V are not met, one cannot draw any conclusions on the
stability or instability of the system — the only conclusion one should draw is that a
different Lyapunov function candidate should be tried.

3.4.3 Invariant Set Theorems

Asymptotic stability of a control system is usually a very important property fo be
determined. However, the equilibrium point theorems just described are often difficult
to apply in order {0 assert this property. The reason is that it often happens that V, the
derivative of the Lyapunov function candidate, is only negative semi-definite, as seen
in (3.15). In this kind of situation, fortunately, it is still possible to draw conclusions
on asymptotic stability, with the help of the powerful invariant set theorems, attributed
to La Salle. This section presents the local and global versions of the invariant set
thegrems.

The central concept in these theorems is that of invariant set, a generalization of
the concept of equilibrium point.

Definition 3.9 A ser G is an invariant_set for a dynamic system if every system
trajectory which starts from a point in G remains in G for all future time.

For instance, any equilibrium peint is an invariant set. The domain of atiraction of an
equilibrium peint is also an invariant set. A trivial invariant set is the whole state-
space. For an autonomous system, any of the trajectories in stafe-space is an invariant
set. Since limit cycles are special cases of system trajectories (closed curves in the
phase plane), they are also invariant sets.

Besides often yielding conclusions on asymptotic stability when V, the
derivative of the Lyapunov function candidate, is only negative semi-definite, the
invariant set theorems also allow us 10 extend the concept of Lyapunov function so as
to describe convergence to dynamic behaviors more general than equilibrium, e.g.,
canvergence to a limit cycle.

Similarly to our earlier discussion of Lyapunov’s direct method, we first discuss
the local version of the invariant set theorems, and then the global version.

LOCAL INVARIANT SET THEOREM

The invariant set theorems reflect the intuition that the decrease of a Lyapunov
function V has to gradually vanish (i.e., ¥ has to converge to zero) because V' is lower
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bounded. A precise statement of this resuit is as follows.

Theorem 3.4 (Local Invariant Set Theorem) Consider an autonomous sysiem of
the form (3.2), with £ continuous, and let Y(X) be a scalar funcrion with continuous
first partigl derivatives. Assume that

* for some | > O, the region Q; defined by V(x) <! is bounded
e VX)SO forallxinQ,

Let R be the set of all poinis within §; where V) =0, and M be the largest

invariant set in R. Then, every solution x(1) originating in £ tends to M as 1 = <o,

In the above theorem, the word "largest" is understood in the sense of set theory, ie.,
M is the union of all invariant sets (e.g., equilibrium points or limit cycles) within R.
In particwdar, if the set R is itself invariant (i.e., if once V= 0, then V= 0 for all future
time), then M = R. Also note that V, although often still referred to as a Lyapunov
funciion, is not required to be positive definite,

The geometrical meaning of the theorem is illustrated in Figure 3.14, where a
trajectory starting from within the bounded region €, is seen to converge to the largest
invariant set M. Note that the set R is not necessarily connected, not is the set M.

v

V=i b

* R )

3
i

Figure 3.14 : Convergence to the largest invariant set M

The theorem can be proven in two steps, by first showing that 1% goes to zero,
and then showing that the state converges to the largest invariant set within the set
defined by V=0. We shall simply give a sketch of the proof, since the detailed proof
of the second part involves a number of concepts in topology and real analysis which
are not prerequisites of this text,
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Proof: The first part of the proof involves showing that ¥ — 0 for any twajectory stacting from a
point in £, using a result in functional analysis known as Barbalat's lemma, which we shail
detait in section 4.3.

Specifically, consider a trajeciory starting from an arbitrary point x,, in €. The trajectory
must stay in £2; ail the time, because V<o implies that V{x(£)] £ V{x{03) <! for all t20. In
addition, because Vix) is continuous in x {since it is differentiable with respect to x) over the
bounded region £2,, it is lower bounded in that region; therefore, since we just noticed that the
trajectory remgzins in £ , V[x{:) remains lower bounded for 21l £ 0. Furthermore, the facts that
£ is continuous, ¥ has continuous partial derivatives, and the region £2, is bounded, imply that V is
uniformiy continuous, Therefore, V{x(5)] satisfies the three conditions (V' lower bounded; Vo,
¥ uniformly ceontinuous) of Barbalat's lemma. As a resuft, \'/[x(t)] — 0, which implies that al}
system {rajectories starting from within £; converge to the set R.

The second part of the proof [see, e.g.. Hahn, 1968] involves showing that the trajectories
cannot converge o just anywhere in the set R: they must converge to the largest invariant set M
within R. This can be proven by showing that any bounded trajectory of an autonomous system
converges to an invariant set {the so-called positive limit set of the trajectory}, and then simply
naticing that this set is a subset of the largest invariant set M. a

Note that the asympiotic stability result in the local Lyapunov theorem can be
viewed a special case of the above invariart set theorem, where the set M consists
only of the origin.

Let us now illustrate applications of the invariant set theorem using some
examples. The first example shows how to conclude asymptotic stability for problems
which elude the local Lyapunov theorem. The second example shows how to
determine a domain of attraction, an issue which was not specifically addressed
before. The third example shows the convergence of system trajectories to a limit
cycle.

Example 3.11: Asymptotic stability of the mass-damper-spring system

For the system (3.13), one can only draw conclusion of marginal stability using the energy
function {3.14) in the Yocal equifibrium point theotem, because ¥ is only negative semi-definite
according to {3.15). Using the invariant set theorem, however, we can show that the sysiem is
actually asympioticaliy stable. To do this, we only have to show that the set M contains only one

point.

The set R is defined by =0, i.e., the collection of states with zero velocity, or the whole
horizontal axis in the phase plane (x, ). Let us show that the largest invariant set M in this set R
contains only the origin. Assume that M contains a point with a nonzero position 1y, then, the
acceleration at that point is ¥= - (k, fm)x —~ (k|;'m)x3 #0. This implies that the trajectory will

i
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immediately move out of the set R and thus also out of the set M, 2 contradiction to the
definition. O

Example 3.12: Domain of Attraction

Consider again the system in Example 3.8. For /=2, the region €,, defined by
V(x)=x|2+x22<2 . is bounded. The set R is simply the origin 0, which is an invariant set
{since it is an equilibrium point). All the conditions of the local invariant set theorem are satisfied
and, thercfore, any trajectory starting within the circle converges to the grigin. Thus, a domain of
attraction is explicitly determined by the invariant set theorem. O

Example 3.13: Atteactive Limit Cycle
Consider the syster
X =x - x|?[x|4+2x22— 10)
= -xd -3 (x4 2x2-10]
Notice first that the set defined by xl" +2 xf = 1} is invariant, since

%(x14+2x22— 10) = =4 x'0 + 1205 (x*+ 20,7 ~ 10

which is zerc on the set. The motion on this invariant set is described {equivalently) by either of
the equations
Xy o= x

/;.'2 = —x|3

Therefore, we see that the invariant set actuaily represents a limit cycle, along which the state
vector moves clockwise,

Ts this limit cycle actually attractive? Let us define as a Lyapunov function candidate
V=(nt+ 202102

which represents a measure of the "distance” 1o the limit cycle. For any arbitrary positive number
4, the region £2;, which surrounds the limit cycle, is bounded. Using our earlier calculation, we
immediately obtain

V= =800+ 3.0,0) (4 + 2x,% - 10)2
Thus Vs strictly negative, except if

sle2x2=10 o xe3x0 =0
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in which case ¥ = (. The first equation is simply that defining the limit cycle, while the second
equation is verified only at the origin. Since both the limit cycle and the origin are invariant sets,
the set M simply consists of their union. Thus, all system trajectories starting in €); converge
either to the limit cycle, or to the origin (Figure 3.15).

L]

/

limit cycle

™ 2

/\\
N

Figure 3.15 : Convergence to a limit cycle

Moreover, the equilibrium point at the origin can actually be shown to be unstable. However,
this result cannot be obtained from linearization, since the linearized system (fy = x, , X; = 0) is
only marginally stable. Instead, and more astutely, consider the region £2,0, , and note that while
the origin € does not belong to L, , every other point in the region eaclosed by the limit cycle is
in £, (in other words, the origin comresponds to a lacal maximum of V). Thus, while the
expression of I/ is the same as before, now the set M is just the limit cycle.  Therefore,
reapplication of the invariant set theorem shows that any state trajectory starting from the region
within the limit cycle, excluding she origin, actually converges to the limit cycle. In particular,
this implies that the equilibrfium point at the origin is unstable. 0

Example 3.11 actually represents a very common application of the invariant set
theorem: conclude asymptotic stability of an equilibrium point for systems with

negative semi-definite V. The following coroflary of the invariant set theorem is more
specifically tailored to such applications:

Coroliary  Consider the autonomous system (3.2), with £ continuous, and let Y(x) be
a scalar function with continuous partial derivatives. Assume that in a certain
neighborhood $ of the origin
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» Vix) is locally positive definite
o Vis negative semi-definite

* the set R defined by V(x) =0 conrains no trajecrories of (3.2) other than
the trivial trajectory x =10

Then, the equilibrium point 0 is asymptotically stable, Furthermore, the largest
connected region of the form & (defined by V(x} <) within & is a domain of
attraction of the equilibrium point.

Indeed, the largest invariant set M in R then contains only the equilibrium point 0.
Note that

« The above corollary replaces the negative definiteness condition on Vin
Lyapunov’s local asymptotic stability theorem by a negative
semi-definiteness condition on V, combined with a third condition on the
trajectories within R.

¢ The largest connected region of the form €, within Q is a domain of
attraction of the equilibrium peint, but not necessarily the whole domain of
attraction, because the function V is not unique.

o The set Q itself is not necessarily a domain of attraction. Actually, the
above theorem does not guarantee that £} is invariant: some trajectories
starting in € but outside of the largest £; may actually end up outside Q.

GLOBAL INVARIANT SET THEOREMS

The above invariant set theorem and its corollary can be simply extended to a global
result, by requiring the radial unboundedness of the scalar function V rather than the
existence of a bounded £2.

Theorem 3.5 (Global Invariant Set Theorem) Consider the autonomous system
(3.2}, with { continuous, and let V(X} be a scalar function with continuous first partial
derivatives. Assume that

e V(x}— 09 g5 x| = o0
. ":"(x) <0 over the whole state space

Let R be the set of all points where V(x) =0, and M be the largest invariant set in R.
Then aill solutions globally asymptotically converge to M as 1 — ©9,

For instance, the above theorem shows that the limit cycle convergence in
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Example 3.13 is actually global: all system trajectories converge to the limit cycle
{unless they start exactly at the origin, which is an unstable equiltbrium point).

Because of the importance of this theorem, let us present an additional (and
very useful) example,

Example 3.14: A class of second-order nonfinear systems

Consider a second-order system of the form
Y40+ c(x)=0

where & and ¢ are continuous functions verifying the sign conditions
ib{x) > 0 for k20
xc(x) > 0 for x=0

The dynamics of a mass-damper-spring system with nonlinear damper and spring can be
described by equations of this form, with the above sign conditions simply indicating that the
otherwise arbitrary functions » and ¢ actually represent "damping” and “spring” effects. A
nonlinear R-L-C (resistor-inductor-capacitor) electrical circuit can also be represented by the
above dynamic equation (Figure 3.16). Note that if the functions b and ¢ are actually linear
(D)= t.cx)= @, x ), the above sign conditions are simply the necessary and sufficient
conditions for the system’s stability (since they are equivalent 1o the conditions &, > 0, @, > 0). A

V.= clx) vL=3r' VR=5(JEJ

il AE—
| |

Figure 3.16 : A nonlinear R-L-C circnit

Together with the continuity assumptions, the sign conditions on the functions b and ¢ imply
that &0) = 0 and ¢(G) = 0 (Figure 3.17). A positive definite function for this system is

X
V= %}2 + Ldy) dy

which can be thought of as the sum of the kinetic and potential energy of the system,
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Differentiating V, we obtain
Vodf+or= —rbH -t +cd i = —xbH <0

which can be thought of as representing the power dissipated in the system. Furthermore, by
hypothesis, X &(x) = 0 only if x = 0. Now I = implies that

¥=—oc(x)

which is nonzere as long as x # 0. Thus the system cannot get “stuck” at an equilibriom value
cther thar x =0 ; in other words, with R being the set defined by 1 = 0, the largest invariant set
M in R contains only one point, namely [x=0,x=0]. Use of the local invariant set theorem
indicates that the origin is a locatly asympiotically stable point.

4 (x) ¢ (x)

Figure 3.17 : The functions b{¥) and c(x)

Furthermore, if the integraf Ixc(r}dr is unbounded as |x| —©9, then V is a radially
i

unbounded function and the equilibrium point at the origin is globally asymptotically stable,
according to the global invariant set thearem.
For instance, the system

T+r3+x07 = xdsinx

is globafly asymptotically convergent to x =0 (while, again, its linear approximation would be
inconclusive, even about is local stability). a

The relaxation of the positive definiteness requirement on the function V, as
compared with Lyapunov’s direct method, also allows one to use a single Lyapunov-
like function to describe systems with multiple equilibria.

Example 3.15: Multimodal Lyapunov Funciion

Consider the sysiem
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Falxl- I|i3+x=sin%
For this system, we study, similarly to Example 3.14, the Lyapunov function
v=tg +Jx(y —sin 2y ay
o 2
This function has Two minima, at x =+ {; ¥ = 0, and a local maximuem in x (a saddle point in the
state-space) at x = 0; & = 0. As in Example 3.14, the time-derivative of ¥ is (without calculations}
Veo x2-45?
£.e, the virtual power "dissipated” by the system., Now
V=0 => =0 or x=1%1
Let us consider each of these cases:

=0 => E:sin%—x:ﬂo except if x=0or x=11

x=%tl => X=0

Thus, the invariant set theorem indicates that the systern converges globally to {x = 1; ¥=0) or
(x=-1; k=0), or o {x = 0; ¥ =0). The first two of these equilibrium points are stable, since they
correspond 10 local mimina of V¥ (note again that linearization is inconclusive about their
stability). By contrast, the equilibrium point {x =0; t=0) is unstable, as can be shown from
linearization (¥ = (/2 ~ 1) x), or simply by noticing that because that point is a local maximum of
V along the x axis, any small deviation in the x direction will drive the trajectory away from it (W}

As noticed earlier, several Lyapunov functions may exist for a given system,
and therefore several associated invariant sets may be derived. The system then
converges (o the (necessarily non-empty} fntersection of the invariant sets M; , which
may give a more precise result than that obtained from any of the Lyapunov functions
taken separately. Equivalently, one can notice that the sum of two Lyapunov
functions for a given system is also a Lyapunov function, whose set R is the
intersection of the individual sets R; .

3.5 System Analysis Based on Lyapunov’s Direct Method

With so many theorems and so many examples presented in the last section, one may
feel confident enough to attack practical nonlinear control problems. However, the
theorems all make a basic assumption: an explicit Lyapunov function is somehow
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known. The question is therefore how to find a Lyapunov function for a specific
problem, Yet, there is no general way of finding Lyapunov functions for nonlinear
systems. This is a fundamental drawback of the direct method. Therefore, faced with
specific systems, one has to use experience, intvition, and physical insights to search
for an appropriate Lyapunov function. In this section, we discuss a number of
techniques which can facilitate the otherwise blind search of Lyapunov functions.

We first show that, not surprisingly, Lyapunov functions can be systematically
found to describe stable finear systems. Next, we discuss two of many mathematical
methods that may be used to help finding a Lyapunov function for a given nonlinear
system. We then consider the use of physical insights, which, when applicable,
represents by far the most powerful and elegant way of approaching the problem, and
is closest in spirit to the original intuition underlying the direct method. Finally, we
discuss the use of Lyapunov functions in transient performance analysis.

3.5.1 Lyapunov Analysis of Linear Time-Invariant Systems

Siability analysis for linear time-invariant systems is well known. It is interesting,
however, to develop Lyapunov functions for such systems. First, this allows us to
describe both linear and nonlinear systems using @ common language, allowing shared
insights between the two classes. Second, as we shall detail later on, Lyapunov
functions are “additive”, like energy. In other words, Lyapunov functions for
combinations of subsystems may be derived by adding the Lyapunov functions of the
subsystems. Since nonlinear control systems may include linear components (whether
in plant or in controller), we should be able to describe linear systems in the Lyapunov
formalism.

We first review some basic results on matrix algebra, since the development of
Lyapunov functions for linear systems will make extensive use of quadratic forms,

SYMMETRIC, SKEW-SYMMETRIC, AND POSITIVE DEFINITE
MATRICES

Definition 310 A square matrix M is symmetric if M =MT (in other words, if
Yij M,-j = Mjf Lo A square matrix M is skew-symmetric if M =-— MT (ie, if
Vl.j M!’j=_Mﬂ)

An interesting fact is that any square # X n matrix M can be represented as the

sum of a symmetric matrix and a skew-symmetric matrix. This can be shown by the
fotlowing decomposition
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M+MT  M-MT
2 2

M

where the first term on the feft side is symmetric and the second term is skew-
symmetric.

Another interesting fact is that the quadratic function associated with a skew-
symmetric matrix is always zero. Specifically, let M be a nxn skew-symmetric matrix
and x an arbitrary a1 vector. Then the definition of a skew-symmetric matrix implies
that

Mx=—xTMTx

Since X! M7 X is a scalar, the right-hand side of the above equation can be replaced by
its transpose. Therefore,

I Mx = - xTMx
This shows that
Vx, x’Mx=0 (3.16)

In designing some tracking control systems for robots, for instance, this fact is very
useful because it can simplify the control law, as we shall see in chapter 9.

Actually, property (3.16) is a necessary and sufficient condition for a matrix M
to be skew-symmetric, This can be easily seen by applying (3.16} to the basis vectors
€t

[Vi, efMe,=0]) => [Vi M;=0}
and
[ VG, (+e) Mo(e;+e)=0] => [V (/) My+My+M;+M;=0)
which, using the first result, implies that
VG, My=—M;

In our later analysis of linear systems, we will ofter use quadratic functions of
the form x? M x as Lyapunov function candidates. In view of the above, each quadratic
function of this form, whether M is symmetric or not, is always equal to a quadratic
function with a symmetric matrix. Thus, in considering quadratic functions of the form
xTMx as Lyapunov function candidates, one can always assume, without loss of
generality, that M is symmetric.
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We are now in a position to introduce the important concept of positive definite
matrices.

Definition 3.11 A square n X n matrix M is posirive definite (p.d.) if
x#0 => xTMx>0

In other words, a matrix M is positive definite if the quadratic function xTMX is a
positive definite function, This definition implies that to every positive definite matrix
is associated a positive definite function. Obviously, the converse is not true.

Geometrically, the definition of positive-definiteness can be interpreted as
simply saying that the angle between a vector x and its image Mx is always less than
90 (Figure 3.18).

for | < 90°
X

Figure 3.18 : Geometric interpretation of
the positive-definiteness of a matrix M

A necessary condition for a square matrix M to be p.d. is that its diagonal
elements be strictly positive, as can be seen by applying the above definition to the
basis vectors. A famous matrix algebra result cailed Sylvester’s theorem shows that,
asswming that M is symmetric, a necessary and sufficient condition for M (o be p.d. is
that its principal minors (ie., My, M) Moy — My M5, ..., det M ) all be strictly
positive; or, equivalently, that all its eigenvalues be strictly positive. In particular, a
symmetric p.d. matrix is always invertible, because the above implies that its
determinant is non-zero.

A positive definite matrix M can always be decomposed as
M=UTAU (3.17%

where U is a matrix of eigenvectors and satisfies UTU =L, and A is a diagonal matrix
containing the eigenvalues of the matrix M. Let A (M) denote the smallest
eigenvalue of M and A, (M) the largest. Then, it follows from (3.17) that

(M) 12 < xTMX <, (MO i

lmfz
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This is due to the following three facts:
o xTMx=x"UTAUx=2TAz, where Ux=z2

@ hpinMDE € A € Ry (M) T

¢ 272 = Ix)?

The concepts of positive semi-definite, negative definite, and negative semi-
definite can be defined similarly. For instance, a square n X # matrix M is said to be
positive semi-definite { p.5.d.) if

vx,xI Mx20

By continuity, necessary and sufficient conditions for positive semi-definiteness are
obtained by substituting “positive or zero” to "strictly positive” in the above conditions
for positive definiteness. Similarly, a p.s.d. matrix is invertible only if it is actually
p.d. Examples of p.s.d. matrices are n x n matrices of the form M = NTN where N is a
m X n mairix. Indeed,

¥ x,x! NTNx=Nx)T (Nx)}2 0
A matrix inequality of the form
M, >M,
{where M; and M, are square matrices of the same dimension) means that
M;-M; >0

i.e., that the matrix M; - M, is positive definite. Similar notations apply to the
concepts of positive semi-definiteness, negative definiteness, and negative semi-
definiteness.

A time-varying matrix Miz) is uniformdy positive definite if
Ja>0, vez0, Mo zol

A similar definition applies for uniform negative-definiteness of a time-varying
matrix.

LYAPUNOV FUNCTIONS FOR LINEAR TIME-INVARIANT SYSTEMS

Given a linear system of the form x = A x , let us consider a quadratic Lyapunov
function candidate

V=xTPx
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where P is a given symmetric positive definite matrix. Differentiating the positive
definite function V along the system trajectory yields another quadratic form

V=%"TPx+x7Px =- xTQx (3.18)
where
ATP+PA=-Q (3.19)

The question, thus, is to determine whether the symmetric matrix Q defined by the so-
called Lyapunov equation (3.19) above, is itself p.d. If this is the case, then V satisfies
the conditions of the basic theorem of section 3.4, and the origin is globally
asymptotically stable, However, this "natrral” approach may lead to inconclusive
result, i.e.,  may be not positive definite even for stable systems.

Example 3.17: Consider a second-order linear system whose A matrix is

0 4
-8 -1z

A=

If we take P = L, then

0 -4

-Q=PA+ATP=
S| -4 -24

The matrix Q is rol positive definite. Therefore, no conclusion can be drawn from the Lyapunov

function on whether the system is stable or not. (W]

A more useful way of studying a given linear system using scalar quadratic
functions is, instead, to derive a positive definite matrix P from a given positive
definite matrix Q, i.e.,

» choose a positive definite matrix Q
+ solve for P from the Lyapunov equation (3.19)
» check whether P is p.d

If Pis p.d, then x7Px is a Lyapunov function for the linear system and global
asymptotical stability is guaranteed. Unlike the previous approach of going from a
given P to a matrix €, this technique of going from a given Q to a matrix P always
leads to conclusive results for stable lnear systems, as seen from the following
theorem.
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Theorem 3.6 A necessary and sufficient condition for a LTI system X = A X 10 be
strictly stable is that, for any symmetric p.d. matrix Q, the unigue matrix P solution of
the Lyapunov eqguation (3.19) be symmetric positive definite.

Proof: The above discussion shows that the condition is sufficient, thus we only need to show
that it is also necessary. We first show that given any symmetric p.d. matrix Q, there exists a
symmetric p.d. matrix P verifying (3.19). We then show that for a given Q, the mairix P is
actualfy unique.

Let Q be a given symmetric positive definite matrix, and let
(=)
P= J’ exp(AT 1) Q expiA £ df (3.20)
0

One can easily show that this integral exists if and only if A is strictly stable. Also note that the
matrix P thus defined is symmetric and positive definite, since Q is. Furthermore, we have

' -Q = J'w dl exp(ATHQ exp(A D ]
=0

oo

I

(AT exp(AT % Q explA £ + exp(AT HQexplArAjdr
t=0

ATP+PA

where the first equality comes from the stability of A (which implies that exp (A©2) =0), the
second from differentiating the exponentials explicitly, and the third from the fact that A is
constant and therefore can be taken out of the integrals.

The wnigueness of P can be verified similarly by noting that another solution Py of the
Lyapunov equation woutd necessarily versify

P, = —J' dlexplAT ) P exp(A D) ]
i=0

. |

—I exp(AT ) (ATP, + Py AdexplAn)] di

J' exp(AT A Qexp(Andr = P
]

An altemate proof of uniqueness is the elegant original proof given by Lyapunov, which
makes direct use of fundamental algebra results. The Lyapunov equation (3.19) can be

i
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intepreted as defining a linear map from the n? components of the matrix P to the a2 components
of the matrix Q, where P and  are arbitrary (not necessarily symmetric p.d.) square matrices.
Since (3.20) actually shows the existence of a solution P for any square matrix Q, the range of
this linear map is full, and therefore its null-space is reduced to 8. Thus, for any Q, the solution P
is unique. a

The above theorem shows that gny positive definite matrix Q can be used to
determine the stability of a linear system. A simple choice of  is the identity matrix,

Example 3.18: Consider again the second-order system of Example 3.17. Let us take Q =1 and

denote P by

Py P2
Pz P2

P=

where, due to the symmetry of P, pyy = p|;. Then the Lyapunov equation is

i iz 0 4 + 0 -8 Pl Pz -1 0
whose solution iz
p11=5/16, pla=pp=1/16

The corresponding matrix

is positive definite, and therefore the linear system is globally asymptotically stable. Note that we
have sotved for P directly, without using the more cumbersome expression (3.20). a

Even though the choice Q =1 is motivated by computational simplicity, it has a
surprising property: the resulting Lyapunov analysis allows us to get the best estirate
of the state convergence rate, as we shall see in section 3.5.5.

3.5.2 Krasovskii’s Method

Let us now come back to the problem of finding Lyapunov functions for general
nonlinear systems. Krasovskii’s methed suggests a simple form of Lyapunov function
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candidate for autonomous nonlinear systems of the form (3.2), namely, V =fTf. The
basic idea of the method is simply to check whether this particular choice indeed leads
to a Lyapunov function.

Theorem 3.7 (Krasovskii) Consider the auwtononious system defined by (3.2}, wirh
the equilibrium point of interest being the origin. Let A(X) denote the Jacobian marrix
of the system, i.e.,
A(xX) = .a_I
dx
If the matrix F=A+ AT is negative definite in a neighborhood Q, then the
equilibrium point at the origin is asymptotically stable. A Lyapunov function for this
system s

Vi) = T(x) f(x)

if £ Is the entire stare space and, in addition, V(x) — 02 as [[xll - o2, then the
equilibrium point is globally asymprotically srable.

Proof: First, let us prove that the negative definiteness of F implies that f(x) = 0 for x = 0.

Since the square matrix F(x} is negative definite for non-zero x, one can show that the
Tacobian matrix A(x) is invedible, by contradiction, indeed, assume that A is singular, Then one
can find a non-zero vecior y,, such that A(xjy, = 0. Since

¥, Fy, =25, Ay,

the singularity of A implies tha yOTA ¥, = 0, which contradicts the assumed negative definiteness
of F.

The invertibility and centinuity of A guarantee that the function fix) can be wniguely
inverted. This implies that the dynamic system (3.2) has only one equilibrium point in £
(otherwise different equilibrium points would correspond to the same value of 1), i.¢., that f{x) = 0
for x = 0.

We can now show the asympiotic stability of the origin. Given the above result, the scalar
function Vix) = 7(x) f(x) is positive definite. Using the fact that i = AF, the desivative of ¥ can be

written
V) = T+ F = AT+ ATE = (Ff

The negative definiteness of F implies the negative definiteness of V. Therefore, according to
Lyapunov's direct method, the equilibrium state at the origin is asymptotically stable. The giobal
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asymptotic stability of the system is guaranteed by the global version of Lyapunov's direct
method. |

Let us illustrate the use of Krasovskii’s theorem on a simple example.
Example 3,19; Consider the nonlinear system
X =-6x+2x
ky =20 —6xy = 2"

We have

-6 2 -12 4
a=20. F=A+AT =
Ex 2 —6-6x? 4 ~12-12x°

The matrix F is easily shown to be negative definite over the whole state space. Therefore, the
origin is asymptotically stable, and a Lyapunov function candidate is

V) = fT00 ) = (=6x, + 2x)% + (25, - 63, - 2x,3)2

Since V(x) = o2 as (x|l = o=, the equilibrium state at the origin is globally asymptotically
stable. a

While the use of the above theorem is very straightforward, its applicability is
limited in practice, because the Jacobians of many systems do not satisfy the negative
definiteness requirement. In addition, for sysiems of high order, it is difficult to check
the negative definiteness of the matrix F for aflf x.

An imimediate generalization of Krasovskii’s theorem is as follows:

Theorem 3.8 {(Generalized Krasovskii Theorem) Consider the attononous system
defined by (3.2), with the equilibrium point of interest being the orvigin, and let A(x)
denote the Jacobian matrix of the system. Then, a sufficient condition for the origin fo
be asymprotically stable is that there exist two symmetric positive definite matrices P
and Q, such that Vx # 0, the matrix

Fx}=ATP+PA+Q

is negative semi-definite in some neighborhood Q of the origin. The function
V(x) = ETPF is then a Lyapunov function for the system. If the region Q s the whole
State space, and if in addition, V(X) — o0 as ([x|| = 22, then the system is globally
asymptotically stable.
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Proof: This theosem can be proven similarly. The positive definiteness of ¥{x) can be derived as
before. Furnthemmnore, the derivative of ¥ can be computed as

V= g—Kf(x) = TPAXE + TPATOPE = TFF-1TQr
X

Because F is negative semi-definite and € is positive definite, V is negative definite and the
equilibrium point at the origin is asymptotically stable. If Vix) = o0 as {x|| = ==, the global
version of Lyapunov’s direct method indicates the global asymptotic seability of the system. iJ

3.5.3 The Variable Gradient Method

The variable gradient method is a formal approach to constructing Lyapunov
functions. It involves assuming a certain form for the gradient of an unknown
Lyapunov function, and then finding the Lyapunov function itself by integrating the
assumed gradient. For low order systems, this approach sometimmes leads to the
successful discovery of a Lyapunov function.

To start with, Jer us note that a scalar function V(x) is related to its gradient VV
by the integral relation

Vix) = _{: VV dx

where VV = {3V/dx,, ......, 8V/dx,}T. In order to recover a unique scalar function V
from the gradient VV, the gradient function has to satisfy the so-called curl conditions
aVV, oV V; o
= (i.j=12,...n1

Note that the ith component VV; is simply the directional derivative 3 V/dx; . For
instance, in the case n = 2, the above simply means that

IVV, aVV,
3x,  dx

The principle of the variable gradient method is to assume a specific form for
the gradient VV, instead of assuming a specific form for the Lyapunov function V
itself. A simple way is to assume that the gradient function is of the form

VW= Y g (3.21)
=i
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where the a;’s are coefficients to be determined. This leads to the following
procedure for seeking a Lyapunov function V' :

« assume that VV is given by (3.21) (or another form)
+ solve for the coefficients ;80 as [0 satisfy the curl equations

s restrict the coefficients in (3.21) so that Vis negative semi-definite (at
least locally)

* compute V from VV by integration;
» check whether V is positive definite

Since satisfaction of the curl conditions implies that the above integration result is
independent of the integration path, it is usually convenient to obtain V by integrating
along a path which is parallel to each axis in turn, i.e.,

V(x) = L‘ VY (x1,0,..,0) dx| + I:Z VValx), %9, 0,00y + ..
) .
+ L" VV (o Xy ) X,

Example 3.20: Let us use the variable gradient method to find a Lyapunov function for the
nonlinear system

X =-2x

Fy= 200+ 2 .\'22
We assume that the gradient of the undetermined Lyapunov function has the following form

VVi=apr +apx

VVa=ag 1 tapx

The curl equation is

avy, avVy,
9 x, N ax;
day day,
+ = +
42+ 5 FIN dyp + X ax
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IF the coefficients are chosen to be
ap=ap=laq=a =0

which leads to

VV =, Vi, =x,

then V can be computed as

VeV x=—207 = 25,21 - xxp)

Thus, V 15 lecally negative definite in the region (1 —xpxp) > 0. The function ¥ can be computed
ag

.1'[2 +I-22

| *2
Voo ={ xdsy + J' xpdyy = ——— (3.22)
[ o

This is indeed positive definite, and therefore the asymprotic stability is guaranteed.

Note that (3.22) is not the only Lyapunov function obtainable by the variable gradient
methad. For example, by taking
ap =1, ap =1
an=3x7 . ap=3

we obtain the positive definite function

2
x 3
V=-;—-+§x22+,\'|x23 (3.23)
whose derivative is
Ve 2x|2 - 6x22 - 2.1'22 {xpxs— 3x|2x21}

One easily verifies that V is a locally nepative definite function {noting that the quadratic ferms
are dominant near the origin), and therefore, (3.23) represents another Lyapuncv function for the
system. O

3.5.4 Physically Motivated Lyapunov Functions

The Lyapunov functions in the above sections 3.5.1-3.5.3, and in a number of
examples earlier in section 3.4, have been obtained from a marhematical point of
view, ie., we examined the mathematical features of the given differential equations
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and searched for Lyapunov function candidates V that can make V negative. We did
not pay much attention to where the dynamic equations came from and what
properties the physical systems had. However, this purely mathematical approach,
though effective for simple systems, is often of little use for complicated dynamic
equations. On the other hand, if engineering insight and physical properties are
property exploited, an elegant and powerful Lyapunov analysis may be possible for
very complex systems.

Example 3.21: Global asympftotic stability of a robot position controller

A fundamental task in robotic applications is for robot manipulators to transfer objects from one
point to another, the so-called robot position control problem. In the last decade, engineers had
been routinely using P.D. (proportional plus derivative) controllers to control robot arms.
However, there was no theeretical justification for the stability of such control systems, because
the dynamics of a robot is highly nonlineas.

A robot arm consists a number of links connected by rotational or translational joints, with
the last link equipped with some end-effector (Figure 3.19). The dynamics of an a-link robot arm
can be expressed by a set of » equations,

Hipg+blg. p+aip = 7 i3.24)

where g is an #-dimensional vector describing the joint positions of the robot, T is the vector of
input torques, g is the vector of pravitational torques, b represents the Coriolis and centripetal
forces caused by the motion of the links, and H the nixa inertia matrix of the robot arm. Consider
a controller simply composed of a P.P. term and a gravity compensation term

1=-Kpq-Kpq+g(q) (3.25)

where K and Kp are constant positive definite nxn matrices. [t is almost impossible to use
trizl-and error to search for a Lyapunav function for the closed loop dynamics defined by (3.24)
and (3.25), because {(3.24) contains hundreds of teoms for the 5-link or 6-link tobot arms
commonly found in industry. Therefore, it seems very difficult to show that @ — 0 and q — 0.

With the aid of physical insights, however, a Lyapunov function can be successfully found
for such complex robotic systems. First, note that the inertia matrix H(q) is positive definite for
any q. Second, the P.D. control term can be interpreted as mimicking a combination of dampers
and springs. This suggests the following Lyapunov function candidate

T
v =31d"H4+ ¢'K,q)

where the first tenm represents the kinetic energy of the manipulator, and the second term denotes
the “artificial potential energy” associated with the virtual spring in the control law (3.25).



20 Fundamentals of Lyapunov Theory Chap. 3

baselink 0}

Figure 3.19 ; A robot manipulator

In computing the derivative of this function, one can use the energy theorem in mechanics,
which states that the rate of change of kinetic energy in a mechanical system is equal to the power
provided by the external forces. Therefore,

V=4 (1-g)+d"Kpq

Substitution of the control law {3.25) in the above equation then leads to

V=-4TKpq

Since the anm cannot get “stuck” at any position such that q # ¢ (which can be easily shown by
noting that acceleration is non-zero in such situations), the robot arm must settle down at =0
and q =0, according to the invariant set theorem. Thus, the system is actally globally
asymptotically stable. Od

Two lessons can be leamed from this practical example. The firse is that one
should use as many physical properties as possible in analyzing the behavior of a
system. The second lesson is that physical concepts like energy may lead us to some
uniquely powerful choices of Lyapunov functions. Physics will play a major role in
the development of the mudti-input nonlinear controliers of chapter 9.
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3.5.5 Performance Analysis

In the preceding sections, we have been primarily concerned with using Lyapunov
functions for stability analysis. But sometimes Lyapunov functions can further provide
estimates of the transient performance of stable systems. In particular, they can allow
us to estimate the convergence rate of asymptotically stable lincar or nonlinear
systems. In this section, we first derive a simple lemma on differential inequalities.
We then show how Lyapunov analysis may be used to determine the convergence
rates of linear and nonlinear systems.

A SIMPLE CONVERGENCE LEMMA
Lemma: If a real function W(t) satisfies the inequality
W) + oW < 0 (3.26)
where o is a real number. Then
W) < W(0)e~ ™
Proof: Let us define a function Z{f} by
ZH=W+aw 327

Equation (3.26) implies that Z(¢} is non-positive, The solution of the first-order equation (3.27) is

W(r) = W0y e~ 1 4 j’ FOU-AZ( dr

[
Because the second term in the right-hand-side of the above equation is non-positive, one has
W(t) S W) e™ ! O

The above lemma implies that, if W is a non-negative function, the satisfaction
of (3.26) guarantees the exponential convergence of W to zere. In using Lyapunov’s
direct method for stability analysis, it is sometimes possible o manipulate V into the
form of (3.26). In such a case, the exponential convergence of V and the convergence
rate can be inferred and, in turn, the exponential convergence rate of the state may
then be determined. In later chapters, we will provide examples of using this lemma
for estimating convergence rates of nonlinear or adaptive control systems,

ESTIMATING CONVERGENCE RATES FOR LINEAR SYSTEMS

Now let us evaluate the convergence rate of a stable linear system based on the
Lyapunov analysis described in section 3.5.1. Let us denote the largest eigenvalue of
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the matrix P by A, (P), the smaliest eigenvalue of Q by A ;.(Q), and their ratio
i @1, (P) by . The positive definiteness of P and Q implies that these scalars
are all strictly positive. Since matrix theory shows that

P <, (P Amin@ 1< Q
we have

A’m!‘?t(Q)
A P
This and (3.18) imply that

xIQx 2 A, P Ix 2 YV

Ve—yv
This, according to lemma, means that
xTPx < V(0)e V!

This, together with the fact xT Px > Apin(P) [(x(£) , implies that the state X converges
to the origin with a rate of at least ¥/2.

One might naturally wonder how this convergence rate estimate varies with the
choice of Q, and how it relates to the familiar notion of dominant pole in linear theory.
An interesting result is that the convergence rate estimate is largest for Q = 1. Indeed,
let P, be the solution of the Lyapunov equation corresponding to Q =1

ATP,+P,A=-1
and let P be the solution corresponding to some other choice of Q
ATP+PA=-Q,

Without loss of generality, we can asswme that A, . (Q,)} = 1, since rescaling Q will
rescale P by the same factor, and therefore will not affect the value of the
corresponding . Subtracting the above two equations yields

AT(P-PY+(P-PHyA=-(Q;-D

Now since A,,..(Q))=1=34, (I}, the matrix (Q, — I} is positive semi-definite, and
hence the above equation implies that (P — P} is positive semi-definite. Therefore

R'!'?’l.{,'a'z\‘(’l)) 2 A'max( PO)

Since A,,,;,(Q) = 1 = &,,,.(¥), the convergence rate estimate
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corresponding to Q = Lis larger than (or equal to) that corresponding to Q = Q.

if the stable matrix A is symmetric, then the meaning of this "optimal” value of
v, cotresponding to the choice Q=1I, can be interpreted easily. Indeed, all
eigenvalues of A are then real, and furthermore A is diagonalizable, i.¢., there exists a
change of state coordinates such that in these coordinates A is diagonal. One
immediately verifies that, in these coordinates, the matrix P= — 1/2 A~ | verifies the
Lyapunov equation for QO = I, and that therefore the corresponding /2 is simply the
absolute value of the dominant pole of the linear system. Furthermore, ¥ is obviously
independent of the choice of state coordinates.

ESTIMATING CONVERGENCE RATES FOR NONLINEAR SYSTEMS

The estimation of convergence rate for nonlinear systems alse involves manipulating
the expression of V so as to obtain an explicit estimate of V. The difference lies in that,
for nonlinear systems, ¥ and V are not necessarily quadratic functions of the states.

Example 3.22: Consider again the system in Example 3.8. Given the chosen Lyapunov function
candidate V = [Ix]|2, the derivative ¥, can be written

V=2W(V-1)

that 1s,

4V  _La

Vil- V)
The solution of this equation is easily found to be

-2t

e =
V[x)=—2
| +oe <!

where

_ V()
I - WD)

IF Ik ()2 = V(D) < 1, i.e., if the trajectary starts inside the unit circle, then o > 0, and
Vin < ae™2f

This implies that the norm [[x(/)] of the state vector converges 0 Zero exponentially, with 2 rate
of 1.

However, if the trajectory starts outside the unit circle, f.e., if V) > I, then ot < 0, so that
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" Vi) and therefore |[x]| 1end to infinity in a finite time (the system is said to exhibit finite escape
time, or "explosion™}. |

3.6 Control Design Based on Lyapunov’s Direct Method

The previous sections have been concerned with using Lyapunov’s direct method for
system analysis. In doing the analysis, we have implicitly presumed that certain
control laws have been chosen for the systems. However, in many control problems,
the task is to find an appropriate conirol law for a given plant. In the following, we
briefly discuss how to apply Lyapunov’s direct method for designing stable control
systems. Many of the controller design methods we will describe in chapters 6-9 are
actually based on Lyapunov concepts.

There are basically two ways of using Lyapunov’s direct methed for control
design, and both have a trial and error flavor. The first technique involves
hypothesizing one form of control law and then finding a Lyapunov function to justify
the choice. The second technique, conversely, requires hypothesizing a Lyapunov
function candidate and then finding a control law to make this candidate a real
Lyapunov function.

We saw an application of the first technique in the robotic P.D. control
example in section 3.5.4, where a P.D. controller is chosen based on physical intuition,
and a Lyapunov function is found to show the global asymptotic convergence of the
resulting closed-loop system. The second technique can be illustrated on the
following simple example.

Example 3.23: Regulator Design

Consider the problem of stabilizing the system
- .t‘2 =i

ie., 10 bring it to equilibrivm at x=0. Based on Example 3.14, it is sufficient to choose a
continuous control 1aw « of the form

U= 4 5) + 1plX)

where
MY eu) <0 for k=0
x(x-iy{x)) >0 for xz0

The above inequalities afsq imply that globally stabilizing centrollers can be designed even in
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the presence of some uncertainty on the dynamics. For instance, the systemn
Froidroyaieu

where the constants ot; and o, are unknown, but such that ¢ >~ 2 and [ety| < 5, can be globally
stabilized using the control law

w=-2%3-5xix! a

For some classes of nonlinear systems, systematic design procedures have been
developed based on these above two techniques, as can be seen in chapter 7 on the
sliding control design methodology, in chapter 8 on adaptive control, and in chapter 9
on physically-motivated designs.

Finally, it is important to notice that, just as a nonlinear system may be globaily
asymptotically stable while its linear approximation is only marginally stable, a
nonlinear system may be controllable while its linear approximation is not. Consider
for instance the system

$+3x% = x%u
This system can be made to converge asymptotically to zero simply by letting u=—x.

However, its linear approximation at x=0 and w=0 is X = Q, and therefore is
uncontrollable!

3.7 Summary

Stability is a fundamental issue in control system analysis and design. Various
concepts of stability, such as Lyapunov stability, asymptotic stability, exponential
stability, and global asymptotic or exponential stability, must be defined in order to
accurately characterize the complex and rich stability behaviors exhibited by nonlinear
systems.

Since analytical solutions of nenlinear differential equations usually cannot be
obtained, the two methods of Lyapunov are of major importance in the determination
of nonlinear system stability.

The linearization method is concerned with the small motion of nonlinear
systems around equilibrium points. It is mainly of theoretical value, justifying the use
of linear control for the design and analysis of weakly nonlinear physical systems.

The direct method, based on so-called Lyapunov functions, is not restricted to
small motions. In principle, it is applicable to essentially all dynamic systems, whether
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linear or nonlinear, continuous-time or discrete-time , of finite or infinite order, and in
small or large motion. However, the method suffers from the common difficulty of
finding a Lyapunov function for a given system. Since there is no generally effective
approach for finding Lyapunov functions, one has to use trial-and-error, experience,
and intuition to search for appropriate Lyapunov functions, Physical properties (such
as energy conservation} and physical insights may be exploited in formulating
Lyapunov functions, and may lead to uniguely powerful choices. Simple mathematical
techniques, such as, e.g., Krasovskii's method or the variable gradient method, can
also be of help.

Generally, the application of Lyapunov theory to controller design is more
easily rewarding. This is because, in design, one often has the freedom to deliberately
modify the dynamics (by designing the controller) in such a way that a chosen scalar
function becomes a Lyapunov function for the closed-loop system. In the second part
of the book, we will see many applications of Lyapunov theory to the construction of
effective nonlinear control systems.

3.8 Notes and References

[n Lyapunov’s original work (Lyapunov, 1892, the linearization method (which, today, is
sometimes incorrectly referred to as the first method) is simply given as an example of application of
the direct (or second) method. The first method was the so-called method of exponents, which is
used today in the analysis of chaos.

Many references can be found on Lyapunov theory, e.g., [La Salie and Lefschetz, 1961] (on
which the invariant set theorems are based), {Kaiman and Bertram, 1960, Hahn, 1967; Yoshizawa,
1966]. An inspiring discussion of the role of scalar summarizing functions in science, along with a
very readable intreduction to elementary Lyapunov theory, can be found in [(Luenberger, 1979],

Examples 3.1 and 3.13 are adapted from [Luenberger, 1979]. Examples 3.3 and 3.8 are
adapted from [Vidyasagar, 1978]. The counterexample in Figure 3.12 is from [Hahn, [967].
Example 3.14 is adapted from [La Salle and Lefschetz, 1961; Vidyasagar, 1978). The variable
gradient method in subsection 3.5.3 is adapted from [Ogata, 1970). The robotic example of section
3.5.4 is based on [Takegaki and Arimoto, 1981]. The remark on the "optimal” cheice of (Q in section
3.5.5 is from [Vidyasagar, 1982]. A detailed study of Krasovskii's theorems can be found in
[Krasovskii, 1963).
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3.9 Exercises

3.1  The norm used in the definitions of stability need not be the usual Euclidian norm. If the state-
space is of finite dimension n (i.e., the state vector has n components), stability and its type are
independent of the choice of norm (all norms are "equivalent"), although a particular choice of norm
may make analysis easier. For # = 2, draw the unit balls corresponding to the following norms:

) [xlZ=¢xp?+ ()  (Buctidian norm)
(i) AxiE= 0y +5 )2
Giiy %N = 1y [+ [xq)

(iv) ilxIl=Sup(lx]. lx;])

Recall that a ball Bix, , R) . of center X, and radius R, is the set of x such that [jx ~ x| €R , and that
the unit ball is B(0, 1).

3.2 For the following systems, find the equilibrivm points and determine their stability. Indicate
whether the stability is asymptotic, and whether it is global.

(@ x=-x%+sin%x

) i=(-03

@ $+i%+xT=x2sinBreos?3x
() F+r=DNYET+x3=x%in3y
(@) I+x-D2x7+x=sin(nx/2)

3.3 For the Van der Pol oscillator of Example 3.3, demonstrate the existence of a limit cycle using

the linearization method.

3.4 This exercise, adapted from [Hahn, 1967]), provides an example illustrating the motivation of
the radial unboundedness cendition in Theorem 3.3. Consider the second-order system

,I'I =—

Xy =

61,
= + 214

z

2(x) +.xy)

“2

withz =1 + x| 2 Onthe hyperbola xg = 2f(x; ~ | 2 ), the system trajectory slope is
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X -1

PR 2%y 4202

while the slope of the hyperbola is

dxy -1
dxp 1-232y 5 22

Note that for x| > 'J? . the first expression is larger than the second, implying that the trajectories
cannot cut the branch of the hyperbola which lies in the first quadrant, in the direction toward the
axes {since on the hyperbola we have J’rl >0 if x,> '\[? ). Thus, there are (rajectories which do not

tend toward the origin, indicating the lack of global asymprotic stability. Use the scalar function
2
X
V(x) = - + x,2
Z
to analyze the stability of the above system.

35 Determine regions of attraction of the pendulum, using as Lyapunov functions the pendulum’s
total energy, and the modified Lyapunov funiction of page 67. Comment on the two results.

3.6 Show that given a constant matrix M and any time-varying vector X, the time-derivative of the
scalar x¥ M x can be wtitten

d%xTMx = T (M+MD i = &7 (M + M) x

and that, if M is symmetric, it can also be written

g;xTMx= 2xTMx=2xTMx

3.7 Consider an a x n matrix M of the form M = NN, where N is a m X n matrix. Show that M is
p.d. if, and only if, m = n and N has full rank.
1.8  Show thatif M is a symmetric matrix such that
vx, xfMx=0
then M = 0.
3.9  Show that if symmetric p.d. matrices P and Q exist such that
ATP+PA+20P = ~Q

then all the eigenvalues of A& have a real part stricdy less than — A, (Adapted from {Luenberger,
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1979].)
3.10  Consider the system

A+ Ay + Ajy =0

where the 2nx 1 vector x = (¥7 §717 is the state, and the » x n matrices A, are all symmetric
positive definite. Show that the system is globally asymptoticaily stable, with ¢ as a unique

equilibrium point.
3.1 Consider the system
X=AXx y=c'x

Use the invariani set theorem to show that if the system is observable, and if there exists a symmetric
p.d. matrix P such that

ATP+PA = —¢ccT
then the system is asymptatically stable,
Can the result be derived using the direct method? (Adapted from {Luenberger, 1979].)
312 Use Krasovskii’s theorem to justify Lyapunov’s linearization method.

3.13 Consider the system

F=Axly—f)(xle2yI-4)

b= 23— ot a2yl

where the continuous functions f| and f; bave the same sign as their argument. Show that the
systern tends towards a [imit cycle independent of the explicit expressions of Sfyand fy .

3.14 The second law of thermodynamics states that the entropy of an isolated system can only
increase with time. How does this relate to the notion of a Lyapunov function?



Chapter 4
Advanced Stability Theory

In the previous chapter, we studied Lyapunov analysis of autonomous systems. In
many practical problems, however, we encounter non-autonomous systems. For
instance, a rocket taking off is a non-autonomous system, because the parameters
mvolved in its dynamic equations, such as air temperature and pressure, vary with
time, Furthermore, as discussed earlier, determining the stability of a nominal motion
for an autonomous system requires the stability analysis of an equivalent non-
autonomous system around an equilibrium point.  Therefore, stability analysis
techniques for non-autonomous systems must be developed. This constitutes the major
topic of this chapter.

After extending the concepts of stability and the Lyapunov stability theorems to
RoR-autonomoeus systems, in sections 4.1 and 4.2, we discuss a number of interesting
related topics in advanced stability theory. Some Lyapunov theorems for concluding
instability of nonlinear systems are provided in section 4.3. Section 4.4 discusses a
number of so-called converse theorems asserting the existence of Lyapunov functions.
Besides their theoretical interest, these existence theorems can be valuable in some
nonlinear system analysis and design problems. In section 4.5, we describe a very
simple mathematical result, known as Barbalat’s lemma, which can be conveniently
used to solve some asymptotic stability problems beyond the treatment of Lyapunov
stability theorems, and which we shall use extensively in chapters 8 and 9. In section
4.6, we discuss the so-called positive real linear systems and their unique properties,
which shall be exploited later in the book, particularly in chapter 8. Section 4.7
describes passivity theory, a convenient way of interpreting, representing, and

100
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combining Lyapunov or Lyapunov-like functions. Section 4.8 discusses a special class
of nonlinear systems which can be systematically treated by Lyapunov analysis.
Section 4.9 studies some non-Lyapunov techniques which can be used to establish
boundedness of signals in nonlinear systems. Finally, section 4.10 discusses
mathematical conditions for the existence and unicity of solutions of nonlinear
differential equations.

4.1 Concepts of Stability for Non-Autonomous Systems

The concepts of stability for non-autonomous systems are quite similar to those of
autonomous systems. However, due to the dependence of non-autonomols system
behavior on initial time 7, the definitions of these stability concepts include
explicitly. Furthermore, a new concept, uniformity, is necessary to characterize non-
autonomous systems whose behavior has a certain consistency for different values of
initial time ¢,. In this section, we concisely extend the stability concepts for
autonomous sysiems to non-auionomous systems, and introduce the new concept of
uniformity.

EQUILIBRIUM POINTS AND INVARIANT SETS
For non-autonomous systems, of the form

x=f(x, 4.13
equilibrium points X* are defined by

fx', =0 Vizt, 4.2)

Note that this equation must be satisfied ¥ ¢ >+, , implying that the system should be
able to stay at the point x* alt the time. For instance, one easily sees that the linear
time-varying system

k= A()x “.3)
has a unique equilibrium point at the origin ¢ unless A(?) is always singular.

Example 4.1: The system

=_ 20 (4.4)

1+x2

has an equilibrivm point at x = 0. However, the system
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b=—90X L (4.5)
1 +x2

with H(s) # 9, does not have an equilibrium point. It can be regarded as a system under externai
input or disturbance b{r). Since Lyapunov theory is mainly developed for the stability of nonlinear
systems with respect o initial conditions, such problems of forced motion analysis are more
appropriately treated by other methods, such as those in section 4.9. &

The definition of invariant set is the same for non-autonomous systems as for
autonomous systems. Note that, unlike in autonomous systems, a system teajectory is
generally not an invariant set for a non-autonomous system (Exercise 4.1).

EXTENSIONS OF THE PREVIOUS STABILITY CONCEPTS

Lei us now extend the previously defined concepts of stability, instability, asymptotic
stability, and exponential stability to non-autonomous systems. The key in doing so is
to properly include the initial time ¢, in the definitions,

Definition 4.1 The equilibrium point O is stable at ¢, if for any R > 0, there existr a
positive scalar v(R.1,)  such that

IxGHl <r = [x()lI<R Vizt, (4.6)
Orherwise, the equilibrium point 0 is unstable.

Again, the definition means that we can keep the state in a ball of arbitrarily small
radius R by starting the state trajectory in a ball of sufficiently small radius r.
Definition 4.1 differs from definition 3.3 in that the radius r of the initial ball may
depend on the initial time /,,.

The concept of asymptotic stability can also be defined for non-autonomous
systems.

Definition 4.2 The equilibrium point 0 is asympiotically stable at time t, if
[t is stable
«3rt)>0 suchthar IxG)ll<rty) = Ix@)—=0as >0

Here, the asymptotic stability requires that there exists an attractive region for every
initial time r, . The size of atiractive region and the speed of trajectory convergence
may depend on the initial time ¢,,.

The definitions of exponential stability and global asymptotic stability are also
straightforward.

e Wi i L L
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Definition 4.3 The equilibrivem point 0 is exponentially stable if there exist two
positive numbers, o.and A, such that for sufficiently small x(1,) ,

(XDl <€ llx )l 2 = 4o) V2,

Definition 4.4 The equilibrium point 0 is globally asymptotically stable if ¥V x(t,))

x(N—=0 as ¢f—0o0

Example 4.2; A first-order linear time-varying system

Consider the first-order system
M) = = atNx(h)

Its selution is

!
o= 2t yexp [ atryar)

T

Thus, the system is stable if () 20, ¥ ¢ 2¢,. It is asymptotically stable if J' b alr)dr=+9¢ It
a9
is exponentially stable if there exists a strictly positive number T such that ¥r20,
Ir Hra(r}d’r 2y, with v being a positive constani.
4
For instance,

* The system ¥ = —x/(1 + 1) is stable (but not asymptotically stable).
+ The system & = — x/(1 + 1} is asympioticalty stable.

» The system & = — £x is exponentially stable.

Another interesting example is the systemn

My=-—2
1+sinx2

whose solution can be expressed as

I
_ -1
wo=sert]

Since

i =
J ;dr = 2
{ +sinxr) 2

fa
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the system is exponentially convergent with rate 1/2 . O
UNIFORMITY IN STABILITY CONCEPTS

The previous concepts of Lyapunov stability and asymptotic stability for non-
autonomous systems both indicate the important effect of initial time. In practice, it is
usually desirable for the system to have a certain uniformity in its behavior regardless
of when the operation starts. This motivates us to consider the definitions of uniform
stability and uniform asymptotic stability. As we shall see in later chapters, non-
autonomous systems with uniform properties have some desirable ability to withstand
disturbances. It is also useful to point cut that, because the behavior of autonomous
systerns is independent of the initial time, all the stability properties of an autonomous
system are uniform.

Definition 4.5  The eguilibrium point O is locally uniformiy stable if the scalar r in
Definition 4.1 can be chosen independently of t, , i.e., if r = r(R).

The intuitive reason for introducing the concept of uniform stability is to rule
out systems which are "less and iess stable” for larger values of 1, . Similarly, the
definition of uniform asymptotic stability also intends to restrict the effect of the initial
time ¢, on the state convergence pattern.

Definition 4.6 The equilibrium point at the origin is locally uniformiy
asymptotically stable if

e it is uniformly stable

o There exists a ball of anraction By , whose radius is independent of 1,
fed
such that any system trajectory with initial states in By converges 10 0
&g

uniformly in 1,

By uniform convergence in terms of 1, , we mean that for all R; and R, satisfying
O<Ry<Ry<R,, IT(R|,Ry)>0,such tha, Vi, 20,

ix(r <Ry => Ix(HI<Ry Vizi,+ T(R|.Ry)

i.e., the state trajectory, starting from within a ball BR]= will converge into a smaller
ball B R, after a time period T which is independent of ¢, .

By definition, uniform asymptotic stability always implies asymptotic stability.
The converse is generally not true, as iliustrated by the following example.

e o g
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Example 4.3: Consider the first-order system

X

r=—-_"

+f

This system has the general solution

|
A =

+ !
Ll
alty)
[+: 77

This solution asymptotically converges to zerc. But the convergence is not uniform. Intuitively,
this is because a larger 1, requires a longer time 10 get close to the origin. 0

Using Definition 4.3, one can easily prove that exponential stability al“;ays
implies nniform asymptotic stability.

The concept of globally uniformly asymptotic stability can be defined by
replacing the ball of atiraction B R, by the whole state space,

4.2 Lyapunov Analysis of Non-Autonomous Systems

We now extend the Lyapunov analysis results of chapter 3 to the stability analysis of
non-autonomous systems. Although many of the ideas in chapter 3 can be simitarly
applied to the non-autonomous case, the conditions required in the treatment of non-
autonomous systems are more complicated and more restrictive. We start with the
description of the direct methed. We then apply the direct method to the stability
analysis of linear time-varying systems. Finally, we discuss the linearization method
for non-autonomous nonlinear systems.

4.2.1 Lyapunov’s Direct Method for Non-Autonomous Systems

The basic idea of the direct method, i.e., concluding the stability of nonlinear systems
using scalar Lyapunov functions, can be similarly applied to non-autonomous systems.
Besides more mathematical complexity, a major difference in nen-autonomous
systems is that the powerful La Safle’s theorems do not apply. This drawback will
partially be compensated by a simple result in section 4.5 called Barbalat’s lemma.

TIME-VARYING POSITIVE DEFINITE FUNCTIONS AND DECRESCENT
FUNCTIONS

When studying non-autonomous systems using Lyapunov’s direct method, scalar
functions with explicit time-dependence V{(t, x) may have to be used, while in
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autonomous systemn analysis time-invariant functions V(x) suffice, We now introduce
a simple definition of positive definiteness for such scalar functions.

Definition 4.7 A scalar time-varying function V(x, 1) is locally positive definite if
V(0, 1) = O and there exists a time-invariant positive definite function V (X} such that

Vizt,, VYV H2V,(x) 4.7)

Thus, a time-variant function is locally positive definite if it dominates a
time-invarians focally positive definite function. Globally positive definite functions
can be defined stmilarly, '

Other related concepts can be defined in the same way, in a local or a global
sense. A function V(x, #) is negative definite if — V(x, ¢} is positive definite; V(x, #) is
positive semi-definite if V(x,#) dominates a time-invariant positive semi-definite
function; ¥(x, 1) is negative semi-definite if — V(x, ¢} is positive semi-definite.

In Lyapunov analysis of non-autonomous systems, the concept of decrescens
functions is also necessary.

Definition 4.8 A scalar function Vix, £} is said to be decrescent if V(0,6 =0, and if
there exists a time-invariant positive definite function V ((X) such that

V20, VDSV

In other words, a scalar function VX, ¢) is decrescent if it is dominated by a time-
invariant positive definite function.

Example 4.4: A simple example of a time-varying positive definite function is
Vix, ) = (1+sm?) (2 +x,9)

because it dominates the function ¥,(x) = x; 24 xzz. This function is also decrescent because it is
dominated by the function V,{x) = 2x; 2 + x,%). a

Given a time-varying scalar function V(x, ¢}, its dertvative along a systein
trajectory is

av av dv. a¥ av
av._dv dv. d¥V, dV.. 48
il PRS-~ vl s (4.8

LYAPUNOV THEOREM FOR NON-AUTONOMOUS SYSTEM STABILITY

The main Lyapunov stability results for non-autonomous systems can be summarized
by the following theorem.
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Theorem 4.1 (Lyapunoy theorem for non-autonomous systems)

Stability: [f, in a ball BRG around the equilibrium point 0, there exists a scalar
function V(X, 1) with continuous partial derivatives such thar

1. V is positive definite
2.Vis negative semi-definite
then the equilibrium point 0 is stable in the sense of Lyapunov.
Uniform stability and uniform asymptotic stability: If, furthermore,
3.V is decrescent

then the origin is uniformly stable. If condition 2 is strengthened by requiring that
V be negative definite, then the equilibrivm point is uniformly asymptotically
stable.

Giobal uniform asymptotic stability: f the ball By is replaced by the whole state
o
space, and condition 1, the strengthened condition 2, condition 3, and the condition

4. V(x,1) is radially unbounded

are all satisfied, then the equilibrium point at O is globally uniformly
asymptotically stable.

Similarly to the case of autonomous systems, if, in a certain neighborhood of
the equilibrium point, V is positive definite and V, its derivative along the system
trajectoties, is negative semi-definite, then V is called a Lyapunov function for the
non-autonomous system.

The proof of this important theorem, which we now detail, is rather technical.
Hurried readers may skip it in a first reading, and go directly to Example 4.5.

In order to prove the above theorem, we first translate the definitions of positive definite
functions and decrescent funciions in terms of the so-called class-K functions,

Definition 4.9 A continuous function o: RY = R* is said to be of class K (or 16 belong 1o class
K).if

s ()=0
«a(pi>0 Vp>0

o is non-decreasing
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The following lemma indicates the relation of positive definite and decrescent functions to

class K functions.

Lemma 4.1: A function Vix, 1} is locally (or globally) positive definite if, and only If, there exists a
Junction ¢ of class X such that V(0.6 = 0 and

V(x, /= ofIxil} (4.9)
YizOand ¥ e BRo for the whole state space).

A function Vix, 1) is locally (or globally) decrescent if and only if there exists a class K
Juncrion P such that V@, 6} = § and

Vix, £ < Biiixip) (4.10)
Viz0andVxe B-’?n for in the whole state space).

Proof: Let us prove the positive definite function part first. Sufficiency is obvious from the
definition, because ofllsi]) irself is a scalar time-invariant positive definite function. We now
consider necessity, L.e., assume that there exists a time-invariant positive function V {x} such that
V{x, §) 2 V,(x), and show that a function c¢ of class K exists such that (4.9) holds, Let us define
afp) = inf V(x} a.11)
pEIn <R
Then, &(0) = 0, o is continuous and non-decreasing. Because V (x) is a continuous function and
non-zerg except a1 0, o p) >0 for p> 0. Therefore, & is a class K function, Because of (4.11),
(4.9) is satisfied.

The second part of the [emma can be proven simifarfy, with the function 8 defined by

Blp=  sup  Vi(x) (4.12)
0< I} < p
where V', (x} is the time-invariant positive function in Definition 4.8, a

Given the above lemma, we can now restate Theorem 4.1 as follows:

Theorem 4.1  Assume that, in a neighborhood of the equilibrium point O, there exists a scalar
Sunction VX, £) with continuons first order derivatives and a class-K function & such that, ¥x £ ¢

L vix.nzoflixl) >0
2a.V(x, 1} S0
then the origin O is Lyapunov stable. If, furthermore, there is a scalar class-K function b such that

3.V(x, 0 = BAIixd
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then 0 is uniformly stable. If conditions 1 and 3 are satisfied and condition 2a is replaced by

condition 2b
26 Vs —vy(lxh <0

with ¥ being another class-K funciion, then 0 is uniformly asymptotically stable. If conditions !, 2b
ond 3 are satisfied in the whole stare space, and

im  affixi) ==

then 0 is globally uniformly asympiorically stable.
Proof: We derive the three parts of the theorem in sequence.

Lyapunov stability: To establish Lyapunov stability, we must show that given R > 0, there exists
r >0 such that {4.6) is satisfied. Because of conditions 1 and 2a,

olIx()ID < VXD, ] VX, 1,] Ve, {4.13)
Because V is continuous in terms of x and (0, ¢ o} = 0, we can find r such that

I M <r == V(x{r,)¢)<olf)
This means that if (Ml < r, then oflix{(nll) < o(R), and, accordingly, Ix(t)il <R , Vex ¢,
Uaiform stability and uniform asymptotic scability: From conditions 1 and 3,

alx (il < Vix(r), & < BAIx(OI)

For any & > 0, there exists r(R) >0 such that B{r) < a(R) (Figure 4.1). Let the initiat condition
x(1,) be chosen such that [Ix(z,)Il < r. Then

OofR) > By 2 VIn(s,), 1,1 2 VIx(ed, 1) 2 exdlix(olD

This implies that
Vieze,, [Ix(hl<R

Uniform stability is asserted because r is independent of 7, .

In establishing uaiform asymptotic stability, the basic idea is that if x does not converge 10
the origin, then it can be shown thai there is a positive number a such that =V [x(), } =2 @ > 0.
This implies that

VIX(), 1] = VIX(,), 1] =J‘* Vi g-(-tp)a
IO
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B

Vix,t)

B g T alix)

Figure 4.1 : A positive definjite and
decrescent function

=Ii

x0

and thus, that
0 < V[x(®), ] = VIx(t,). 1] - (F - tp)a
which leads to a contradiction for large ¢. Let us now detail the proot.

Let |x(r,) )| £ r, with r obtained as before. Let )L be be any positive constant such that
0 <}t < f|x(r,}{I. We ¢an find another positive constant 8(it} such that f(8)< alu). Define &= 18)
and set

T=Tq, =P
£
Then, if lx())] > 1 for all ¢ in the period 7, £7 <1 =2, + T, we have
. i !
0'< i) € VIR 4] € VIx(tgig) - [ YOX@ID ds < VIXGr, )] - [ wd s
rO F(J

< VXU 1]~ (1 — 2,08 < B —Te = 0 1

This is a contradiction, and so there must exist £, € {7,.1,} such that fx(s;00 € 8. Thus, for all
(210

Q0D € VXU £ VX1l S B8 < adu)
As g result,

XOh<p VT2
which shows uniform asymplonic stability.

Global uniform asymptotic stability: Since a(-) is radiaily unbounded, R can be found such that
B(r) < «iR)Y for any r. In addition. r can be made arbitrarily large. Hence, the origin x=0 is
globally uniformly asymplotically stable, a
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Example 4.5: Global Asymptotic Stability
Consider the system defined by
O =—x (- 00
F5(0) = X, (1) = xp(0)
To determine the stability of the equilibrium point at 0, let us choose the following scalar function
Vix, D =x; 2+ (1 +e72ty 2

This function is positive defirite, because it dominates the time-invariant positive function
x;2+x,% Itis also decrescent, because it is dominated by the time-invariant positive definite
function x| 24 2x9 2. Furthermore,

Vix, 0 ==21x,2 = x; x5 4 ;2 (1 + 26720))
This shows that
v S—2(x|2—xlx2+x31)=—(x| -—,:r2)2~~J‘r!1~x22
Thus, V is negative definite, and therefore, the point @ is globally asymptotically stable. (M|

Stabilicy results for non-autonomous systems can be less intuitive than those for
autonomous systems, and therefore, particular care is required in applying the above
theorem, as we now illustrate with two simple examples.

For antonomous systenis, the origin is guaranteeed to be asymptotically stable if
V is positive definite and Vis negative definite. Therefore, one might be tempted to
conjectuie that the same conditions are sufficient to guarantee the asymptotic stability
of the system. However, this intuitively appealing statement is incorrect, as
demonstrated by the following counter-example.

Example 4.6: Importance of the decrescence condition

Let gir) be a centinuously-differentiable function which coincides with the function e=/? except
around some peaks where it reaches the value |, Specifically, 22(1) is shown in Figure 4.2. There
is a peak for each tateger value of «. The width of the peak correspending to abceissa # is assumed
10 be smailer than (1/2)". The irfinite integral of32 thus satisfies

I gz(:)d: qj 2l

o

o0
e dr + Z

and therefore, the scalar function
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X 2 I

V=2 (3-[ gdar) (4.14)
230 0

is positive defnite { V(x, /) > x2).

g2e)

0 1 2 o4 Figure 4.2 : The function g2()

Now consider the first-order differential equation

p =80 4.15
¥ g(!)x @13

if we choose ¥(x, 1 in (4.14) as the Lyapunov function candidate, we ¢asily find that
V=—x?
ie Vis negative definite. Yet, the general solution of (4.15) is
- &0
Xy === x{t,}
gl 7

and hence the origin is not asymptotically stable. 0

Since the positive definiteness of V and the negative semi-definiteness of V are
already sufficient w guarantee the Lyapunov stability of the origin, one may wonder
what additional property the negative definiteness of V does provide. It can be shown
that, if V is negative definite, then an infinite sequence ;s {(/ = 1, 2, ...) can be found
such that the corresponding state values x{(¢;) converge to zero as [ — & (a result of
mostly theoretical interest).

Another illustration that care is required before jumping to conclusions involves
the following interesting second-order dynamics

X+c()x+kx=0 (4.16)

which can represent a mass-spring-damper system (of mass 1), where ()20 is a
time-varying damping coefficient, and k,, is a spring constant. Physical intuition may
suggest that the equilibrium point (0,0) is asymptotically stable as long as the damping
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¢(f) remains larger than a strictly positive constani (implying constant dissipation of
energy), as is the case for autonomous nonlinear mass-spring-damper systems.
However, this is nor necessarily true. Indeed, consider the system

T+024Hx+x=0

One easily verifies that, for instance, with the initial condition x(0) = 2, x(0) = -1, the
solution is x(rY = 1 + =%, which tends to x =1 instead! Here the damping increases so
fast that the system gets "stuck” at x = 1.

Let us study the asymptotic stability of systems of the form of (4.16), using a
Lyapunov analysis.

Example 4.7: Asymptotic stability with time-varying dampiag

Lyapunov stability of the system (although not its asymptotic stability) can be easily established
using the mechanical energy of the system as a Lyapunov function. Let us now use a different
Lyapunov function to determine sufficient conditions for the asymptotic stability of the origin for
the system {4.16). Consider the following pesitive definite function

(5c+ax)2+@xz

Vex, iy =525

where e is any positive constant smaller than -,| k, .and
bty =k, — o2 + atelt)
¥ can be easify computed as

Vel —en)i+ % fé(n) — 2k} x2

Thus, if there exist positive numbers ¢ and [ such that
) >a=0 HOSP<2k,

then ¥ is negative definite. Assuming in addition that c(f) is upper bounded (guaranteeing the
decrescerce of V3, the abave conditions imply the asymptotic convergence of the system,

It can be shown [Rouche, er af., 1977] that, actually, the techrical assumption that off) is
upper bounded is not necessary. Thus, for instance, the system

T+ (2+80x+5x=0

is asymptotically stable. O
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4.2.2 Lyapunov Analysis of Linear Time-Varying Systems

None of the standard approaches for analyzing linear time-invariant systems (e.g.,
eigenvalue determination) applies to linear time-varying systems. Thus, it is of
interest to coasider the application of Lyapunov’s direct method for studying the
stability of kinear time-varying systems. Indeed, a number of results are available in
this regard. In addition, in view of the relation between the stability of a non-
autonomous system and that of its (generally time-varying) linearization, to be
discussed in section 4,2.3, such results on linear time-varying systems can also be of
practical importance for local stability analysis of nonlinear non-autonomous systemns.

Consider linear time-varying systems of the form
Xx=ADX 417

Since LTI systems are asymptotically stable if their eigenvalues all have negative real
parts, one might be tempted 10 conjecture that system (4.17) will be stable if at any
time ¢ >0, the eigenvalues of A(r) all have negative real parts. If this were indeed the
case, it would make the analysis of linear time-varying systems very easy. However,
this conjecture is not true.

Consider for instance ihe system
X 1 -1 em Xy

s (4.18)
X2 ; e | Xz

The eigenvalues of the matrix A{f) are both equal to — 1 at afl times. Yet, solving first
for x, and then substituting in the ¥ equation, one sees that the system verifies
Xy =xy(0) e~ I +txy=x0e!

and therefore is unstable, since x; can be viewed as the output of a first-order filter
whose input x,(0) ¢’ tends to infinity.

A simple result, however, is that the time-varying system (4.17) is
asymptotically stable if the eigenvalues of the symmetric matrix A(f) + AT (all of
which are real) remain strictly in the left-half complex plane

IX>0,Vi, V20, MAO+ ATy <-A {4.19)

This can be readily shown using the Lyapunov function ¥ = xTx, since
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VaxTx+ iy =xTAQ+ AT x<-AxIx=-AV

so that
V20, 0<xlx=V({H)<VO)eM

and therefore X tends to zero exponentially.

Of course, the above result also applies in case the matrix A depends explicitly
on the state. It is also important to notice that the result provides a sufficient condition
for asymptotic stability (some asymptotically stable systems do not verify (4.19), see
Exercise 4.8).

A large number of more specialized theorems are available to determine the
stability of classes of linear time-varying systems. We now give two examples of such
results. The first resuit concerns “perturbed” linear systems, i.e., systems of the form
(4.17), where the matrix A(f) is a sum of a constant stable matrix and some "small"
time-varying matrix. The second result is a more technical property of systems such
that the matrix A7) maintains all its eigenvalues in the left-half plane and satisfies
certain smoothness conditions .

Perturbed linear systems
Consider a linear time-varying system of the form
%= (Ap+Ag0) X (4.20)

where the matrix A is constant and Hurwitz (i.e., has all its eigenvalues strictly in the
left-half plane), and the time-varying matrix A,(r) is such that

Asx(t) — 0 as t— o

and
[ WA lldt < oo (e, the integral exists and is finite)
1]

Then the system (4.20) is globally exponentially stable.
Example 4.8: Consider the system
dy=— (5 + x25 +x38) x|
2

_1‘2=—J.’2+4X3

b3 =—(2+35in0) xy
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Since x5 tends fo zero exponentially, so does x32. and therefore, sa daes xy. Applying the above
result to the first equation, we conclude that the system is globally exponentially stable. (I

Sufficient smoothness conditions on the A(f) matrix

Consider the linear System (4.17), and assume that at any time ¢ 2 0, the eigenvalues of
Al¥y al]l have negative real parts

30>0,Yi,Y120, LIAD] € -« : (420
If, in addition, the matrix A(r) remains bounded, and

jm AT(HA(N dr < ©  (i.e, the integral exists and is finite)

a2

then the system is globally exponentially stable.

4.2.3 * The Linearization Method for Non-Autonomous Systems }

Lyapunov’s lincarization method can also be developed for non-autonomous systems.
Let a non-autonomous system be described by (4.1) and @ be an equilibrium point,
Assume that f 15 continuoysly differentiable with respect to X. Let us denote

af
Al = [ — 422
@ Jx )x=0 ( )

Then for any fixed time ¢ {i.c., regarding r as a parameter), a Taylor expansion of f
leads to

X=AMX+ T, 5.0

{f f can be well approximated by A(f)x for any time 1, i.e.,

f X,/
im su w:o Y20 4.23)
Il — @ [Ix4

then the system
X=A()x (4.24)

is said to be the finearization (or linear approximation) of the nonlinear non-
autonomous systern (4.1} around equilibrium point €.

Note thas
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» The Jacobian matrix A thus obtained from a non-autonomous nonlinear
system is generally time-varying, contrary to what happens for autonomous
nonlinear systems. But in some cases A is constant. For example, the
nonlinear system X = —x + x2/r leads to the linearized system & =—x.

o Our later results require that the uniform convergence condition {4.23) be
satisfied. Some non-autonomous systems may not satisfy this conditicn, and
Lyapunov’s linearization method cannot be used for such systems. For
example, (4.23) is not satisfied for the system i = —x + 1x2 .

Given a non-autonomous system satisfying condition (4.23), we can assert its
(local) stability if its linear approximation is uniformly asymprotically stable, as stated
in the following theorem;

Theorem 4.2 [f the linearized system (with condition (4.23) satisfied) is uniformly
asymptotically stable, then the equilibrium point 0 of the original non-autonomous
system Is also uniformly asymptotically stable.

Note that the linearized time-varying system must be uniformly asymptotically
stable in order to use this theorem. If the linearized system is only asymptotically
stable, no conclusion can be drawn about the stability of the original nonlinear system.
Counter-examples can easily verify this point.

Unlike Lyapunov’s linearization method for autonomous systems, the above
theorem does not relate the instability of the linearized time-varying system to that of
the nonlinear system. There does exist a simple result which infers the instability of a
non-autonomous system from that of its linear approximation, but it is applicable only
10 non-autonomeous systems whose linear approximations are time-invariant.

Theorem 4.3  If the Jacobian matrix A{n) is constant, A(y= A, , and if (4.23) is
satisfied, then the instability of the linearized system implies that of the original non-
aufonomotis nonlinear system, i.e., (4.1) is unstable if one or more of the eigenvalues
of A, has a positive real part.

4.3 * Instability Theorems

The preceding study of Lyapunov’s direct method is concemed with providing
sufficient conditions for stability of nonlinear systems. This section provides some
instability theorems based on Lyapunov’s direct methad.

Note that, for autonomous systems, one might think that the conclusive results
provided by Lyapunov’s linearization method are sufficient for the study of instability.
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However, in some cases, instability theorems based on the direct method may be
advantageous. Indeed, if the linearization method fails (i.e., if the linearized system is
marginally stable), these theorems may be used to determine the instability of the
nenlinear system. Another advantage may be convenience, since the theorems do nat

require linearization of the system equations.

We state the theerems directly in a non-autonomous setting. For autoromous
systems, the conditions simplify in a straightforward fashion.

Theorem 4.4 (First instability theorem) If, in a certain neighborhood € of the
origin, there exists a continuously differentiable, decrescenr scalar fanceion V(X, 1)

such that
s V0, =0 V21,
o V(x, 1,) can assame strictly positive values arbitrarily close to the origin
o V(x, 1) is positive definite (locally in £2)

then the equilibrium point 0 af time 1, is unstable.

Note that the second condition is weaker than requiring the positive definiteness
of V. For example, the function V(x) =x12—x22 is obviously not positive definite,
but it can assume positive values arbitrarily near the origin (V(x) = x{ ? along the line
X2 = 0).

Exampte 4.9: Consider the system

By =2x+ a0 20Y {4.26)

Xy = =20 + 40 24 x24] (4.27)

Linearization of this system yields | = 2x, and &, = — Zx;. The eigenvalues of this system are
+2j and -2j, indicating the inability of Lyapunov's linearization method for this system.

However, if we 1ake

its derivative is
V=(x 24 ,\'22} (xy 2y 554

Because of the positive definiteness of V and ¥, the above theorem indicales the instability of the

O

system.

L Soplgl
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Theorem 4.5 (Second instability theorem) [If, in a certain neighborhood L of the
origin, there exists a continuously differentiable, decrescent scalar function V(X, f)
satisfving

e V(0,2,)=0 and V(X,1,) can assume strictly positive values arbitrarily
close to the origin

VX, - AV(X,) 20 Vizt, VxeQ

with A being a strictly positive constant, then the equilibrium point 0 at time 1, is
unstable.

Exampie 4.10: Consider the system described by

¥y = x + 3xysiny, + 5xay2sin?

% (4.29)
¥y = 3x sin2xy + 0y — 5x 2xpcosia (4.29)

Let us consider the function V(x):(lf?.)(xlz—xzz) , which was shown earlier o assume
positive values arbitrarily near the origin. ts derivative is

V= xlz— xzz + 5x12x22 =2V + 5x|2x22

Thus, the second instability theorem shows that the equilibrium point a1 the origin is unstable, Of
course, in this particular case, the instabilicy could be predicted more easily by the linsarization
method. (]

In order to apply the above two theorems, V is required to satisfy certain
conditions at all peints in the neighborhood £2. The following theorem (Cetaev’s
theorem) replaces theses conditions by a boundary condition on a subregion in €.

Theorem 4.6 (Third instability theorem) Let Q be a neighborhood of the origin.
If there exists a scalar function V(X, 1) with continuous first partial derivatives,
decrescent in £, and a region L in €, such that

o Vix, t) and I:/(x, {) are positive definite in £

» The origin is a boundary point of £,

» Af the boundary points of Q; within @, V(x, ) =0forall t = 1,
then the equilibriunt point O at time 1, is unstable,

The geometrical meaning of this theorem can be seen from Figure 4.3. Let us
illustrate the use of this theorem on a stmple example.
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Figure 4.3 : Geometrical interpretation of
the third instability theorem

Example 4.11: Consider the system

B =xZex?

.o 3
Ay ==X+ Xy

The linearization of this system leads o a pole at the origin and a pele at — 1. Therefore,
Lyapunov’s lincarization method cannot be used to determine the stability of this nonlinear
systemn. Now let us take the function V =x, - xy 212 Its derivative is

V=i —xpdy=x, 24 02 403 = x5y

Examining V and V¥ and using Cetaev's theorem, one can show the instability of the origin. a

4.4 ™ Existence of Lyapunov Functions

In the previous Lyapunov theorems, the existence of Lyapunov functions is always
assumed, and the objective is to deduce the stability properties of the systems from the
properties of the Lyapunov functions. In view of the common difficulty in finding
Lyapunov functions, one may naturally wonder whether Lyapunov functions always
exisi for stable systems. A number of interesting results concerning the existence of
Lyapunov functions, called converse Lyapunov theorems, have been obtained in this
regard. For many vears, these theorems were thought to be of ro practical value
because, like the previously described theorems, they do not tell us how to generate
Lyapunov functions for a system to be analyzed, but only represent comforting
reassurances in the search for Lyapunov functions. In the past few years, however,
there has been a resurgence of interest in these results. The reason is that a subsystem
of a nonlinear system may be known to possess some stability properties, and the
converse theorems allow us to construct a Lyapunov function for the subsystem,
which may subsequently fead to the generation of a Lyapunov function for the whole
system. In particular, the converse theorems can be used in connection with stability
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analysis of feedback linearizable systems and robustuess analysis of adaptive control
systems.

THE CONVERSE THEOREMS

There exists a converse theorem for essentially every Lyapunov stability theorem
(stability, uniform stability, asymptotic stability, uniform asymptotic stability, global
vniform asymptotic stability and instability). We now present three of the converse
theorems.

Theorem 4.7 (stability) If the origin of (4.1} is stable, there exists a positive
definite function V(x, {) with a non-positive derivative.

This theorem indicates the existence of a Lyapunov function for every stable system.

Theorem 4.8 (uniform asymptotic stability) If the equilibrium point at the origin
is uniformly asymptotically stable, there exists a positive definite and decrescent
function Vix, t) with a negative definite derivative.

This theorem is theoretically important because it will later be useful in establishing
robustness of uniform asymptotic stability to persistent disturbance.

The next theorem on exponential stability has more practical value than the
second theorem, because its use may allow us to explicitly estimate convergence rates
in some nontinear systems.

Theorem 4.9 (exponential stability) If the vector function f(x,t) in (4.1) has
continuous and bounded first partial derivatives with respect to X and 1, for all x in a
ball B, and for alf 1 2 0, then the equilibrium point ar the origin is exponentially stable
if, and only If, there exists a function V(X, 1) and strictly positive constants o}, O, 03,
oy suchthat Vxe B, V120

oy lIXI1? € Vix, 0 < oy (Ix)12 (4.30)

V < - o2 {4.31)

124 < oy @32)
dJx

The proofs of the converse theorems typically assume that the solution of the
system is available, and then construct a Lyapunov function based on the assumed
solution [Hahn, 1967). Proof of Theorem 4.9 can be found in [Bodson, 1986; Sastry
and Bodson, 1989].
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4.5 Lyapunov-Like Analysis Using Barbalat’s Lemma

For autonomous systems, the invariant set theorems are powerful tools to study
stability, because they allow asymptotic stability conclusions to be drawn even when
V is only negative semi-definite. However, the invariant set theorems are not
applicable to non-autonomous systems. Therefore, asympioric stability analysis of
non-autonomous systems is generally much harder than that of autonomous systems,
since it is usually very difficult.to find Lyapunov functions with a negative definite
derivative. An important and simple result which partially remedies this situation is
Barbalat's lemma. Barbalat’s lemma is a purely mathematical result conceming the
asymptotic properties of functions and their derivatives. When properly used for
dynamic systems, particulariy non-autonomous systems, it may lead to the satisfactory
solution of mary asymptotic stabitity problems.

4.5.1 Asymptotic Properties of Functions and Their Derivatives

Before discussing Barbalat’s lemma itself, let us clarify a few points concerning the
asymptotic properties of functions and their derivatives. Given a differentiable
function f of time ¢, the following three facts are important to keep in mind.,

o f—0 £ fconverges
The fact that £ (/) — 0 does not imply that f(#) has a limitas ¢ — ©2,

Geomeirically, a diminishing derivative means flatter and flatter slopes.
However, it does not necessarily imply that the function approaches a limit.
Consider, for instance, the rather benign function £ (f) = sin{log 1) . While

)"(f) = 25(_]:_15_?1_)0 as f — oo

the function F{f} keeps oscillating (slower and slower), The function f{#)
may even be unbounded, as with f (s} = -\IT sin(log ) . Note that functions of
the form log £, sin 7, ¢™ , and combinations thereof, are quite easy to find in
dynamic system responses.

¢ fconverges #> f-0 ]
The fact that £(£) has a finite limit as t — ©© does not imply that f{f) — 0.

For instance, while the function f (£} = ¢~ sin{e2') tends to zero, its derivative
Fis unbounded. Note that this is not linked to the frequent sign changes of the

1
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function. Indeed, with £ (1) = ¢ sin 2(.92’) =0 ,j” is still unbounded.
o If fis lower bounded and decreasing ( f<0), then it converges to a
limit.
This is a standard result in calculus. However, it does not say whether the
slope of the curve will diminish or not.

4.5.2 Barbalat’s Lemma

Now, given that a function tends towards a finite limit, what additional requirement
can guarantee that its derivative actually converges to zero? Barbalat's lemma
indicates that the derivative itself should have some smoothness. More precisely, we

have

Lemma 4.2 (Barbalat)  If the differentiable function (1) has a finite limit as
t— oo, and if | is uniformly continuous, then J(f) > 0as1— oo

Before proving this result, let us define what we mean by uniform continuity.
Recall that a function g(¢) is continuous on [0, ¢o) if

V20, VR>0,3I0R, 1)>0,V20, lt—-fl<n => lgt)—gltPl<R

A function g is said to be uniformly continuous on [0, o) if

VR>0,dnNR) >0,V 20,V120, li-rl<n = Ig0~gl)i<R
In other words, g is uniformiy continuous if one can always find an 17 which does not
depend on the specific point £ — and in particular, such that 7 does not shrink as

{; — ©°, as shall be important when proving the lemma. Note that ¢ and ¢, play a
symmetric role in the definition of uniform continuity.

Uniform contimuity of a functien is often awkward to assert directly from the
above definition. A more convenient approach is to examine the function’s derivative.
Indeed, a very simple sufficient condition for a differentiable function to be uniformly
continuous is that jts derivative be bounded. This can be easily seen from the finite
difference theorem

Vi Vi, Ji1y (betweensandey) such that  g(f) —g(r) = g(t2) (1 — )

and therefore, if R) >0 is an upper bound on the function IZl , one can always use
7 = R/R, independently of 7| to verify the definition of uniform continuity.
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Let us now prove Barbalat’s lemma, by contradiction.

Proof of Barbalat’s lemma: Assume that f(f) does not approach zero as >0, Then
de,>0,¥T>0, 3>T, Ij'(.f} |2 €, . Therefore, we can get an infinite sequence of ¢'s (such

that ¢; — ©9 as { — o2} such that | f )tz R, . Since f {#} is assumed to be wniformly continuous,

31 > 0, such that for any 1 and ¢ satisfying 1£'=¢ 1< n
A -
NIRRT )1<5
This implies that for any ¢ within the n-neighborhood of ¢; {f.¢., such that lt — ¢l < 1)
. £
Ift>2
fot>

Hence, for all 1;,

L, LFLL I €
'_f flrydel = j FUnd 2 221 =g
!'l-—‘l'| 1 2

Ll

where the [eft equality comes from the fact that £ keeps a constant sign over the integration
interval, due 1o the continuity of f and the bound | f 0l>e,i2 >0.

This result would contradict the known fact that the integral J"jf(r)dr has a limit {equal to
o

fleoy—f0))ast > oo, O

Given the simple sufficient condition for uniform continuity mentioned eatlier,
an immediate and practical corollary of Barbalat’s lemma can be stated as follows: if
the differentiable funciion £ () has a finite limit as ¢ — o2, and is such thar f exists

and is bounded, rhenj‘"{f) —=0asit— oo,

The following example illustrates how te assert the uniform continuity of
signals in control systems.

Example 4.12: Consider a strictly stable linear system whose iniput is bounded. Then the system

output is uniformly continuous.
Indeed, write the system in the standard form
*=Ax+Bu
y=Cx

Since u is bounded and the linear system is strictly stable, thus the state x is bounded. This in tum
implies from the first equation that X is bounded, and therefore from the second equation that
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¥ = € % is bounded. Thus the system output ¥ is uniformty continuous. M|
USING BARBALAT’S LEMMA FOR STABILITY ANALYSIS

To apply Barbalat’s lemma to the analysis of dynamic systerns, one typically uses the
following immediate corellary, which looks very much like an invariant set theorem in
Lyapunov analysis:

Lemma 4.3 ("Lyapunov-Like Lemma") If a scalar function V(x, t) satisfies the
following conditions

s V(x, ) is lower bounded

o Vix, ) is negative semi-definite

. ff(x, ) is uniformly continuous in time
then V(x, 1) = O as § —> o0,

Indeed, V then approaches a finite limiting value V., such that Ve, < V (x(0),0) (this
does not require uniform continuity). The above lemma then follows from Barbalat’s
lemma.

Ta iltustrate this procedure, let us consider the asymptotic stability analysis of a
simple adaptive control system.

Example 4.13: As we shall detail in chapter §, the closed-loop error dynamics of an adaptive
control system for a first-order plant with one unknown parameter is

é=—e+0n{f}
[ - ewlir)

where ¢ and 8 are the two siates of the closed-loop dynamics, representing tracking error and
parameter error, and w{¢) is a bounded continuous function (in the general case, the dynamics has
a similar form but with ¢, 9, and w{s} replaced by vector quantities}, Let us analyze the
asymptotic properties of this system.

Consider the lower bounded function
V=e2+02
Its derivative is
V=2e(—e+0w) +20{-ew(t)) =—2¢2<0

This implies that V() £ ¥(0), and therefore, that ¢ and © are bounded. But the invariant set
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theorems cannot be used 1o conclude the convergence of ¢, because the dynamics is non-

autonomous.

To use Basbalat’s lemma, let us check the uniform continuity of 7. The derivative of Vis
Ve—de(—e+Bw)

This shows that ¥ is bounded, since w is bounded by hypothesis, and ¢ and B were shown above
1o be bounded. Hence, ¥ is uniformly continuous. Application of Barbalat’s femma then
indicates that ¢ — 0 as 1 — ©0,

Note that, although ¢ converges to zero, the system is not asympiotically stable, because 8 is
only guaranteed to be bounded. a

The analysis in the above example is quite similar to a Lyapunov analysis based
on invariant set theorems. Such an analysis based on Barbalat’s lemma shall be called
a Lyapunov-like analysis. Tt presents two subtle but important differences with
Lyapunov analysis, however. The first is that the function V can simply be a lower
bounded function of x and ¢ instead of a positive definite function. The second
difference is that the derivative V must be shown to be uniformly cortinuous, in
addition to being negative or zero. This is typically done by proving that ¥ is bounded.
Of course, in wsing the Lyapunov-like lemma for stability analysis, the primary 3
difficuley is still the proper choice of the scalar function V.

4.6 Positive Linear Systems

In the analysis and design of nonlinear systems, it is often possible and useful to
decompose the system into a linear subsystem and a nonlinear subsystem. If the
transfer function (or transfer matrix) of the linear subsystem is so-called positive real,
then it has important properties which may lead to the generation of a Lyapupov
function for the whole systern. In this section, we study linear systems with positive
real transfer funciions or transfer matrices, and their properties, Such systems, called
positive linear systems, play a central role in the analysis and design of many
nonlinear control problems, as will be seen later in the book.

4.6.1 PR and SPR Transfer Functions

We consider rational transfer functions of n™-order single-input single-output linear
systems, represented in the form
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b P+ by p" V4 b,

h(p) = ;
pita, p"T+..+a,

The coefficients of ihe numerator and denominator polynomials are assumed to be real
numbers and » = m. The difference n—m between the ¢rder of the denominator and
that of the numerator is called the relative degree of the system,

Definition 4.10 A transfer funcrion h(p) is positive real if
Re[h{p)] 20 forall Re[p)z0 (4.33)

it is strictly positive real if h{(p—¢} is positive real for some £> 0,

Condition (4.33), called the positive real condirion, means that #{p) always has a
positive {or zero) real part when p has positive (or zero) real part. Geometrically, it
means that the rational function A(p} maps every point in the closed right half (i.e.,
including the imaginary axis) of the complex plane into the closed right half of the
#{p) planie. The concept of positive real functions originally arase in the context of
circuit theory, where the transfer function of a passive network (passive in the sense
that no energy is generated in the network, e.g., a network consisting of only
inductors, resistors, and capacitors) is rational and positive real. In section 4.7, we
shall reconcile the PR concept with passivity.

Example 4.14: A strictly positive real function

Consider the rational function

l
# [
P Y
which is the transfer function of a first-order system, with A > §. Corresponding to the complex
variable p = ¢ + j i,
1 _ S+h-jo
Grh+jm (g+0)+o?

() =

Obviously, Re(#(p)l =20 if 620 Thus, &(p) is a positive real function. In fact, one can easily
see that A{ p} is strictly positive real, for exampie by choosing £ = 4/2 in Definition 4.9, ad

For higher-order transfer functions, it is often difficult to use the definition
directly in order to test the positive reafness condition, because this involves checking
the positivity condition over the entire right-half of the complex plane. The following
theorem can simplify the algebraic complexity.
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Theorem 4.10 A transfer function h{p) is strictly positive real (SPR) if and only If
i) h(p) is a strictly siable transfer function

ii} the real part of h(p) is strictly positive along the jo» axis, i.e.,

Vo200 Rehjo)]>0 (4.34)

The proof of this theorem is presented in the next section, in connection with the so-
called passive systems.

The above theorem implies simple recessary conditions for asserting whether a
given transfer function A{p) is SPR:

+ h(p) is strictly stable

+ The Nyquist plot of h(jw} lies entirely in the right half complex plane.
Equivalentiy, the phase shift of the system in response te sinusoidal inputs is
always less than 90°

e A(p) has refative degree Gor 1

s h(p} is strictly minimum-phase (i.e., all its zeros are sirictly in the [eft-
half plane)

The first and second conditions are immediate from the theorem. The last two
conditions can be derived from the second condition simply by recalling the procedure
for constructing Bode or Myquist frequency response plots (systems with relative
degree larger than 1 and non-minimum phase systerns have phase shifts larger than
90° at high frequencies, or, equivalently have parts of the Nyquist plot lying in the

left-half plane).
Example 4.15: SPR. and non-SPR transfer functions

Consider the following systems

-1
hipy = 2.
e pleap+h
hz{_p}:._.'?_t_i._.
pi-p+1
halp) = ——
3 pleapth
1
fl4(p):.-.__p_j____
2
pct+p+|

A ——
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The transfer functions Ay, #, . and £4 are not SPR, because & is non-minisnum phase, £, is
uastable, and 43 has relative degree larger than L.

Is the (steictly stable, minimum-phase, and of relative degree 1) function #, actually SPR?
We have

jo+l  _ e+lli-el-jo+1)
— w2+ o+ [ - w?2+ ol

hajw} =
(where the second equality is obtained by multiplying numerator and denominator by the complex
coniugate of the denominator) and thus

~olsl+o? 1
N-o2+w? [1-0?2+0?

Re[ hy(jo) ] =
which shows that &y is SPR (since it is also strictly stable). Of course, condition (4.34) can also
be checked directly on a comiputer, a

The basic difference between PR and SPR transfer functions is that PR transfer
functions may tolerate poles on the je axis, while SPR functions cannot.

Example 4.16: Consider the transfer function of an integrator,
1
kp) =~
P

Its vafue corresponding o p =G + j@ is

g-jw®
clim?

hip) =

One easily sees from Definitior 4.9 that A(p) is PR but not SPR. |

More precisely, we have the following result, which complements Theorem
4.10.

Theorem 4.11 A sransfer function h(p) is positive real if, and only if,
i} h(p) is a stable ransfer function

{ii} The poles of W{p) on the ja axis are simple (ie., distinct) and the
associated residues are real and non-negative

HE) Reth(ja] 20 for any w20 such that jo is not a pole of K p)
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4.6.2 The Kalman-Yakubovich Lemma

If a wransfer function of a system is SPR, there is an important matheratical property
associated with its state-space representation, which is summarized in the celebrated
Kalman-Yakubovich (KY) lemma.

Lemma 4.4 (Kalman-Yakubovich) Consider a controllable linear time-invariant
system

X=Ax+bu
y=¢clx
The ransfer function
hp)=cT[pl~AY D (4.35)

is strictly positive real If, and only if, there exist positive definite matrices P and
such that

ATP+PA = -Q (4.36a)
Pb = ¢ {4.36b)

The proof of this lemma is presented in section 4.7 in connection with passivity in
linear systems. Beyond its mathematical statement, which shall be extensively used in
chapter 8 (Adaptive Control), the KY lemma has important physical interpretations
and uses in generating Lyapunov functions, as discussed in section 4.7.

The KY lemma can be easily extended to PR systems. For such systems, it can
be shown that there exist a positive definite matrix P and a positive semi-definite
matrix  such that (4.36a) and (4.36b) are verified. The usefulness of this result is that
it is applicable to transfer functions containing a pure integrator ( 1/p in the
frequency-domain), of which we shall see many in chapter 8 when we study adaptive
controller design. The Kalman-Yakubovich lemma is aiso referred to as the positive
real lemma.

In the KY lemma, the invoived system is required to be asymptotically stable
and completely controllable. A modified version of the KY lemma, relaxing the
controllability condition, can be stated as follows:
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Lemma 4.5 (Meyer-Kalman-Yakubovich) Given a scalar Y2 0, veciors b and c,
an asymptotically stable matrix A, and a symmetric positive definite matrix L, if the
transfer function

H(p) = 32l + cl[pl-AT b
is SPR, then there exist a scalar € >0, a vecior q, and a symmetric positive definite
matrix P such that

ATP+PA = ~qq" -¢L

Pb=c+'\l?q

This lemma is different from Lemma 4.4 in two aspects. Firse, the involved
system now has the output equarion

C Ty
=C¢'Xx + N
Y 2

Second, the system is only required to be stabilizable (but not necessarily
controllable}.

4.6.3 Positive Real Transfer Matrices

The concept of positive real transfer function can be generalized to rational positive
real matrices. Such generalization is useful for the analysis and design of multi-input-
multi-output nonlinear control systems.

Definition 4.11  An mxam ransfer marrix H(p) is called PR if
H(p) has elements which are analytic for Re(p) » 0;
H(p) + HT(p") is positive semi-definite for Re(p) > 0.

where the asterisk * denotes the complex conjugate transpose. H(p) is SPR if
H(p — ¢} is PR for some £ > 0.

The Kalman-Yakubovich lemma and the Meyer-Kalman-Yakubovich [emma can be
easily extended 1o positive real transfer matrices.
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4.7 The Passivity Formalism

As we saw earlier, Lyapunov functions are generalizations of the notion of energy in a
dypamic system. Thus, intuitively, we expect Lyapunov functions to be "additive”,
i.e., Lyapunov functions for combinations of systems to be derived by simply adding
the Lyapunov functions describing the subsystems. Passivity theory formalizes this
intuition, and derives simple rules to describe combinations of subsystems or "blocks”
expressed in a Lyapunov-like formalism. [t also represents an approach to
constructing Lyapunov functions or Lyapunov-like functions for feedback control

purposes.
As a motivation, recall first that the dynamics of state-determined physical

systems, whether linear or nonlinear, satisfy energy-conservation equations of the
form

%[Stored Energy] = [External Power Input] + [Internal Power Generation]

These equations actually form the basis of modeling technigues such as bond-graphs.
The external power input term can be represented as the scalar product yTu of an input
("effort” or "flow”) u, and a output ("flow" or “effort™) y.

o the following, we shall more generally consider systems which verify
equations of the form
Vio=y,Tu; - g, 4.37)

where V(1) and g (1) are scalar functions of time, u, is the system input, and y, is its
output. Note that, from a mathematical point of view, the above form is guite general
(given an arbitrary system, of input u;(¢) and output y{z), we can let, for instance,
gi(H=0 and V((H)= J" y,T(r} u (#ydr). It is the physical or "Lyapunov-like"
properties that V{1 a;l}d g1(0 may have, and how they are transmitted through
combinations with similar systems, that we shall be particularty inierested in.

4.7.1 Block Combinations

Assume that we couple a system in the form (4.37), or power form, to one verifying
the similar equation

Volt) = 3T uy = go(0)

in a feedback configuration, namely 4, =y, and u| = — y; (Figure 4.4), assuming of
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course that the vectors u; and y ; are all of the same dimension. We then have

d
a};[ Vil + V(] = —{ g+ 8,001 (4.38)
u ==Yy ¥y
vl ' gl
l—v- Voo 8 Figure 4.4 : Two blocks of the form
¥ Uo=¥;

(4.37), in a feedback configuration

Let us assume that the function V;+V» is lower bounded (e.g., is positive). Then,
using the same reasoning as in section 4.5, we have

eI V120,81 +gy(0) 2 0, then the funciion V) + V), is upper bounded,
and

J'm [81() + g1} ) dt < o0

e If in addition, the function g +g, is uniformly continuous, then
(gt +8x8 )1 =0 as r 500,
* In particular, if g((f) and gy(#) are both non-negative and uniformly

continuous, then they both tend to zero as r — o2

Note that an explicit expresston of V; + V; is not needed in the above results. More
generally, without any assumption on the sign of V| +V, or g; + g, , we can state
that '
e If V| +V, has a finite limit as r—> o0 , and if g| +g, is uniformly
continuous, then [ g () +gx() ] =0 as ¢ —> oo,

A system verifying an equation of the form (4.37) with V| lower bounded and
£120 is said to be passive (or to be a passive mapping between u) and y|).
Furthermore, a passive system is said to be dissipative if

IWY|T(f)U,(r)df z0 = Imgl(t)df >0
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Example 4.17: The nonlinear mass-spring-damper system
m¥+x2id+xT=F

represents a dissipative mapping from external force F to velocity &, since

Of course, here V, is simply the total (kinetic plus potential) energy stored in the system, and
g is the dissipated power. O

Example 4.18: Consider the system (Figure 4.5)

f+ M= {4.39)
y=hix)
hix}
i X ¥
—— {439 — - R
FIL.TEF.
NONLINEARITY

Figure 4.5 : A passive single-input single-output system

whete the function ) is of the same sign as its argument, although not necessarily continuous, and
My = 0. The mapping i - y is passive, since

d* RV
Ejoh(ﬁ]dﬁ, = Bk = yu— MO X

with th(ﬁ]dﬁ = 0 and Al Ay x 2 0 for all x. The mapping is actually dissipative if A(r) is
»

not identically zero.
Of course, the funclion A(n may actually be of the form Alx(n]. For instance, the system

k+xizu

2

y=x—sin“x

is a dissipative mapping from i to ¥. a
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A particularly convenient aspect of formalizing the construction of Lyapunoyv-
like functions as above, is that parallel and feedback combinations of systems in the
power form are still in the power form. Indeed, it is straightforward to verify that, for
both the parallel combination and the feedback combination (Figure 4.6), one has

yiu =y ug + 0wy
Namely, for the parallet combination
ylu = (y1+72 Yu= hT“ + .Y2T“ = Y|T“1 + .Ylelz
and for the feedback combination
yTu = 3T (452 = 57w + v7y, = 3T + 07y,

Incidentally, this result is a particular case of what is known in circuit theory as
Tellegen’ s power conservation thegrem. Thus, we have, for the overall system

V=V +V, g=g1+82

By induction, any combination of feedback andfor parallel combinations of
systems in the power form can also be described in the power form, with the
corresponding V and g simply being equal to the sum of the individual V; and g, .

V=ZV; g=Zgl-

u=u ¥
V. & t
u yen+y
|V .8
u,=u 2 2 ¥
=u-y ¥
.
" Vs - y=v
V8
Y2 =¥,

Figure 4.6 : Parallel and feedback combinations
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The power of this simple result is, of course, that it does not require that the
subsystems be linear.

Note that, assuming that V is lower bounded, the overall system can be passive
while some of its components may be "active” { g; < 0 }: for the system to be passive,
the sum of the g; has to be positive, ie., there should be more overall "power
dissipation” in the system than there is "power generation”, Also, note that the
passivity of a block is preserved if its input or its output is multiplied by a strictly
positive constant (an input gain or an output gain}, since this simply multiplies the
associated V; and g; by the same constant. Thus we have, more generally

V=) oV, £=2,0; &
[ i
where o is the product of the input gain and the output gain for block 7.

Example 4.19: Consider again the adaptive control system of Example 4.13. The fact that

can be interpreted as stating that the mapping 8 w(f) — ¢ is dissipative. Furthermore, using the
parameter adaptation faw

B=—ew) (4.40)

then corresponds to inserting a passive feedback block between e and — 0 w{s) , since

0

1592 = ~8wl)e

2de

Note that, for a passive system, we may always assume that g =0, simply by
adding _[' g(ry dr to the original V. Hence, the definition of passivity is often written

as

Joa >~-c0,¥i20, _ryT(r)“(f)dfza (4.41)

which simply says that there exists a lower bounded V such that g=0.

Also, note that the power form is expressed in terms of the dot-proeduct yiu
Therefore, if u, and y,, are other choices of inputs and outputs for the system such that
yaT u, = y7u at all times, then they satisfy the same passivity properties as u and y.
For instance, if the mapping u —> y is passive, so is the mapping Au — ATy,
where the matrix A is any (perhaps lime-varying) invertible matrix. In particular,
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passivity is conserved through orthogonal transformations ( A AT =1). Furthermore,
nete that the dimension of the vectors u, and y, is not necessarily the same as that
of the vectors w and y.

4.7.2 Passivity in Linear Systems

An important practical feature of the passivity formulation is that it is casy 1o
characterize passive linear systems. This allows linear blocks to be straightforwardly
incorporated or added in a nonlinear controt problem formulated in terms of passive

mappings.

As we shall now show, a strictly stable linear SISQ system is passive if, and
only if,

Ywz0,Relh(jm)] =20 (4.42)

where k is the transfer funciion of the systern {which we shall assume to be rational)
and Re refers io the real part of a complex number. Geometrically, condition (4.42)
can also be written as (Figure 4.7)

Yoz0, |Argh(o)| < (4.43)

R
2
Thus, we see that a strictly stable linear SISO system is passive if, and only if its
phase shift in response to a sinusoidal input is always less than (or equal ta) 90°.

m
hfjw)

Arg h(jw)

\ Re Figure 4.7 : Geomelric interpretation of
the passivity condition for a linear SISO
& system

Proof of condition (4,42); The proof is based on Parseval's theorem, which relates the time-
domain and frequency-domain expressions of a signal’s squared norm or "energy”, as well as
thase of the correlation of two signals.

%_

Consider a strictly stable linear SISO system, of transfer function y(7)u{ p} = k(p}, initially
at rest {y=0) at =0. Let us apply 10 this system an arbitrary control input between ¢ = 0 and
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some positive fime f, and no input afierwards. Recalling expression {(4.41) of passivity, we

compuie

t =) 1 o0 .
rlulridr = N dr = — fo) u (jo) dad
{ynunar = [ sorurde =g [ so)uGo
where the first equality comes from the fact that « is zero after fime ¢ (and, of course, both x and y
are zero for negative time), and the second equality comes from Parsevai’s theorem, with the
superscript * referring to complex conjugation, Since y{jw} = ki jto) u{ j10) , we thus have

Lo I Rt a
J’o W) dr = o= I_mh(;w) [t jond] 2 do>

Now since h is the transfer fonction of a real system, its coefficients are real, and thug
b~ jo) = [A(jon)]* . Hence,

[ rouna =1 [ Retngon wgon? do (444
[ o

Given expression {4.41) of passivity, equation (4.44)} shows that (442) is a sufficient
condition for the system to be passive. Indeed, taking an arbitrary input u, the integrat
J’" ¥(rYu{r) dr does not depend on the values of » at times later than f (so that our eartier
@

assumption that ¢ is zero after time 7 is not testrictive).

Equation (4.44} also shows that (4.42) is a necessary condition for the system to be passive.
Indeed, if (4.44) was no? verified, then there would be a finite interval in « over which
RelH{ joy)] < 0, because k is continuous in @. The integral could then be made arbitrarily negative
by choosing |u(jw)] Yarge encugh over this finite interval. a

Note that we have assumed that A{(p) is strictly stable, so as to guarantee the 3
existence of the frequency-domain integrais in the above proof. Actvally, using
standard results in complex variable analysis, the proof can be extended easily to the
case where h(p) has perhaps some poles on the ja axis, provided that these poles be
simple (i.e., distinct) and that the associated residues be non-negative. As discussed
carlier in section 4.6, systems belonging (o this more general class and verifying
condition (4.42) are called positive real (PR) systems. Thus, a linear single-input
system is passive if (and only if) it (s positive real.

Condition (4.42) can also be formally stated as saying that the Nyquist plot of & 1§

is in the right half-plane. Similarly, if the Nyquist plot of a strictly stable (or PR)
linear system of transfer function 4 is strictly in the right half-plane (except perhaps

form=0o2), i.e,if
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V=0, Re[A(jw)] >0 (4.45)

then the system is actually dissipative. As discussed in section 4.6, strictly stable linear
systems verifying (4.45) are called sirictly positive real (SPR) systems.

It can also be shown that, more generally, a strictly stable linear MIMO system
is passive if, and only if

Y w20, H(jo) + HI(~ jo) = 0
where H is the transfer matrix of the system. It is dissipative if

V@20, Hjw) + HI (- jo) > 0

THE KALMAN-YAKUBOVICH LEMMA

For linear sysiems, the closeness of the concepts of stability and passivity can be
understood easily by considering the Lyapunov equations associated with the systems,
as we now show. The discussion afso provides a more intuitive perspective on the KY
lemma of section 4.6.2, in the light of the passivity formalism.

Recali from our discussion of Lyapunov functions for linear systems (section
3.5.1) that, for any strictly siable linear system of the form X = A x, one has

¥ Q symmetric p.d., 3P symmetric pd. , suchthat ATP+PA=-Q (4.46)

an algebraic matrix eguation which we referred to as the Lyapunov equation for the
linear system. Letting

1

Va=LyTp
2x X
yields
: 1.7
V=—_x
5 Qx

Consider now a linear system, strictly stable in open-loop, in the standard form
Xx=Ax+Bu y=Cx

The Lyapunov equation {4.46} is verified for this system, since it is only related to the
system’s stability, as characterized by the matrix A, and is independent of the input
and output matrices B and C. Thus, with the same definition of V as above, V now
simply contains an extra term associated with the input u
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P:xTme+mn=xﬁmu—%ﬂQx (447

Since y = Cx, we see that (4.47) defines a dissipative mapping between u and y,
provided that the matrices B and C be related by

C=BTP

This result, known as the Kalman-Yakubovich (KY} lemma, shows the closeness of the
passivity and stability concepts, given compatible cheices of inputs and outputs, Since
the Lyapunov equation (4.46) can be satisfied for any arbitrary symmetric p.d. matrix
Q, the KY lemma states that given any open-loop strictly stable linear systern, one can
construct an infinity of dissipative input-output maps simply by using compatible
choices of inputs and outputs. In particular, given the system’s physical inputs and the
associated matrix B, one can choose an infinity of outputs from which the linear
system will look dissipative,

In the single-input case, and given our carlier discussion of frequency-domain
characterizations of the passivity of linear systems, the KY lemma can be equivalently
stated as Lemma 4.4. Note that the controllability condition in that frequency-domain
formutation simply ensures that the transfer function h(p) completely characterizes the
linear system defined by (A, b, ¢) (since P is symmetric positive definite and (A, b} is
conirollable, thus (A, ¢7) = (A, bTP) is observable). Also, as noted earlier, the KY
lemma can be extended to PR systems, for which it can be shown that there exist a
positive definite matrix P and a positive semi-definite matrix Q such that (4.36a) and
{4.36b) are verified. The main usefulness of this result is that it is applicable to
transfer functions containing a pure integrator, which are common in adaptive
controller design.

Example 4.20: The passivity of the adaptation law {4.40} of Example 4.19 can alse be shown
directly by noticing that the infegrator structure

B=—cwin

implies that the mapping - e w{f) — 0 is passive, and therefore that the mapping ¢ — —w{n) @
is also passive (since B [—ew(D]=[-w(y 0] e).

Furthermore, the passivity interpretation shows that the integrator in the above update law
can be replaced by any PR transfer function, while stll guaranteeing that the tracking error e
tends 10 zere. Indeed, since the dissipation term g, is simply zero using the original update law,
the XY lemma shows that, with the modified update law, there exists a symsmetric positive
definite matrix P and a symmetric positive semi-definite matrix Q (which, in this simple firsi-
order case, are simnply scalars P >0 and © 20 ) such that
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V=e1+P91+JrQ[9(;-)]1dr
a

Ve —2e2
The tracking convergence proof can then be completed as before using Barbalat's lemma.
Thus, the passivity interpretation can quickly suggest additional design flexibility. O
PASSIVITY INTERPRETATION OF SPR SYSTEMS

The passivity interpretation of SPR systems may allow one (o quickly determine
whether a transfer function is SPR, using physical insights.

Consider for instance the transfer function

10p

hs(p) = ————
M ap2isp+ 1

We can determine whether k5 is SPR using a procedure similar to that used for the
function A4 in Example 4.15. We can also simply notice that k5 can be interpreted as
the transfer function of a mass-spring-damper system

4¥+5k+x = 10u
y=x

with force as input and velocity as output. Thus k5 is dissipative, and thus SPR (since
it is also strictly stable).

Finally, one can easily verify that
o If A(p) is SPR,s0is 1/R{p)
o If #1;(py and ho(p) are SPR, sois
h(p) = 0y h((p) + 0 hix(p)
provided that o) 20 and o 20
o If h(p) and fix(p) are SPR,sois

h(p)

Wpy = —. 7
(P) 1+ A{p) hyip)

which is the overali transfer function of the negative feedback system having
k| (p) as the forward path transfer function and hz{p) as the feedback path
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transfer function

While these results can be derived directly, they are simply versions specific to the
lLinear single-input case of more general properties of passive systems. The first result
simply reflects the fact that the input # and the output y play a symmetric role in the
definition of passivity, The last two results represent the linear single-irput frequency-
domain interpretation of our earlier general discussion on the combination of passive
blocks. Actually, if either %(p) or h,(p) is SPR, while the other is merely passive,
then A(p) is SPR. This allows us to easily construct new SPR wansfer functions
simply by taking any stable transfer function having a phase shift smalier than 90° at
all frequencies, and putting it in feedback or in paralle] configuration with any SPR
transfer function.

4.8 * Absolute Stability

The systems considered in this section have the interesting structure shown in Figure
4.8. The forward path is a linear time-invariant system, and the feedback part is a
memoryless nonlinearity, i.e., a nonlinear static mapping. The equations of such
systems can be written as

k= Ax -~ boy) (4.48a)
y=¢Tx (4.48b)

where ¢ is some nonlinear function and G(p) = cTpI~AY b . Many systems of
practical interest can be represented in this structure,

Figure 4.8 : System structure in absolute
stability problems

e bt v

THE ISSUE OF ABSOLUTE STABILITY

The nonlinear system in Figure 4.8 has a special structure. If the feedback path simply
contains a constant gain, Le., if §(y} = o y, then the stability of the whole system, a
linear feedback systemn, can be simply determined by examining the eigenvalues of the
closed-foop system matrix A - abe?. However, the siability analysis of the whole
system with an arbitrary nonlinear feedback function ¢ is much more difficult.




Sect. 4.8 * Absolute Stability 143

In analyzing this kind of system using Lyapunov’s direct method, we usually
require the nonlinearity to satisfy a so-called sector condition, whose definition is
given below.

Definition 4.12 A continuous function § is said to belong 1o the secior k|, k), if
there exists two non-negarive numbers k| and ky such rhat

y£0 = K < ‘f’T(”) < ky (4.49)
Geometrically, condition (4.49) implies that the nonlinear function always lies
between the two straight lines &, y and k5, as shown in Figure 4.9. Two properties are
implied by equation (4.49). First, it implies that ¢{0) =0. Secondly, it implies that
yo(y) 20, i.e, that the graph of ¢(y) lies in the first and third quadrants. Note that in
many of later discussions, we will consider the special case of ¢(y) belonging to the
sector [0, &), f.e, 3 k > 0, such that

0o =ky (4.50)

Figure 4.9 : The sector condition (4.49)

Assume that the nonlinearity ¢{y) is a function belonging to the sector [4, k1],
and that the A matrix of the linear subsystem in the forward path is stable {i.e.,
Horwitz). What additional constraints are needed to guarantee the stability of the
whole system? In view of the fact that the nonlinearity in Figure 4.9 is bounded by the
two straight fines, which correspond to constant gain feedback, it may be plausible
that the stability of the nonlinear system should have some relation to the stability of
constant gain feedback systems. In 1949, the Soviet scientist M.A. Aizerman made
the following coniecture: if the matrix [A —beT k] is stable for all values of k in
(ky, k), then the nonlinear system is globally asymptotically stable.
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POPOV’S CRITERION

Aizerman’s is a very interesting conjecture. If it were true, it would atlow us (o deduce
the stability of a nonlinear system by simply studying the stability of linear systems.
However, several counter-exmmples show that this conjecture is false.  After
Aizerman, many researchers continued to seek conditions that guarantee the stability
of the nonfinear system in Figure 4.8. Popov’s criterion imposes additional conditions
on the linear subsystem, leading to a sufficient condition for asympictic stability
reminiscent of Nyquist’s criterion (a necessary and sufficient condition) in linear

system analysis.

A number of versions have been developed for Popov's criterion. The following
basic version is fairly simple and useful.

Theerem 4.12 (Popov®s Criterion) If the system described by (4.48) satisfies the
conditions

* the mairix A is Hurwitz (i.e., has all its eigenvalues strictly in the left half-
plane) and the pair [A, bl is controllable

* the nonlinearity O belongs fo the secror [0, &}

* there exists a stricily positive number O such that
Vo20  Re[(]+j0m) GGoN + % > e 4.51)

Jor an arbitrarily small € > 0, then the point 0 is globally asymptotically siable.

Inequality (4.51) is called Popov's inequality. The criterion can be proven
constructing a Lyapunov function candidate based on the KY lemma.

Let us note the main features of Popoy’s criterian:
« It only applies to autonomous systems.
It is restricted to a single memoryless nonlinearity.

* The stability of the nonlinear system may be determined by examining the
frequency-response functions of a linear subsystem, without the need of
searching for explicit Lyapunov functions.

» It only gives a sufficient condition.

The criterion is most easy to apply by using its graphical interpretation. Let

L e
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G(jm) =G (o) + jGHw)

Then expression {4.51) can be written
G(@) - 2 0Go(0) + % > ¢ @.52)

Now let us construct an associated transfer function W(jw), with the same real part as
G{j ), but an imaginary part equal to & Im{G{j @)}, i.e.,

Wia)=x+jy =G(®) +jorGy(m)

Then (4.52) implies that the nonlinear system is guaranteed io be globally
asymptotically stable if, in the complex plane having x and y as coordinates, the polar
plot of W(jw) is (uniformly) below the line x — oty + (1/k) =0 (Figure 4.10). The
polar plot of W is called a Popov plot. One easily sees the similarity of this criterion
to the Nyquist criterion for linear systems. In the Nyquist criterion, the stability of a
linear feedback system is determined by examining the position of the polar plot of
G(jw) relative to the point (O, — 1), while in the Popov criterion, the stability of a
nonlinear feedback system is determined by checking the position of the associated
transfer function W(jo) with respect to a line,

Figure 4.10 : The Popov plot

Example 4.21: Let us determine the stability of a nonlinear system of the form (4.48) where the
linear subsystem is defined by

p+3

Gljoy=—"———
/ p+ip+10

and the nonlinearity satisfies condition (4.50).

First, the linear subsystem is strictly stable, because its poles are ~2 and — §. It is also
controllable. because there is no pole-zero cancellation. Let us now check the Popov inequality.
The frequency response function G{jw) is
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Gy =St
—02+ T+ 10
Therefore,
2
G, = 40+ 30

@t + 2002 + 100

_ —a(e?+11)
2 ot 290l + 100

Substituting the above ingo (4.52) leads 1o

40?430+ w0 (@2 11)+ (i —e)(e? + 29024 (00)>0

It is clear that this inequality can be saisfied by any strictly positive number ¢, and any strictly
positive number &, i.e., 0 <k < ©>. Thus, the nonlinear system is globally asymptotically stable as
long as the nonlinearity belongs to the first and third quadrants. O

THE CIRCLE CRITERION

A more direct generalization of Nyquist’s criterion to nonlinear systems is the circle
criferion, whose basic version can be stated as follows.

Theorem 4.13 (Circle Criterion)  If the system (4.48) satisfies the conditions

s the matrix A has no eigenvalue on the jo) axis, and has p eigenvalues
strictly in the right half-plane;

 the nonlinearity ¢ belongs to the sector [k, ka2 ;
+ one of the following is irue

& 0 <k Lk, the Nyquist plot of G(jw) does not enter the disk
D&y, ko) and encircles it p times counter-clockwise;

* 0=k <k, , and the Nyquist plot of G(jw) stays in the half-plane
Rep>—1/ky

® fty <0 <ky , and the Nyquist plor of G(j®) stays in the interior of
the disk Tk, kp) ;

® k) <ky <@, the Nyquist plot of — G(jw) does not enter the disk
D{(—k(, =k} and encircles it p times counter-clockwise;

then the equilibrium point O of the system is globally asymprotically stable.
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Dk, k) Im Gjw)

N

-1k

RerG(j @)

-1 2

Figure 4,11 : The circle criterion

Thus we see that, essentially, the critical point — 1/4 in Nyquist’s criterion is
replaced in the circle criterion by the circle of Figure 4.11 (which tends towards the
point — }/ky as k, tends o &y, i.e., as the conic sector gets thinner). Of course, the
circle criterion states sufficient but not necessary conditions.

The circle criterion can be extended to non-autonomous systems.

4.9 * Establishing Boundedness of Signals

In the stability analysis or convergence analysis of nonlinear systems, a frequently
encountered problem is that of establishing the boundedness of certain signals. For
instance, in order to use Barbalat’s lemma, one has to show the uniform continuity of
j’, which can be most conveniently shown by proving the boundedness of f Similarly,
in studying the effects of disturbances, it is also desirable to prove the boundedness of
system signals in the presence of disturbances. In this section, we provide two useful
resulis for such purposes.

THE BELLMAN-GRONWALL LEMMA
In system analysis, one can often manipulate the signal relations into an integral

inequality of the form

¥ £ [ a@y@dr+ b (4.53)

where y(¢), the variable of concern, appears on both sides of the inequality. The
problem is to gain an explicit bound on the magnitude of y from the above inequality.
The Bellman-Gronwail lemma can be used for this purpose,
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Lemma 4.6 (Bellman-Gronwall) Ler a variable y(f) satisfy (4.53), with aft), b{t)
being known real funciions. Then

W) < j' a(T)b(T) exp [j'a(r)dr] dt + b(s) (4.54)
a T

If b(1) is differentiable, then

¥(1) < b(0}) exp [_ra(t}d‘th j "Bty expl j "a(rdrldt {4.55)

In parricular, if bit) is a constant, we simply have
¥{(£) £ b(0) exp [I’a(‘t)d‘t] {4.56)
[

Proof: The proof is based on defining a new variable and transforming the integral inequality tato
a differential equation, which can be easily solved. Let

!
W =J‘ DD T @.57
7

Ther differentiation of v and use of (4.53) leads to

V= alf) yin < al) v + al bl

$(1) = al) yiey — () v(f) - alr} b(n)
which is cbviously a non-positive function. Then v(1) satisfies
(1~ alfyv(r) = alybla) + s(1)

Selving this equation with initial condition v(0} = 0, yields

W) = I;cxp [_ra(r) dr] (T b(T) + s()] a1 (4.58)
T

Since #(-) is a non-positive function,

t t
v(1) Sj exp[j a(rydr] a(D)HT) 4T
o T

This, together with the definition of v and the inequatity (4.53), leads to

i

oty i o R S %,
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! {
GRS I exp [I a(r)dr] a{TYH(TrdT + Bi1)
i T

if b(t) is differentiable, we obrain, by partial integration

J';exp[.l-:a(r)dr] a1t = — At exp| J f.cr(."]d'r] I :::} + j!:"b(t)cxp[_lda(r)dr]d‘c O
o t t o T

TOTAL STABILITY

Consider the nonlinear system
¥+283+3x=d0 (4.59)

which represents a non-linear mass-spring-damper system with a disturbance d(y)
{(which may be due to unmodeled Coulomb friction, motor ripple, parameter
variations, efc). Is x bounded when the disturbance is bounded? This is the main
question addressed by the so-called total stability theory (or stability under persistent
disturbances).

In total stability, the systems concerned are described in the form
x=1M(x, )+ g(x, 1) (4.60)

where g(x,f} is a perturbation term. Qur objective is to derive a boundedness condition
for the perturbed equation (4.60) from the stability propesties of the associated
unperturbed system

%= f(x, ) (4.61)

We assume that x = 0 is an equilibrium point for the unperturbed dynamics (4.61), i.e.,
f(0.7)=0. But the origin is not necessarily an equilibrium point for the perturbed
dynamics (4.60). The concept of total stability characterizes the ability of a system to
withstand small persistent disturbances, and is defined as follows:

Definition 4.13  The equilibrium point X =0 for the unperiurbed system (4.61) is
said to be totally stable if for every € 20, two numbers 8; and &, exist such that
Bxie )l <8 and llgtx.n0ll <8, imply that every solurion x{t) of the perturbed system
{4.60) satisfies the condition [|x(f)fj < &.

The above definition means that an equilibrium point is totally stable if the state
of the perturbed system can be kept arbitrarily close to zero by restricting the initial
state and the perturbation to be sufficiently small. Note that total stability is simply a
local vession (with smafl input) of BIBO (bounded input bounded output) stability. It
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is also useful to remark that if the unperturbed system is linear, then total stability is
guaranteed by the asymptotic stability of the unperturbed system.

The following theorem is very useful to assert the total stability of a nonlinear
system.

Theorem 4.14  [f the equilibrium point of {(4.61) is uniformly asymptotically stable,
then it is totally stable.

This theorem can be proven by using the converse Lyapunov theorem 4.8. It means
that uniformly asymptotically stable systems can withstand small disturbances.
Becanse vniformly asymptotic stability can be asserted by the Lyapunov theorem 4.1,
total stability of a system may be similarly established by theorem 4.1. Note that
asymptotic stability is not sufficient to guarantee the total stability of a nonlinear
system as can be verified by counter-examples. We also point out that exponentially
stable systems are always totaily stable because exponential stability implies uniform
asymptotic stability.

Examplé 4,22: Consider again the system (4.59). Let us analyze the stability of the unperiurbed
system
¥+258343x=0

first. Using the scalar function

V(x) = % (¥2+3xY

and the iovasiant set theorem, one easily shows that the equilibrium point is globally
asymptotically stable. Because the system is autonomous, the stability is slso uniform, Thus, the
above theorem shows thal the system can withstand small disturbances (1. O

Total stability guarantees boundedness to only small-disturbance, and requires
only local uniform asymptotic stability of the equilibrium point. One might wonder
whether the global uniform asymptotic stability can guarantee the boundedness of the
state in the presence of large {though still bounded) perturbations. The following
counter-example demonsirates that this is not true.

Example 4.23: The nonlinear equation
¥4+ o=wln) (4.62)

can be regarded as representing mass-spring-damper system containing nonlinear damping %)
and excitation force wi{r}, where £ is a first and third quadrant continuous nonlinear function such

that

oo e L
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Ifril=s]l  —o0o<cycoo

as illustrated in Figure 4,12,

Y

Figure 4.I12 : A nonlinear damping
function

The system is totally stable, because the equilibrium point can be shown to be globatly uniformly
asymptotically stable using the Lyapunov function V = (1/2)(¥2 + x2). Is the output bounded for
bounded input?

Let us consider the response of the system to the excitation force w(r) = Asint, A>8/m. By
writing (4.61) as

X+ x=Asint—fl3)

and salving this linear equation with {A sin ¢ — f(X)} as input, we obtain

t
(1) = é(sinr —1cost} —j!sin{r —Df(Ddr 2 ’i(sinr - rcosf}—j [sin(r— T} dt
2 0 2 0

The integral on the right-hand side can be shown to be smaller than (2/r)(l + €} for any r27,,.
ande > 0and some 7,. Atz =(2a+ 1)n,

)2 @t DRlA -2 4e)]
2 n

Therefore, if we take A > 8/m and £ = 1f2, x(1,} — ©°. ]

410 * Existence and Unicity of Solutions

This section discusses the mathematically important question of existence and unicity
of solutions of nonlinear differential equations. We first describe a simple and quite
general sufficient condition for a nonlinear differential equation to admit a solution,
and then simple but conservative conditions for this solution to be unique,
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Theorem 4.15 (Cauchy existence theorem) Consider the differential equation
% = [(x, 1), with initial condition X(1,} = X,. If the function € is continuous in the closed
region

1=, S T, Ix—x,ll £ R

where T and R are strictly positive constants, then the equation has at leasr one
solution X(f) which satisfies the initial condition and is continuons over a finite time

period {1, ;] (where t| > t,).

The above theorem indicates that the continuity of f is sufficient for the local
existence of solutions, However, it does not guarantee the urigueness of the solution.

Example 4.24: An equation with multiple solutions

Consider the equation

§=3y28

with initial condition »(( = 0. Two of its solutions are y(fy=0and y = 3, 0

The following theorem gives a sufficient condition for the unique existence of a
solution. '

Theovem 4,16  [f the function KX, ¢} is continuous in {, and if there exists a strictly
positive constant L such rhar

Ifixp, ) — Fx. O < L X — X §f (4.63)

for all x; and x5 in a finite neighborhood of the origin and afl t in the inferval
Lt,. 1, + T1 (with T being a sirictly positive constant), then X =[(x, 1} has a unique
solution x(0) for sufficiemdy small initial states and in a sufficiently short time interval.

Condition (4.63) is called a Lipschitz condition and L is known as a Lipschitz
constant. If (4.63} is verified, thea f is said to be locally Lipschitz in x. If (4.63) is
verified for any time ¢, then f is said to be locally Lipschitz in x uniformly with respect
to ¢. Note that the satisfaction of a Lipschiiz condition implies (locally) the continuity
of f in terms of x, as can be easily proven from the definition of continuity.
Conversely. if locaily T has a continuous and bounded Jacobian with respect to x, then
£ is locally Lipschitz. When (4.63) is satisfied for any x| and x, in the state space, f is
said to be globally Lipschitz. The above theorem can then be extended to guarantee
unique existence of a selution in a global sense (i.¢., for any initial condition and any
time period).

While the condition for existence of solutions, as stated by Cauchy’s theorem, is
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rather benign, the sufficient condition for unicity is quite strong, and, actually, overly
conservative. Most results on nonlinear dynamics simply assume that f is smooth
enough to guarantee existence and unicity of the solutions. Note that this is always the
case of good physical system models {at least in classical physics).

Actually, precise mathematical resuits exist about the relation between the
existence of a Lyapunov function for a given system and the existence and unicity of
solutions (see, e.g., [Yoshizawa, 1966, 1975]). From a practical point of view, these
results essentially mean that the existence of a2 Lyapunov function to describe a system
will guarantee the system's "good behavior® under some mild smoothness
assumptions on the dynamics.

4.11 Summary

Some advanced topics in nomlinear control theory are presented in this chapter,
Lyapunov theory for non-autonomous systems is discussed first, Iis results are quite
similar to those for autonomous systems, although more involved conditions are
required. A major difference is that the powerful invartant-set theorem does not apply
10 non-awtonomous system, although Barbalat’s lemma can often be a simple and
effective substitute. A number of instability theorems are also presented. Such
theorems are vseful for non-autonomous systems, or for autonomous systems whose
linearizations are only marginally stable. Theorems on the existence of Lyapunov
functions may be of use in constructing Lyapunov functions for systems part of which
is known to have certain stability properties. The passivity formalism is also
introduced, as a notationaily convenient and physically motivated interpretation of
Lyapunov or Lyapunov-like analysis. The chapter also includes some results for
establishing the boundedness of signals in nenlinear systems.

4.12 Notes and References

A comprehensive yet readable book on Lyapunov analysis ol non-autonomous systems is [Hahn,
1967], on which most of the stability definitions in this chapter are based. The definitions and
results concerning positive definite and decrescent functions are based on [Hahn, 1967; Vidyasagar,
1978]. The statement and proof of Theorern 4.1 are adapted from [Kalmanr and Bertram, 1960].
Example 4.5 is adapted from {Vidyasagar, 1978], Example 4.6 from [Massera, 1949], and Example
4.7 from [Rouche, er al., 1977]. Figure 4.1 is adapted from A.5.M.E. Joummal of Basic Engineering,
1960 In section 4.2.2, the vesult on perturbed finear sysiems is from [Vidyasagar, 1978], while the
result on sufficient smoothness conditions on the A(r) matrix is from [Middleton, 1988]). Sections
4.2.3 and 4.3 are largely adapted from [Vidyasagar, 1978], where proofs of the main results can be
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found. The statement of Theorem 4.9 foliows that in {Bodson, 1986). Lemma 4.2 and its proof are
from [Popov, 1973]). An extensive study of absolute stability problems from a frequency-domain
perspective is contained in [Narendra and Taylor, 1973}, from which the definitions and theorems on
pusitive real functions are adapted. A more recent description of positive real functions and their
applications in adaptive control can be found in [Narendra and Annasswamy, 1989]. The Bellman-
Gronwall lemmia and its proof are adapted from [Hsu and Meyer, 1968}, The defirition and theorem
on fotal stability are based on [Habm, 1965]). Example 4.23 is adapted from [Desoer, et ¢f., 1903).

Passivity theory (see [Popov, 1973; Desoer and Vidyasagar, 1975]) is presented in a slightly
unconventional form. Passivity interpretations of adaptive control laws are discussed in [Landau,
1979]. The reader is referred to [Vidyasagar, 1978] for a detailed discussion of absolute stability.
The circle criterion and its extensions to non-autonomous systems were derived by [Narendra and
Goldwyn, 1904; Sandberg, 1964; Tsypkin, 1964; Zames, 1966].

Other important robustness analysis tools include singular perturbations (see, e.g.,
[Kokotovic, ef af., 1986]) and averaging (see, e.g, [Hale, 1980; Meerkov, 1980]).

Relations between the existence of Lyapunov functions and the existence and unicity of
solutions of nonlinear differential equations are discussed in [Yoshizawa, 1966, 1975].

4.13 Exercises

4.1 Show that, for a non-autonomous system, a system trajectory is generally not an invariant set.
4.2 Analyze the stability of the dynamics (corresponding to a mass sinking in a viscous liquid)
vi2alylv+bv=c a»0,b>0

4.3 Show that a function V(x,¢) is radially unbounded if, and orly if, there exists a class-K
function ¢ such that

Vix, oy 2 $(Ixl)
where the function ¢ satisfies

lim §illely = =

X — O

4.4 The performance of underwater vehicles control systems is often consirained by the
“unmodeled” dynamics of the thrusters. Assume that one decides 1o explicitly account for thruster
dynamics, based on the model

W= -oywjol + 0,7 o =000

w=hoio| bh=0
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where T is the torque input to the propeller, ¢ is the propeller's angular velocity, and « is the actual
thrust generated.

Show that, for a censtant torque input T, , the steady-state thrust is proportional to 1, (which is

qr

consistent witht the fact that thruster dynamics is often treated as “"unmodeled”).

Assuming that the coefficients ¢; and b in the above model are known with good accuracy,
design and discuss the use of a simple "open-loop™ observer for v (given an arbitrary time-varying
torque input T} in the absence of measurements of . {Adapted from [Yoerger and Slotine, 1990].}

4.5 Discuss the similarity of the results of section 4.2.2 with Krasovskii’s theorem of section 3.5.2.

4.6 Use the first instability theorem to show the instability of the vertical-up position of a
pendulum.

4,7 Show expticitly why the linear time-varying system defined by (4.18) does not satisfy the
sufficient cordition (4.19).

438 Condition (4.19) on the eigenvalues of A1+ AT(2) is only, of course, a sufficient condition.
For instance, show that the linear time-varying system associated with the matrix

-1 2
-1

AN =

is globally asymptotically stable.

4.9 Determine whether the following systems have a stable equilibrium. Indicate whether the
stability is asympiotic, and whether it is global.

@ X -0 Xy
a =
.i'z 0 -2 X2

* [ X ~1  2sinr X

ks ] 0 —¢+D || %
© [ X | 1 B2 X
g =

iz J 0 -2 Xz

410 If a differentiable funciion f is lower bounded and decreasing ( f £ 0), then it converges to a
limi¢, However, f does not necessarily converge to zero. Derive a counter-example. (Hinr: You may
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use for ~f a function that peaks periodically, but whose integral is finite.)

4.11 (a) Show that if a function £ is bounded and uniformly continuous, and there exists a positive
definite fuaction F{f, 1} such that
o

I FUF(), 1) dr < o0

Ll

then fir ) tends to zero as 1 — 29,

(b} For a given autonomous nonlinear system, consider a Lyapunov function Vin a ball B, |
and let ¢ be a scalar, differentiable, strictly monotonously increasing function of its scalar argument.
Show that (¢(V)—¢(3)] is also a Lyapunov function for the system (distinguish the cases of
stabilicy and of asympiotic stability). Suggest extensions to non-autonomous systems.

4,12  Consider a scalar, lower bounded, and twice continuously differentiable function Viry such

that
Y20, WHLO
Show thas, forany r 20,

';"(r) =0 == i}(;) =0




Chapter 5
Describing Function Analysis

The frequency response method is a powerful tool for the analysis and design of linear
control systems. It is based on describing a linear system by a complex-valued
function, the frequency response, insiead of a differential equation. The power of the
method comes from a number of sources. First, graphical representations can be used
to facilitate analysis and design. Second, physical insights can be used, because the
frequency response functions have clear physical meanings. Finally, the method’s
complexity only increases mildly with system order. Frequency domain analysis,
however, cannot be directly applied to nonlinear systems because frequency response
functions cannot be defined for nonlinear systems.

Yet, for some nonlinear systems, an extended version of the frequency response
method, called the describing function method, can be used to approximately analyze
and predict nonlinear behavior. Even though it is only an approximation method, the
desirable properties it inherits from the frequency response method, and the shorage
of other systematic teols for nonlinear system analysis, make it an indispensable
component of the bag of tools of practicing control engineers, The main use of
describing function method is for the prediction of limit cycles in nonlinear systems,
although the method has a number of other applications such as predicting
subharmenics, jump phenomena, and the response of nonlinear systems to sinusoidal
inputs.

This chapter presents an introduction to the desecribing function analysis of
nenlinear systems. The basic ideas in the describing function method are presented in

157
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section 5.1. Section 5.2 discusses typical "hard nonlinearities” in control engineering,
since describing functions are particularly useful for studying control systems
containing such nonlinearities. Section 5.3 evaluates the describing functions for
these hard nonlinearities. Section 5.4 is devoted to the description of how to use the
describing function method for the prediction of limit cycles.

5.1 Describing Function Fundamentals

In this section, we start by presenting describing function analysis using a simple E
example, adapted from [Hsu and Meyer, 1968]. We then provide the formal definition
of describing functions and some techniques for evaluating the describing functions of %
nonlinear elements. i
5.1.1 An Example of Describing Function Analysis

The interesting and classical Van der Pol equation

¥+o(?-Di+x=0 5.1}

{where o is a positive constant) has been freated by phase-plane analysis and
Lyapunov analysis in the previous chapters. Let us now study it using a different 3
technique, which shall lead us to the concept of a describing function. Specifically, tet i
us determine whether there exists a limit cycle in this system and, if so, calculate the
amplitude and frequency of the limit cycle (pretending that we have not seen the phase
portrait of the Van der Pol equation in Chapter 2). To this effect, we first assume the
existence of a limit cycle with undetermined amplitude and frequency, and then
determine whether the system equation can indeed sustain such a solution. This is
quite similar to the assumed-variable method in differential equation theory, where we

first assume a solution of certain form, substitute it into the differential equation, and

then attempt to determine the coefficients in the solution.

Before carrying out this procedure, let us represent the system dynamics in a
block diagram form, as shown in Figure 5.1. It is seen that the feedback system in 5.1
contains a lingar block and a nonlinear block, where the linear block, although
unstable, has fow-pass properties.

Now let us assumne that there is a limit cycle in the system and the oscillation
signal x is in the form of

(1) = Asin(s)
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Nenlinear Element (- ¥ x2) Linear Element
Ir ___________ [ |
i 7 | {
o ~-x! bl I Pt

+ i [ Peap+1 | |
- [ [

} " (2 1o ;
___________ I I

Figure 5.1 : Feedback interpretation of the Van der Pol oscillator

with A being the limit cycle amplitude and @ being the frequency. Thus,
() = Awcos(wi)

Therefore, the output of the nonlinear block is
w=—x2¥ = —AZsinX{w1) Awcos(®n)

3 3
= - ”‘_29 (1 - cos(2wi) ) cos(ef) = — %fﬂ (cos(®) — cos(3e1) )

T is seen that w contains a third harmonic term. Since the linear block has low-pass
properties, we can reasonably assume that this third harmenic term is sufficiently
attenuaied by the finear block and its effect is not present in the signal flow after the
linear block. This means that we can approximate w by

A3 Az d ,
= ——_mcoseo =— —{-A4A
W 2 cos 2 dt{ sin{fm?) ]

50 that the nonlinear block in Figure 5.1 can be approximated by the equivalent
"quasi-linear” block in Figure 5.2, The "transfer function” of the quasi-linear block
depends on the signal amplitude A, unlike a linear systemn fransfer function (which is
independent of the input magnitude).

In the frequency domain, this corresponds to
w=NA, 0} (-x) 5.2}

where
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QUASI-LINEAR
APPROXIMATION

T pPap +

Figure 5.2 : Quasi-linear approximation of the Van der Pol oscillator

2
N(A, @) = i}o‘m)

That is, the nonlinear block can be approximated by the frequency response function
N{A, »). Since the system is assumed to contain a sinusoidal oscillation, we have

x=Asin{ws) = G(janw = G{jw) N4, @) (~x)
where G(j) is the linear component transfer function. This implies that

2 .
LALGo) o —o

l =
4 ol?-oGe) +1

Solving this equation, we obtain
A=2 w=1i
Note that in terms of the Laplace variable p, the closed-loop characteristic equation of

this systemn is

1+’i2_"3___‘2¢___=0 (3.3)
4 ploap+l

whose eigenvalues are

7L._‘2=-%oc(A2-4)i_\lalzaz(AZﬂéi)?-— t (5.4)

Corresponding to A =2, we obtain the eigenvalues A ;=% This indicates the
existence of a limit cycle of amplitude 2 and frequency 1. It is interesting to note
neither the amplitude nor the frequency obtained above depends on the parameter o in
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Equation 5.1.

In the phase plane, the above approximate analysis suggests that the limit cycle
is a circle of radius 2, regardless of the value of «. To verify the plausibility of this
result, the real limit cycles corresponding to the different vatues of ¢ are plotted
(Figure 3.3). It is seen that the above approximation is reasonable for small value of
¢, but that the inaccuracy grows as ¢ increases, This is understandable because as o
grows the nonlinearity becomes maore significant and the quasi-linear approximation
becomes less accurate,

i N -
/’\ N ) . //} x
) _/2 - ) -2 /
limmit cycle| limit cycle limit cycle

Figure 5.3 : Real {imit cycles on the phase plane

The stability of the limit cycle can also be studied using the above analysis. Let
us assume that the limit cycle’s amplitude A is increased to a value larger than 2.
Then, equation (5.4) shows that the closed-loop poles now have a negative real part.
This indicates that the system becomes exponentially stable and thus the signal
magnitude will decrease. Similar conclusions are obtained assuming that the limit
cycle’s amplitude A is decreased to a value less than 2. Thus, we conclude that the
limit cycle is stable with an amplitude of 2.

Note that, in the above approximate analysis, the critical step is to replace the
nonlinear block by the quasi-linear block which has the frequency response function
(A%/4) jw). Afterwards, the amplitude and frequency of the limit cycle can be
determined from 1 + G(jw) N(A, @) = 0. The function N(A, ) is called the describing
Junction of the nonlinear element. The above approximate analysis can be extended to
predict limit cycles in other nonlinear systems which can be represented into the block
diagram similar to Figure 5.1, as we shall do in section 5.4.
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5.1.2 Applications Domain

Before moving on to the formal treatment of the describing function method, let us
briefly discuss what kind of nonlinear systems it applies to, and what kind of
information it can provide about nonlinear system behavior,

THE SYSTEMS

Simply speaking, any system which can be transformed into the configuration in
Figure 5.4 can be studied using describing functions. There are at least two important
classes of systems in this category.

Nonlinear Element Linear Element

ft)=0 x(1) wit) (1)
m  wefx) » Gip) -

Figure 5.4 : A nonlinear system

The first important class consists of "almost” linear systems, By “almost” lingar
systems, we refer to systems which contain hard nonlinearities in the control loop bus
are otherwise linear, Such systems arise when a control system is designed using
linear control but its implementation involves hard nonlinearities, such as motor
saturation, actuator or sensor dead-zones, Coulomb friction, or hysteresis in the plant.
An example is shown in Figure 5.5, which involves hard nonlinearities in the actuator.

Example 5.1: A system containing only one nonlinearity

Consider the control system shown in Figure 5.5. The plant is linear and the controlier is aiso
linear. However, the actuator involves a hard nonlinearity. This system can be rearranged into the
form of Figure 5.4 by regarding Gp(.?I G, as the linear compenent G, and the actuator
nonlinearity as the nondinear element. . 0

"Almost” linear systems involving sensor or plant nonlinearities can be
similarly rearranged into the form of Figure 5.4,

The second class of systems consists of genuinely nonlinear systems whose
dynamic equations can actually be rearranged into the form of Figure 5.4. We saw an
example of such systems in the previous section,
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Figure 5.5 : A control system with hard nonlinearity

APPLICATIONS OF DESCRIBING FUNCTIONS

For systems such as the one in Figure 5.5, limit cycles can often occur due to the
nonlinearity. However, linear control cannot predict such problems. Describing
functions, on the other hand, can be conveniently used to discover the existence of
limit cycles and determine their stability, regardless of whether the nonlinearity is
"hard” or "soft.” The applicability to limit cycle analysis is due to the fact that the
form of the signals in a limit-cycling system is usually approximately sinusoidal. This
can be conveniently explained on the system in Figure 5.4. Indeed, asssume that the
lincar element in Figure 5.4 has low-pass properties {which is the case of most
physical systems). If there is a limit cycle in the system, then the system signals must
all be periodic. Since, as a periodic signal, the input to the linear element in Figure 5.4
can be expanded as the sum of many harmonics, and since the linear element, because
of its low-pass property, filters out higher frequency signals, the output y(#) must be
composed mostly of the lowest harmonics. Therefore, it is appropriate to assume that
the signals in the whole system are basically sinusoidal in form, thus allowing the
technique in subsection 5.1.1 to be applied.

Prediction of limit cycles is very important, because limit cycles can occur
frequently in physical nonlinear system. Sometimes, a limit cycle can be desirable.
This is the case of limit cycles in the electronic oscillators used in laboratories.
Another example is the so-called dither technique which can be used to minimize the
negative effects of Coulomb friction in mechanical systems. In most control systems,
however, limit cycles are undesirable. This may be due to a number of reasons:

1. limit cycle, as a way of instability, tends to cause poor control accuracy

2. the constant oscillation associated with the limit eycles can cause
increasing wear or even mechanical failure of the control system
hardware

3. limit eycling may also cause other undesirable effects, such as passenger
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discomfort in an aircraft under autopilot

In general, although a precise knowledge of the waveform of a limit cycle is vsually
not mandatery, the knowledge of the limit cycle’s existence, as well as that of its
approximate amplitude and frequency, is critical. The describing function method can
be used for this purpose. 1t can alsc guide the design of compensators so as to avoid

limit eycles.

5.1.3 Basic Assumptions

Consider a nonlinear system in the general form of Figure 5.4, In order to develop the
basic version of the describing function method, the system has to satisfy the
following four conditions:

L. there Is only a single nonfinear component
2. the nonlinear component is time-invariant

3. corresponding to a sinusoidal input x = sin{®f) , only the fundamental
component wilt) in the output w(i) has io be considered

4. the nonlinearity is odd

The first assumption implies that if there are two or more nonlinear components
in a system, one either has to lump them together as a single nonlinearity (as can be
done with two nonlinearities in parallef), or retain only the primary nonlinearity and
neglect the others.

The second assumption implies that we consider only autonomous nonlinear
systems. It is satisfied by many nonlinearities in practice, such as saturation in
amplifiers, backlash in gears, Coulomb friction between surfaces, and hysteresis in
relays. The reason for this assumption is that the Nyquist criterionr, on which the
describing function method is largely based, applies only to linear time-invariant
systems.

The third assumption is the fundamental asswmption of the describing function
method. Tt represents an approximation, because the output of a nonlinear element
corresponding to a sinuscidal input usually contains higher harmonics besides the
fundamental. This assumption tmpties that the higher-frequency harmonics can all be
neglected in the analysis, as compared with (he fundamental component. For this
assumption to be valid, it is important for the linear element following the nonlinearity

to have low-pass properties, i.e.,

LG(jm) | >> | G(jney] for #=23, .. (5.5

e R o L




Sect. 5.1 Describing Function Fundamentals 165

This tmplies that higher harmonics in the output will be filtered out significantly.
Thus, the third assumption is ofien referred to as the filtering hypothesis.

The fourth assumption means that the ptot of the nonlinearity relation f(x)
between the input and output of the nonlinear element is symmetric about the origin.
This assumption is introduced for simplicity, i.e., so that the siatic term in the Fourier
expansion of the output can be neglected. Note that the common nonlinearities
discussed before all satisfy this assumption.

The relaxation of the above assumptions has been widely studied in literature,
feading to describing function approaches for general sitwations, such as multiple
nonlinearities, time-varying nonlinearities, or multiple-sinusoids. However, these
methods based on relaxed conditions are usually much more complicated than the
basic version, which corresponds to the above four assumptions. In this chapter, we
shall mostly concentrate on the basic version.

5.1.4 Basic Definitions

Let us now discuss how to represent a nonlinear component by a describing function,
Let us consider a sinusoidal input to the nonlinear element, of amplitude A and
frequency m, i.e., x(f) = Asin{e), as shown in Figure 5.6. The output of the nonlincar
component wi?) is often a periodic, though generally non-sinusoidal, function. Note
that this is always the case if the nonlinearity f(x) is single-valued, because the output
is flAsin(w (s +21/w))] = flAsin(wr)]. Using Fourier series, the periodic function w(r)
can be expanded as

w(f) = az—‘} + z [a,cos(rme) + b, sin(roH) (3.6)

n=1

where the Fourier coefficients a;’s and b;s are generally functions of A and @,
determined by

a,= ;l: | _’; wi() (o) (5.7a)
ay= 1" winycosnandn (5.7b)
IS

b, = Tltj " w(sin(n o diax) (5.7¢)
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Figure 5.6 : A nonlinear element and its describing function representation

Due to the fourth assumption above, one has a,=0. Furthermore, the third
assumption implies that we only need to consider the fundamental compenent w (1),
namely

wit}) = wyit) = a; cos{en) + b sin(we) = Msin(or + ¢) (5.8)
where

MA,w) = ja2+ b2  and ¢(A,w) = arctan(a/b,).
Expression (5.8) indicates that the fundamental component corresponding to a

sinusoidal input is a sinusoid at the same frequency. In complex representation, this
sinusoid can be written as w, = Me/ @+ &) = (b, + ja,) e/

Similarly to the concept of frequency response function, which is the frequency-
domain ratio of the sinusoidal input and the sinusoidal cutput of a system, we define
the describing function of the nonlinear element to be fhe complex ratio of the
Sfundamental component of the nonlinear elemenr by the input sinusoid, i.e.,

jlwr +¢) .
:M:Egm=%(b] +jap) (5.9)

N(A, o) .
AelO? A

With a describing function representing the nonlinear component, the nonlinear
element, in the presence of sinuscidal irput, can be treated as if it were a linear
element with a frequency response function M(A,.), as shown in Figure 5.6. The
concept of a describing function can thus be regarded as an extension of the notion of
frequency response. For a linear dynamic system with frequency response function
H{jw), the describing function is independent of the input gain, as can be easily
shown. However, the describing function of a nonlinear element differs from the
frequency response function of a linear element in that it depends on the input
amplijude A. Therefore, representing the nonlinear element as in Figure 5.6 is also
called quasi-linearization,

Generally, the describing function depends on the frequency and amplitude of
the input signal. There are, however, a number of special cases. When the
nonlinearity is single-valued, the describing function N(A,®) is real and independent
of tie input frequency . The realness of N is due to the fact that ¢, = 0, which is wue

it o A LT

Tl s

e
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because f[Asin(wr)] cos(a)), the integrand in the expression (5.7b) for ay, is an odd
function of @f , and the domain of integration is the symmetric interval [-x, ). The
frequency-independent nature is due to the fact that the integration of the single-
valued function f[Asin(w#)] sin{t ) in expression {5.7¢) is done for the variable oz,
which implies that @ does not explicitly appear in the integration,

Although we have implicitly assumed the nonlinear element o be a scalar
nonlinear function, the definition of the describing function aiso applies to the case
when the nonlinear element contains dynamics (i.e., i1s described by differential
equations instead of a function). The derivation of describing functions for such
nonlinear elements is usually more complicated and may require experimental
evaluation.

5.1.5 Computing Describing Functions

A number of methods are available to determine the describing functions of nonlinear
elements in control systems, based on definition (5.9). We now briefly describe three
such methods: analytical calculation, experimental determination, and numerical
integration. Convenience and cost in each particular application determine which
method should be used. One thing to remember is that precision is not critical in
evaluating describing functions of nonlinear elements, because the describing function
method is itself an approximate method.

ANALYTICAL CALCULATION

When the nonlinear characteristics w = f(x) (where x is the input and w the output) of
the nonlinear element are described by an explicit function and the integration in (5.7)
can be easily carried out, then analytical evaluation of the describing function based
on (5.7) is desirable. The explicit function f{x) of the nonlinear element may be an
idealized representation of simple nonlinearities such as saturation and dead-zone, or it
may be the curve-fit of an input-output relationship for the element. However, for
nonlinear elements which evade convenient analytical expressions or contain
dynamics, the analytical technique is difficult.

NUMERICAL INTEGRATION

For nonlinearities whose input-output relationship w = f(x) is given by graphs or
tables, it is convenient to use numerical integration to evaluate the describing
functions. The idea is, of course, to approximate integrals in (5.7) by discrete sums
over small intervals, Various numerical integration schemes can be applied for this
purpose. It is obvicusly important that the numerical integration be easily
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implementable by computer programs. The result is a plot representing the describing
function, which can be used to predict limit cycles based on the method to be

developed in section 5.4.
EXPERIMENTAL EVALUATION

The experimental method is particularly suitable for complex nonlinearities and
dynamic nonlinearities. When a system nonlinearity can be isolated and excited with
sinusoidal inputs of known amplitude and frequency, experimental determination of
the describing function can be obtained by using a harmonic analyzer on the output of
the nonlinear element. This is quite similar to the experimental determination of
frequency response functions for linear elements. The difference here is that not only
the frequencies, but also the amplitudes of the input sinusoidal should be varied. The
results of the experiments are a set of curves on complex planes representing the
describing function N(A, @), instead of analytical expressions.  Specialized
instruments are available which automatically compute the describing functions of
nonlinear elements based on the measurement of nonlinear element response fo

harmonic excitation.

Let us illustrate on a simple nonlinearity how to evaluate describing functions
using the analytical technique.

Example 5.2: Describing function of a hardening spring
The characteristics of a hardening spring are given by
w=x+ 132

with x being the input and w being the output. Given an input x(r) = Asin(ex), the output
w() = Asin(ow} + A? sin*(wr)f2 can be expanded as a Fourier series, with the fundamental being

w (i) = aycoswi + bj sino

Because wiz) is an 0dd function, one has a = 8, accordiag to (5.7). The coefficient by is

n
br=zf (Asinten + A% sindeor2] sinn) dwi) = A+ 2 a3
nd_g 8

Therefore, the fundamental is

Wy = (A + §A3)sin(m:)

and the describing function of this nonlinear component is
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NA®) = N(A} = 1 + §A2

Note that due to the odd nature of this nonlinearity, the describing function is real, being a
function only of the amplitude of the sinusoidal input. O

5.2 Common Nonlinearities In Control Systems

In this section, we take a closer look at the nonlinearities found in control systems.
Consider the typical system block shown in Figure 5.7, It is composed of four parts: a
plant to be coatrolled, sensors for measurement, actuators for control action, and a
contrel law, usually implemented on a computer. Nonlinearities may occur in any part
of the system, and thus make it a nonlinear control system.

rit) yit
controller w1 actuators plant —

+

52Ns80TS

Figure 5.7 : Block diagram of control systems

CONTINUOUS AND DISCONTINUOUS NONLINEARITIES

Nonlinearities can be classified as continuous and discontinuous.  Because
discontinuous nonlinearities cannot be locally approximated by linear functions, they
are also called "hard” nonlinearities. Hard nonlinearities are commonly found in
control systems, both in small range operation and large range operation. Whether a
system in small range operation should be regarded as nonlinear or linear depends on
the magnitude of the hard nonlinearities and on the extent of their effects on the
system performance,

Because of the commmon occurence of hard nonlinearities, let us briefly discuss
the characteristics and effects of some important ones.

Saturation

When one increases the input to a physical device, the following phenomenon is often
observed: when the input is small, its increase leads to a corresponding (often
proportional) increase of output; but when the input reaches a certain level, its further
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increase does produces little or no increase of the output. The output simply stays
around its maximum value. The device is said to be in saturation when this happens.
Simple examples are transistor amplifiers and magnetic amplitiers. A saturation
nonlinearity is usually caused by limits on component size, properties of materials,
and available power. A typical saturation nonlinearity is represented in Figure 3.8,
where the thick line is the real nontinearity and the thin line is an idealized saturation
nonfinearity.

Linear

e

satugation
-— |

] sacuration

Figure 5.8 : A saturation nendinearity

Most actuators display satvration characteristics. For example, the output
torque of a two-phase servo motor cannot increase infinitely and tends to saturate, due
to the properties of the magnetic material. Similarly, valve-controlled hydraulic serve
motors are saturated by the maximum flow rate.

Saturation can have complicated effects on control system performance.
Roughly speaking, the occurence of saturation amourts to reducing the gain of the
device {e.g., the amplifier) as the input signals are increased. As a result, if a system is
unstable in its finear range, its divergent behavior may be suppressed into a self-
sustained oscillation, due to the inhibition created by the saturating component on the
system signals. On the other hand, in a linearly stable system, saturation tends to slow
down the response of the system, because it reduces the effective gain.

On-off nonlinearity

An extreme case of saturation is the on-off of relay nonlinearity. It occurs when the
linearity range is shrunken (o zere and the slope in the linearity range becomes
vertical. Important examples of on-off nonlinearities include output torques of gas jets
for spacecraft control (as in example 2.5) and, of course, electrical relays. On-off
nonlinearities have effects similar to those of saturation nonlinearities. Furthermore
they can lead o "chattering” in physical systems due to their discontinuous nature.
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Dead-zone

In many physical devices, the output is zero until the magnitude of the input exceeds a
certain value. Such an input-output relation is called a dead-zone. Consider for
instance a d.c. motor. In an idealistic model, we assume that any voltage applied to
the armature windings will cause the armature to rotate, with small voltage causing
small motion. In reality, due to the static friction at the motor shaft, rotation will
occur only if the torque provided by the motor is sufficiently large. Similarly, when
transmitting motion by connected mechanical components, dead zones result from
manufacturing clearances. Similar dead-zone phenomena occur in valve-controlled
pneumatic actuators and in hydraulic components.

: 8 x

{ deadzone i

Figure 5.9 : A dead-zone nonlinearity

Dead-zones can have a number of possible effects on control systems. Their
most common effect is to decrease static output accuracy. They may also lead to limit
cycles or system instability because of the lack of response in the dead zone. In some
cases, however, they may actually stabilize a systermn or suppress self-oscillations. For
example, if a dead-zone is incorporated into an ideal relay, it may lead to the
avoidance of the oscillation at the contact point of the relay, thus eliminating sparks
and reducing wear at the contact point. In chapter 8, we describe a dead-zone
technique 10 improve the robustness of adaptive control systems with respect to
measurement noise.

Backlash and hysteresis

Backlash often occurs in transmission systems. It is caused by the small gaps which
exist in transmission mechanisms. In gear trains, there always exist small gaps
between a pair of mating gears, due to the unavoidable emors in manufacturing and
assembly. Figure 5.10 illustrates a typical situation. As a result of the gaps, when the
driving gear rotates a smaller angle than the gap b, the driven gear does not move at
all, which corresponds to the dead-zone (OA segment in Figure 5.10); after contact
has been established between the two gears, the driven gear follows the rotation of the
driving gear in a linear fashion (AB segment). When the driving gear rotates in the
reverse direction by a distance of 2b, the driven gear again does not move,
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corresponding to the BC segment in Figure 5.10. After the contact between the two
gears is re-established, the driven gear follows the rotation of the driving gear in the
reverse direction {CD segment). Therefore, if the driving gear is in periodic motion,
the driven gear will move in the fashion represented by the closed path EBCD. Note
that the height of B, C, D, E in this figure depends on the amplitude of the input
sinusoidal.

driven , . driving

gear ~

] gear

i
1
i
i
i

1
output

Figure 5.10 ; A backlash nonlinearity

A criticai feature of backlash is its multi-valued nature. Corresponding to each
input, itwo owiput values are possible. Which one of the two occur depends on the
history of the input. We remark that a simifar muiti-valued nonlineariry is hysteresis,
which is frequently observed in relay components,

Moulti-vatued nonlinearities like backlash and hysteresis usually lead to energy
storage in the systemn. Energy storage is a frequent cause of instability and self
sustatned oscillation,

5.3 Describing Functions of Common Nonlinearities

In this section, we shail compute the describing functions for a few common
nonlinearities. This will not only aliow us to familiarize ourselves with the frequency
domain properties of these common nonlinearities, but also will provide further
examples of how to derive describing functions for noniinear elements.

SATURATION

The input-output relationship for a saturation nonlinearity is plotted in Figure 5.11,
with @ and I denoting the range and slope of the linearity, Since this nonlinearity is
single-valued, we ¢xpect the describing function to be a real function of the input

L e b
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Figure 5.11 : Saturation nonlinearity and the correspoading input-output relationship

amplitude.

Consider the input x(¢) = Asin{o). If A <4, then the input remains in the linear
range, and therefore, the output is w(r) = kA sin{w!). Hence, the describing function is
simply a constant &.

Now consider the case A > 4. The input and the output functions are plotied in
Figure 5.1t. The output is seen to be symmetric over the four quarters of a period. In
the first quarter, it can be expressed as

£A sin{ox) 0wty

win) =
ka Y <M E2

where y= sin=1(a/A). The odd nature of w(r) implies that a; =0 and the symmetry
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over the four quarters of a period implies that

b, = % [ wirysincon dien
=4 f Tk Asin(o0) d@?) + 4 j e kasin(o )y do)
i oy

2
=§f‘.{y+% -2 (5.10)

n A2
Therefore, the describing function is

2
-2 (5.1

A A2

NA) = -ZEk[sin'l

= +
A

4
A

The normalized describing function (N(A)ZX) is plotted in Figure 5.12 as a
function of Afa . One can observe three features for this describing function:

1. N(A} = k if the input amplitude is in the linearity range
2. N(A) decreases as the input amplitude increases
3. there is no phase shift
The first feature is obvious, because for small signals the saturation is not displayed.

The second is intuitively reasonable, since saturation amounts to reduce the ratio of
the output to input. The third is also understandable because saturation does not cause

the delay of the response to input.

As a special case, one can obtain the deseribing function for the relay-type (on-
off) nonlinearity shown in Figure 5.13. This case corresponds to shrinking the linearity
range in the saturation function to zero, i.e., a = 0,k — ©2, but ka =M. Though b,
can be obtained from (5.10) by taking the limit, it is more easily obtained directly as

12
by =2 [ Msin(@o diwn =M
mn n

Therefore, the describing function of the relay nonlinearity is

N{AY = AM (5.12)
TA

The normalized describing function (N/M) is plotted in Figure 5.13 as a function of

T B
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Figure 5.12 : Describing function of the
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inpuwt amplitude. Although the describing function again has no phase shift, the flat
segment seen in Figure 5.12 is missing in this plot, due to the completely noolinear
nature of the relay. The asymptic properties of the describing function curve in Figure
5.13 are particularly interesting. When the input is infinitely smali, the describing
function is infinitely large. When the input is infinitely large, the describing function
is infinitely small. One can gain an intwitive understanding of these properties by
considering ihe ratio of the output to input for the on-off nonlinearity.

!
w o NAV M | 1=

10 infinity
A | / 12 ¢

1.0 -
08 +
0.6
0 X 0.4 4
02+

_T_M :

off 0 L 3. 1. A

Figure 5.13 : Relay nonlinearity and its describing function

DEAD-ZONE

Consider the dead-zone characteristics shown in Figure 5.9, with the dead-zone width
being 28 and its slope k. The response corresponding to a sinuseidal input
x{t) = Asin{ex) into a dead-zone of width 2§ and slope &, with A 28| is plotted in
Figure 5.14. Since the characteristics is an odd function, @, = 0. The response is also
seen to be symmetric over the four quarters of a period. In one quarter of a period,
i.e., when 0 £ mf < 1t/2, one has
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x(t)

A [ sinusoidal

W/

wit}
k{A-8)

~E(A-D) foiees

Figure 5.14 : input and output functions for 4 dead-zone nonlinearity

DEwrsy

0
Wi = { kAsinfon -8  y<eots 12

where v = sin~ 1 (§/4). The coefficient by can be computed as follows

by = % Im w(r) sin{!) d{wt) = % Im k(A sin{@r) — &) sin(@?) d(wH
0 Y

_2kA . _18_3 1_52 5.13
n (2 S A.,[ AZ) @13
This leads to
2km .18 B [ §2
Nay=28 T _ o0 o
@) ft(2 s A A I A2)

This describing function M{(A) is a real function and, therefore, there is no phase shift
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(reflecting the absence of time-delay). The normalized describing function is plotted in
Figure 5.15. It is seen that N(A)}/k is zero when A/ < 1, and increases up to I with
Af8. This increase indicates that the effect of the dead-zone gradually diminishes as
the amplitude of the input signal is increased, consistently with intuition.

b Ak
]0 ey
08 | dead
06 | zone converging to 1.0
0.4
0.2

! } + 8= Figure 5.15 : Describing function of the
0 L 5. 10. A/ dead-zone nonlinearity

BACKLASH

The evaluation of the describing functions for backlash nonlinearity is more tedious.
Figure 5.16 shows a backlash nonlinearity, with slope k£ and width 28, If the input
amplitude is smaller than &, there ts no output. In the following, let us consider the
input being x(¢) = Asin(wn, A 2 b . The output w(r) of the noalinearity is as shown in
the figure. In one cycle, the function w(f) can be represented as

w(ty=(A - byk Ecarsn—y
w() = (Asin(en) + D)k m-y< wzsz’zf
Wity =~ (A - b}k Tcarsan-y

W) = (Asin(@) — bk 2R—Y<or< 57"

where y = sin! (1 - 2b/A) .

Unlike the previous nonlinearities, the function w(r} here is neither odd nor even.
Therefore, a; and b| are both nonzero. Using (5.7b) and (5.7¢), we find through some
tedious integrations that
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Figure 5.16 : Inpus and output functions for a backlash nonlinearity
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Therefore, the describing function of the backlash is given by

|N(A)I=%-|a12+b|2 (5.14a) §
g

IN(AY = tan~1 (a /b ) (5.14b) ¢
The amplitude of the describing function for backlash is plotted in Figure 5.17. .

We note a few interesting points :
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i il ] L L -
07 0% 04 06 08 10 & Figure 5.17 : Amplitude of describing
A )
function for backlash

LINAN=0 ifA=0b.
2. IM(A)| increases, when &/4 decreases,
LINAN =1 as blA 0.

The phase angle of the describing function is plotted in Figure 5.18. Note that a phase
lag {up to 90%) is introduced, unlike the previous nonlinearities. This phase lag is the
reflection of the time delay of the backlash, which is due to the gap . Of course, a
larger b leads 10 a larger phase lag, which may create stability problems in feedback
control systems.

1 i 1 1 o
X607 04 06 08 10 b Figure 5.18 : Phase angle of describing
function for backlash (degree)

3.4 Describing Function Analysis of Nonlinear Systems

For a nonlinear system containing a nonlinear element, we now know how to obtain a
decribing function for the nonlinear element. The next step is to formalize the
procedure in subsection 5.1.1 for the prediction of limit cyeles, based on the
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describing function representation of the nonlinearity. The basic approach to achieve
this is to apply an extended version of the famous Nyquist criterion in linear control to
the equivalent system. Let us begin with a short review of the Nyquist criterion and

its extension.

5.4.1 The Nyquist Criterion and Its Extension

Consider the linear system of Figure 5.19. The characteristic equation of this system is

T

p)=1+Gip)H(p) =0

Note that 8(p), often called the loop transfer funcrion, is a rational function of p, with
its zeros being the poles of the closed-loop system, and its poles being the poles of the
open-loop transfer function G{p) H{p). Let us rewrite the characteristic equation as

Glpy Hipy=-1

p w G(p} - %
- ¥

‘é_-

ES

Hip) A

Figare 5.19 : Closed-loop linear system §

sl

Based on this equation, the famous Nyquist criterion can be derived straightforwardly
from the Cauchy theorem in complex analysis. The criterion can be summarized
(assurning that G(p) H(p) has no poles or zeros on the jw axis) in the following
procedure (Figure 5.20):

1. draw, in the p plane, a so-called Nyquist path enclosing the right-half
pltane

2. map this path into another complex plane through G{p)H{p)

3. determine N, the number of clockwise encirclements of the plot of
G(p)H(p) around the point (- 1,0)

4, compute Z, the number of zeros of the loop transfer function 8{p) in the
right-half p plane, by

Z=N+PF , where P is the number of unstable poles of 8(p)

Then the value of Z is the number of unstable poles of the closed-loop system.
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Figure 5.20 : The Nyquist criterion
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A simple formal extension of the Nyquist criterion can be made to the case
when a constant gain K (possibly a complex number) is included in the forward path
in Figure 5.21. This modification will be useful in interpreting the stability analysis of
limit cycles using the describing function method. The loop transfer function becomes

8p) =1 +KG(p)H(p)

with the corresponding characteristic equation

Gip) Hip)=- 1/K

The same arguments as used in the derivation of Nyquist criterion suggest the same
procedure for determining unstable closed-loop poles, with the minor difference that
now Z represenis the number of clockwise encirclements of the G(p) H(p) plot around
the point — 1/K. Figure 5.21 shows the corresponding extended Nyquist plot.

Gip)

Hip}

Im

Gip) Hip}
.

Figure 5.21 ;: Extension of the Nyquist criterion
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5.4.2 Existence of Limit Cycles

Let us now assume that there exists a self-sustained oscillation of amplitude A and
frequency  in the system of Figure 5.22. Then the variables in the loop must satisfy
the following relations:

xX=-y
w = N(4 m)x
»=Gljuyw

Therefore, we have y = G{(j0)N(A,)(—y). Because y = 0, this implies
Go) NA,w)+1=0 (5.15)

which can be written as

. 1
G(jo) =- 5.16
(jw) N (5.16)
Therefore, the amplitude A and frequency @ of the limit cycles in the system must
satisfy (5.16). If the above equation has no solutions, then the nonlinear system has no
limit cycles.

Expression (5.16) represents two nonlinear equations (the real part and
imaginary pact each give one equation) in the two variables A and @. There are
usually a finite number of solutions. It is generally very difficult o solve these
equations by analytical methods, particularly for high-order systems, and therefore, a
graphical approach is usually taken. The idea is to plotl both sides of (5.16) in the
complex plane and find the intersection points of the two curves.

Describing .
Function Linear Element
i) =0 xt) wit) Y1)
+~(O——+| MA@ GG | _—

Figure 5.22 : A nonlinear system
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FREQUENCY-INDEPENDENT DESCRIBING FUNCTION

First, we consider the simpler case when the describing function & being a function of
the gain A only, ie., N4, ) =N(A). This includes all single-valued nonlinearities
and some important double-valued nonlinearities such as backlash. The equality
becomes
. I

G(jw) = N (5.17)
We can plot both the frequency response function G{je) (varying @) and the negative
inverse describing function (- 1/N(A)) (varying A) in the complex plane, as in Figure
5.23. If the two curves intersect, then there exist limit cycles, and the values of A and
@ corresponding to the intersection point are the solutions of Equation (5.17). If the
curves intersect # times, then the system has # possible limit cycles. Which one is
actually reached depends on the initial conditions. In Figure 5.23, the two curves
intersect at one point . This indicates that there is one limit cycle in the system. The
amplitude of the limit cycle is A, the valee of A corresponding to the point X on the
— 1/N{A) curve. The frequency of the limit cycle is ay, , the value of ® corresponding
to the point X on the G(jw) curve,

Giw) | ™

(:L}/V

K

Re
"

— 1/N(A)
Figure 5,23 ; Detection of limit cycles

Note that for single-valued nonlinearities, & is real and therefore the plot of
- 1/N always lies on the real axis. It is also useful to point out that, as we shall
discuss later, the above procedure only gives a prediction of the existence of limit
cycles. The validity and accuracy of this prediction should be confirmed by computer
simulations.

We already saw in section 5.1.1 an example of the prediction of limit cycles, for
the Van der Pol equation.
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FREQUENCY-DEPENDENT DESCRIBING FUNCTION

For the general case, where the describing function depends on both input amplitude
and frequency ( ¥ = N(A, ®) ), the method can be applied, but with more complexity,
Now the right-hand side of (5.15), — 1/N(A, @) , corresponds to a family of curves on
the complex plane with A as the running parameter and o fixed for each curve, as
shown in Figure 5.24. There are generally an infinite number of intersection points
between the G{j®) curve and the — 1/M(A, @) curves. Only the intersection points with
matched ® indicate limit cycles,

L
. I
~— 1 [N(A, ) Gijw) m

gy

Figure 5.24 : Limit cycle detection for
frequency-dependent describing functions

To avoid the complexity of matching frequencies at intessection points, it may
be advantageous to consider the graphical solution of (5.16) directly, based on the
plots of G(jw)IN(A, w). With A fixed and o varying from 0 to ©°, we obtain a curve
representing G(j@)N(A,®). Different values of A correspond to a family of curves, as
shown in Figure 5.25. A curve passing through the point (- 1,0} in the complex, plane
indicates the existence of a limit cycle, with the value of A for the curve being the
amplitude of the limit cycle, and the value of @ at the point (- 1,0) being the
frequency of the limit cycle. While this technigue is much more straightforward than
the previous one, it requires repetitive computation of the G(j®) in generating the
family of curves, which may be handled easily by computer.

5.4.3 Stability of Limit Cycles

As pointed out in chapter 2, limit cycles can be stable or unstable. In the above, we
have discussed how to detect the existence of limit cycles. Let us now discuss how to
determine the stability of a limit cycle, based on the extended Nyquist criterion in
section 5.4.1.

Consider the plots of frequency response and inverse describing function in
Figure 5.26. There are two intersection points in the figure, predicting that the system

i
1

i 5
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Figure 5.25 : Solving equation (5.15)
graphically

G(jw )N(A,0)

has two limit cycles. Note that the value of A corresponding to point £, is smaller
than the value of A corresponding to L,. For simplicity of discussion, we assume that
the tinear transfer function G{p} has no unstable poles.

Gio) $im

©

— 1 /N(A, 0}

Figure 5.26 : Limit Cycle Stabifity

Let us first discuss the stability of the limit cycle at point L;. Assume that the
system initially operates at point L, with the limit cycle amplitude being A, and its
frequency being @;. Due to a slight disturbance, the amplitude of the input to the
nonlinear element is slightly increased, and the system operating point is moved from
L 0L, Since the new point L, is encircled by the curve of G(jo), according 1o the
extended Nyquist criterion mentioned in section 5.4.1, the system at this operating
point is unstable, and the amplitudes of the system signals will increase. Therefore, the
operating point will continue to move along the curve — 1/N(A ) toward the other limit
cycle point L. On the other hand, if the sysiem is disturbed so that the amplitude AJs
decreased, with the operating point moved to the point L;", then A will continue to
decrease and the eperating point moving away from L in the other direction. This is
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because Ll" is not encircied by the curve G(jw) and thus the extended Nyquist plog
asserts the stability of the system. The above discussion indicates that a slight
disturbance can destroy the oscillation at point £ and, therefore, that this limit cycle is
unstable, A similar analysis for the limit cycle at point L, indicates that that limit
evele is stable.

Summarizing the above discussion and the result in the previous subsection, we
vbtain a criterion for existence and stability of limit cycles:

Limit Cycle Criterion: Each intersection point of the curve G(jo} and the curve
- [/N(A) corresponds to a limit cycle. If points near the intersection and along the
increasing-A side of the curve — LIN(A) are not encircled by the curve G(j®) , then
the corresponding limit cycle is stable. Otherwise, the limit cycle is unsrable,

3.4.4 Reliability of Describing Function Analysis

Empirical evidence over the last three decades, and later theoretical justification,
indicate that the describing function method can effectively solve a large number of
practical control problems invoiving limit cycles, However, due to the approximate
nature of the technique, it is not surprising that the analysis results are sometimes not
very accurate. Three kinds of inaccuracies are possible:

1. The amplitude and frequency of the predicted limit cycle are not
accurate

3. A predicted limit cycle does not actually exist

3. An existing fimit cycle is not predicted

The first kind of inaccuracy is quite common. Generally, the predicted
ampliude and frequency of a limit cycle always deviate somewhat from the true
values. How much the predicted values differ from the true values depends on how
well the nonlinear system satisfies the assumptions of the describing function method.
In order to obtain accurate values of the predicted limit cycles, simulation of the

nonlinear system is necessary.,

The oceurtence of the other two kinds of inaccuracy is less frequent but has -

more serious consequences. Usually, their occurrence can be detected by examining
the lincar element frequency response and the relative positions of the G plot and

- 1INV plot,

Viotution of filvering hypothesis: The validity of the describing function method relies
on the filtering hypothesis defined by (5.5). For some linear elements, this hypothesis
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is not satisfied and errors may result in the describing function analysis. Indeed, a
nuimber of failed cases of describing function analysis occur in systems whose linear
element has resonant peaks in its frequency response G(jw).

Graphical Conditions: If the G(j®) locus is tangent or almost tangent to the - 1/N
locus, then the conclusions from a describing function analysis might be erroneous.
Such an example is shown in Figure 5.27(a). This is because the effects of neglected
higher harmonics or system model uncertainty may cause the change of the
intersection situations, particularly when filtering in the linear element is weak. Asa
result, the second and third types of errors listed above may occur. A classic case of
this problem involves a second-order servo with backlash studied by Nychols. While
describing function analysis predicts two limit cycles (a stabie one at high frequency
and an unstable one at low frequency), it can be shown that the low-frequency
unstable limit cycle does not exist.

b Im Im
Gijw ) Gijo)
V/a V/a
Re Re
—1/N(A) —1/NA) ~4
o
(a) {(b)

Figure 5.27 : Reliability of limit cycle prediction

Conversely, if the — L/N locus intersects the & locus almost perpendicularly,
then the results of the describing function are usually good. An example of this
situation is shown in Figure 5.27(b).

3.5 Summary

The describing function method is an extension of the frequency response method of
linear control. It can be used to approximately analyze and predict the behavior of
important classes of nonlinear systems, including systems with hard nonlinearities.
The desirable properties it inherits from the frequency response method, such as its
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graphical nature and the physically intuitive insights it can provide, make it an
important tool for practicing engineers. Applications of the deseribing function
method to the prediction of limit cycles were detailed. Other applications, such as
predicting subharmonics, jump phenomena, and responses o extemal sinusoidal

inputs, can be found in the literature.
5.6 Notes and References }
An extensive and clear preseniation of the describing function method can be found in [Gelb and s}
VanderVelde, 1968]. A more recent treatment is contained in [Hedrick, ef al., 1982], which also M
discusses specific applications to nonlinear physical systems. The describing function method was é
developed and successfully used well before its mathematical justification was completely 3

formalized [Bergen and Franks, 1971]. Figures 5.14 and 5.16 are adapted from [Shinners, 1978]. The
Van der Pol oscillator example is adapted from [Hsu and Meyer, 1968].

5.7 Exercises

5.1 Determine whether the system in Figure 5.28 exhibits a self-sustained oscillation (2 limit
cycle). If so, determine the stability, frequency, and amplitwde of the oscillation.

A | fr—

K C
pip+fiip+2)

Figure 5.28 : A nonlinear system containing a relay

5.2 Determine whether the systent in Figure 5.29 exhibits a self-sustained oscillation, [f' so,
determine the stability, frequency, and amplitude of the oscillation.

5.3 Consider the nonlinear system of Figure 5.30. Determine the largest K which preserves the
stability of the system. If K=2K,, , find the amplitude and frequency of the self-sustained

oscillation,

5.4  Consider the system of Figure 5.31, which is composed of a bigh-pass filter, a saturation
function, and the inverse low-pass filter. Show that the sysiem can be viewed as a nonlinear low-

y
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¥=0 i C
——i | -
pip+8)
K
a - -
Figure 529 : A nonlinear system
containing a dead-zotie

pass filter, which atienuates high-frequency inputs withowt introducing a phase lag.
5.5 This exercise is based on a result of [Tsypkin, £956].

Consider a nonlinear system whose output w{y) is related to the input u(#} by an odd function,
of the form

wif} = Flul)) = - F(—ul0)) (5.18)

Derive the following very simple approximate formula for the describing function N(A)

2
N(A) = Y [ F(4ay+ Fa/2) ]

To this effect, you may wanl (0 use the fact that

1
ij SO e = L o)+ 20112) 4 20(=172) 14 R
Ty 1‘_12 6

where the remainder R verifies R = f"(ﬁ)i{lstﬁ!} for some £e(-1,1) Show ihat
approximation (5.18) is quite precise (how precise?).

K C

pii+0.1pi(f+0.02p)

L

Figure 5.30 : A nonlinear system containing a saturaticn
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i
| Ty p+i . k'l'"‘§ T,p+! .
1:2p+1 o ‘tlp+1
>

Figure 5.31 : A nonlinear low-pass filter
Invert (5.18) so as to obtain for the input-output relation a solution of the form

L= =)
LNk 3A A
F(A) k;]( b o NP
5.4 Inthis exercise, adapted form [Phillips and Harbor, 1988], let us consider the system of Figure
5.32, which is typical of the dynamics of electronic oscillators used in laboratories, with

Glpy = — 3P
piep +25
Use describing function analysis 10 predict whether the system exhibits a limit cycle, depending on

the value of the saturation level & ln such cases, determine the limit cycle's frequency and
amplitude.

Saturation Linear Element

kl“/"": Fwie) | Lyt
ol Gep) e

Figure 5.32 : Dynamics of an electronic oscillator

Interpret inwitively, by assuming shat the system is started at some small initiaf state, and
noticing that y(r) can stay ncither at small values (because of instability) nor at saturation vatues (by
applying the final value theorem of linear control).

s
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Part 11
Nonlinear Control Systems Design

In Part I, we studied how to analyze the behavior of a nonlinear control system,
assuming that the control system had been designed. Part I1 is devoted to the problem
of designing nonlinear control systerns. [n this introduction, we discuss some general
issues involved in nonlinear control system design, particularly emphasizing the
differences of nonlinear control design problems from linear ones. In the following
chapters, we will detail the specific conirol methods available to the designer.

As pointed out in chapter I, the objective of control design can be stated as
follows: given a physical system to be controlled and the specifications of its desired
behavior, construct a feedback control law to make the closed-loop system display the
desired behavior. In accordance with this design objective, we consider a number of
key issues. First, two basic types of nonlinear control problems, nonlinear regulation
and nonlinear tracking, are defined. Next, the specifications of the desired behavior of
nonlinear control systems are discussed. Basic issues in constructing nonlinear
controllers are then outlined. Finally, the major methods available for designing
nonlinear controllers are briefly surveyed.

191
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I1.1 Nonlinear Control Problems

If the tasks of a control system involve large range and/or high speed maotions,
nonlinear effects will be significant in the dynamics and nonlinear control may be
necessary 10 achieve the desired performance. Generally, the tasks of control systems
can be divided into two categories: stabilization (or regulation) and tracking (or
servo). In stabilization problems, a control system, called a stabilizer (or a regulator),
is to be designed so that the state of the closed-loop system will be stabilized around
an equilibrium point. Examples of stabilization tasks are temperature control of
refrigerators, altitude control of aircraft and position control of robot arms. In tracking
control problems, the design objective is to construct a controller, called a wracker, so
that the system output tracks a given time-varying trajectory. Problems such as
making an aircraft fly along a specified path or making a robot hand draw straight
lines or circles are typical tracking control tasks.

STABILIZATION PROBLEMS

In order to facilitate the analytic study of stabilization and tracking design in the later
chapters, let us provide some formal definitions of stabilization and tracking problems.

Asymptotic Stabilization Problem: Given a ronlinear dynamic system described by
x=f(x, u, 0

Jind a control law w such that, starting from anywhere in a region in Q, the stare x
tendstoas ¢t = 0,

if the centrol law depends on the measurement signals directly, it is said to be a
static controf law. If it depends on the measurement through a differential equation,
the control law is said to be a dynamic_control law, i.e., there is dynamics in the
control law. For example, in linear control, a proportional controller is a static
controller, while a lead-lag controller is a dynamic controller.

Note that, in the above definition, we allow the size of the region Q to be large;
otherwise, the stabilization problem may be adequately solved using linear control.
Note also that if the objective of the control task is to drive the state to some non-zero
set-point x4, we can simply transform the problem into a zero-point regulation
problem by taking x — x; as the state.
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(a) (b)

Figure IL1 : (a) a pendulum; (b) an inverted pendulum, with cart

Example 11.1: Stabilization of a pendulum

Consider the pendulum in Figure Ii.1(a). Its dynamics is

JB-mglsin®=1 (IL1)
Assume that our task is to bring the pendulum from a large initial angle, say 6(0) = 60°, 10 the
vertical-up poasition. One choice of the stabilizer is

1=—kdé~RP6—mg(sin9 (1.2
with k; and &, denoting positive constants, This leads to the following globally stable closed-loop
dynamics

I8 4k B+ 4,0=0
i.e., the controlled pendulurn behaves as a stable mass-spring-damper system. Note that the

controffer {112} is composed of a P.D. {propottional pius derivative} feedback part for stability
and a feedforward part for gravity compensation. Another interesting controller is

T=—k,0-2mglsinG aL3)
which teads to the stable closed-loop dynamics

19+ L,0+mgising8=0
This amounts to artificially reverting the gravity field and adding viscous damping.

This example illustrates the peint that feedback and feedforward control actions amount to

modifying the dynamics of the plant irto a desirable form. a

However, many nonlinear stabilization problems are not so easy to solve. One
such example is the inverted pendulum shown in Figure [L1{b) which can be easily

shown (¢ have the following dynamics
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(M +m)% +mlcos9 6 —misin® 62 = « (11.4a)
m%cos® +mlb—~ mgsinB=0 (I1.4b)

{where the mass of the cart is not assumed to be negligible). A particularly interesting
task is to design a controller to bring the inverted pendulum from a vertical-down
position at the middle of the lateral track to a vertical-up position at the same lateral
point. This seeming simple nonlinear control problem is surprisingly difficult to solve
in a systematic fashion (see Exercise IL5). This problem arises because there are two
degrees of freedom and only one input.

TRACKING PROBLEMS

The task of asymptotic tracking can be defined similarly.

Asymptotic Tracking Problem: Given a nonlinear dynamics system described by
x=fx,u. 0
¥ =h(x)

and a desired output trajectory yu, find a control law for the input w such that,
starting from any initial state in a region S, the rracking errors y(£} — y A0 go to zero,
while the whole state x remains bounded.

Note that, from a practical point of view, one may require that x actually remain
"reasonably" bounded, and, in pacticular, within the range of validity of the system
model. This may be verified either anatytically, or in simulations.

When the closed-loop system is such that proper initial states imply zero
tracking error for all the time,

¥ = y A0 VYiz0

the control system is said to be capable of perfect tracking. Asymptotic tracking
implies that perfect tracking is asymptotically achieved. Exponential tracking
conrvergence can be defined similarly.

Throughout the rest of the book, unless otherwise specified, we shall make the
mild assumption that the desired trajectory v, and its derivatives up to a sufficiently
high order (generally equal to the system’s order) are continuous and bounded. We
also assume that y4{r) and irs derivatives are avaiiable for on-line control computation.
This latter assumption is satisfied by control tasks where the desired output y, (s} is
planned ahead of time. For example, in robot tracking tasks, the desired position
histery is generally planned ahead of time and its derivatives can be easily obtained.

4
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Actually, smooth time-histories are often generated themselves through a filtering
process, thereby automatically providing higher derivativés of the desired output. In
some tracking tasks, however, the assumption is not satisfied, and a so-called
reference model may be used to provide the required derivative signals. For example,
in designing a tracking control system for the antenna of a radar so that it will closely
point toward an aircraft at all times, we only have the position of the aireraft y,(7)
available at a given time instant {(assuming that it is too noisy to be numerically
differentiated). However, generally the tracking control law will also use the
derivatives of the signals to be tracked. To solve this problem, we can generate the
desired position, velocity and acceleration to be tracked by the antenna using the
following second-order dynamics

Vet kiyg+hoyg=kyy ) (IL5)

where & and &, are chosen positive constants. Thus the problem of following the
aircraft is translated into the problem of tracking the output y(#) of the reference
model. Note that the reference model serves the dual purpose of providing the desired
output of the tracking system in response to the aircraft position measurements, and
generating the derivatives of the desired output for tracker design. Of course, for the
approach to be effective, the filtering process deseribed by (I1.5) should be fast enough
for y £2) to closely approximate y {¢).

For non-minimum phase systems {precise definitions of nonlinear non-
minimum phase systems will be provided in chapter 6), perfect tracking and
asymptotic tracking cannot be achieved, as seen in the following example.

Example I1.2: Tracking control of a non-minimum phase linear system

Consider the linear system
Y+2y+2y = —i+u

The system is non-minimum phase because it has a zero at p = 1. Asswme that perfect tracking is
achieved, .., that y(r} = ¥, (1), ¥ 1 2 0, Then, the input « satisfies

f—w = = (Fp+23,+ 2y

Since this represents an unstable dyaamics, & diverges exponentially. Note that the above
dynamics has a pole which exactly coincides with the unstable zero of the original systemn, i.e..
perfect tracking for non-minimum phase sysiems can be achieved only by infinite control inputs.
By writing  as

plaldp +2

u=—-—-——P_l Yq
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we see that the perfect-tracking controller is actually inverting the plant dynamics. O

The inability of perfect tracking for a pon-minimum phase linear system has its
raots in its inherent tendency of "undershooting” in its step response. Thus, the control
design objective for non-minimum phase systems should not be perfect tracking or
asymptotic tracking. Instead, we should be satisfied with, for example, bounded-error
tracking, with smail tracking error being achieved for desired trajectories of particular

interest.

RELATIONS BETWEEN STABILIZATION AND TRACKING PROBLEMS

Normally, tracking problems are more difficult to solve than stabilization
problems, because in tracking problems the controller should not only keep the whole
state stabilized but also drive the system output toward the desired output. However,
from a theoretical point of view, tracking design and stabilization design are often
related. For instance, if we are to design a wracker for the plant

F+f(3.y.0=0
50 that e{1) = y(1) — y () goes to zero, the problem is equivalent to the asymptotic
stabilization of the system

E+fle e, u,y0 54 5=0 (11.6}

whose state components are e and é. Clearly, the tracker design problem is solved if
we know how to design a stabilizer for the non-autonomous dynamics (IL6).

On the other hand, stabilization problems can often be regarded as a special
case of tracking problems, with the desired trajectory being a constant. In model
reference control, for instance, a set-point regulation problem is transformed into a
tracking problem by incorporating a reference model o filter the supplied set-point
value and generate a time-varying outpul as the ideal response for the tracking control

system.

IL2 Specifying the Desired Behavior

In finear control, the desired behavior of a controf system can be systematically
specified, either in the time-domain (in terms of rise time, overshoot and settling time
corresponding to a step command) or in the frequency domain (in terms of regions in
which the loop transfer function must lie at low frequencies and at high frequencies).
In lingar control design, one first lays down the quantitative specifications of the
closed-loop control system, and then synthesizes a controller which meets these

“‘“ﬂ
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specifications. However, systematic specification for nonlinear systems {except those
equivalent (o linear systems) is much less obvious because the response of a nonlinear
systern to one command does not reflect its response to another command, and
furthermore a frequency-domain description is not possibfe.

As a result, for nonlinear systems, one often looks instead for some gqualitative
specifications of the desired behavior in the operating region of interest. Computer
simulation is an important complement to analytical 1ools in determining whether such
specifications are met. Regarding the desired behavior of nonlinear control systems, a
designer can consider the following characteristics:

Stability must be guaranteed for the nominal model (the model wsed for
design), either in a local sense or in a global sense. The region of stability and
convergence are also of interest.

Accuracy and speed of response may be considered for some "typical” motion
trajectories in the region of operation. For some classes of systems, appropriate
controller design can actually guarantee consistent tracking accuracy independently of
the desired trajectory, as discussed in chapter 7.

Robustness is the sensitivity to effects which are not considered in the design,
such as disturbances, measurement neise, unmodeled dynamics, efc. The system
should be able to withstand these neglected effects when performing the tasks of
interest.

Cost of a control system is determined mainly by the number and type of
actuators, sensors, and computers necessary to implement it. The actuators, sensors
and the controller complexity (affecting computing requirement) should be chosen
consistently and suit the particular application.

A couple of remarks can be made at this point. First, stability does not imply the
ability to withstand persistent disturbances of even small magnitude (as discussed in
section 4.9.2). The reason is that stability of a nonlinear system is defined with respect
to initial conditions, and only temporary disturbances may be translated as initial
conditions. For example, a stable control system may guarantee an aircraft’s abifity to
withstand gusts, while being inept at handling windshears even of small magnitude.
This situation is different from that of linear control, where stability always implies
ability to withstand bounded disturbances (assuming that the system does stay in its
linear range}. The effects of persistent disturbance on nonlinear system behavior are
addressed by the concept of robustness. Secondly, the above qualities conflict to some
extent, and a good control system can be obtained only based on effective trade-offs in
terms of stability/robustness, stability/performance, cost/performance, and so on.
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IL.3 Some Issues In Constructing Nonlinear Controllers

We now briefly describe a few aspects of controller design.

L M W

A Procedure for Control Design

Given a physical system to be controlled, one typically goes through the following
standard procedure, possibly with a few iterations:

1. specify the desired behavior, and select actuators and sensors;
2. model the physical plant by a set of differential equations;

3. design a control law for the system;

4, analyze and simulate the resulting control system;

5. implement the control system in hardware.

B

Experience, creativity, and engineering judgment are all important in this process. One
should consider integrating control design with plant design if possible, similarly to
the many advances in aircraft design which have been achieved using linear control
techniques. Sometimes the addition or relocation of actuators and sensors may make
an otherwise intractable nonlinear control problem easy.,

Modeling Nonlinear Systems

Modeling is basically the process of constructing a mathematical description (usually
a set of differential equations) for the physical system to be controlled. Two peints can
be made about modeling. First, one should use good understanding of the system
dynamics and the control tasks to obtain a tractable yet accurate model for control
design. Note that more accurate models are not always better, because they may
require unnecessarily complex contro! design and analysis and more demanding
computation. The key here is to keep “essential” effects and discard insignificant
effects in the system dynamics in the operating range of interest. Second, modeling is
mwore than obtaining a nominal model for the physical system: it should also provide
some characterization of the model uncertainties, which may be used for robust
design, adaptive design, or merely simulation.

Model uncertainties are the differences between the mode! and the real physical
system. Uncertainties in parameters are calied parametric uncertainties while the
others are called non-parametric uncertainties. For example, for the model of a
controlled mass

myx=u




Some Issues In Constructing Nonlinear Controllers 199

the uncestainty in m is parametric uncertainty, while the neglected motor dynamics,
measurement noise, sensor dynamics are non-parametric uncertainties. Parameiric
uncertainties are often easy to characterize. For example, m may be known to lie
somewhere between 2 kg and 5 kg. The characterization of unmodeled dynamics for
nonlinear systems is often more difficult, unlike the linear control case where
frequency-domain characterizations can be systematically applied.

Feedback and Feedforward

In nonfinear control, the concept of feedback plays a fundamental role in controller
design, as it does in linear control. However, the importance of feedforward is much
more conspicuous than in tinear control. Feedforward is used to cancel the effects of
known disturbances and provide anticipative actions in tracking tasks. Very often it s
impossible to control a nonlinear system stably without incorporating feedforward
action in the control law. Note that 2 model of the plant is always required for
feedforward compensation {although the model need not be very accurate).

Asymptotic tracking control always requires feedforward actions to provide the
forces necessary to make the required motion. It is interesting to note that many
tracking controllers can be written in the form

u = feedforward + feedback

or in a similar form. The feedforward part intends to provide the necessary input for
following the specified motion trajectory and canceling the effects of the known
disturbances. The feedback part then stabilizes the tracking error dynamics.

As an illustration of the use of feedforward, let us consider tracking controller
design in the familiar context of linear systems (as applicable to devices such as an x-y
plotter, for instance). The discussion is interesting in its own right, since tracking of
time-varying trajectories is not commonly emphastzed in [inear control texts.

Example I1.3: Tracking control of linear systems
Consider a linear {contrellable and observable) minimum-phase system in the form
Alp)y=Bip)u (IL7)
where
Alpl=a,+ap+..+ a"_lp"" +p°
Blpy=b,+bp+. .. +b,p"

The control objective is to make the output y(1) follow a time-varying desired trajectory y{1). We
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assume that only the output y(r) is measured, and that ¥, Yy ..., 74" are known, with r being the
relative degree (the excess of poles over zeros) of the transfer function (thus, r=n—m}.

The control design can be achieved in two steps. First, let us take the control law in the form

of

u=v+ 2P (I1.8)

B(p}

where v is a new input to be determined. Substitution of (IE.8) into (11.7) leads to

Alpye=B{p)v 4[R5

where e(1) = vif) — ¥, £ is the tracking error. The feedforward signal (A/B) ¥, can be computed as
A ‘= v K} ; +
E)d-—aljd +..‘.+G.r}d‘i‘5‘l

where the o (i=1,..,r) are constants obtained from dividing A by 8, and w{z} is a filtered
version of y (1) .

The second step is {0 construct input & so that the error dynamics is asymptotically stable.
Since ¢ is known (by subiracting the known y, from the measured y), while its derivatives are not,
one can stabilize ¢ by using standard finear techniques, e.g.. pole-placement together with a
Luenberger observer. A simpler way of deriving the control law is 1o let

Up)
¥ = o (IL.10}
D(p)
with C" and D being polynomials of order (=), With this control law, the closed loop dynamics
is
(AC+B8DYe =0

If the coefficients of C and D are chosen properly, the poles of the closed-loop pelynomial can be
placed anywhere in the complex plane (with the complex poles in conjugate pairs), as we shall

see in chapter 8. Therefore, the control law

A C
=2y = HA
u=Z¥st pe QL)

will guarantee that the tracking emor elr) temains at zero il initial conditions satisfy
¥y = v 0y =1, .., 1), and exponentiaily converges to zero if the initial conditions do not

satisfy these conditions.

The block diagram of the closed-loop system is depicted in Figure [1.3. We can make the

following comments about the control system:
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"a A
B
‘d c “ B y
I3 A "

Figure IL.2 : Linear Tracking Control system

» The feedferward part of the comirol law, computed by inverting the plant model, is
responsible for reducing and eliminating the Itracking errors, while the feedback part
results in stability of the whale system. If some derivatives of the desired trajectories
¥,L¢) are not available, one can simply omit them from the feedforward, which will only
cause bounded error in tracking. Note that ene may easily adapt the above contraller far
model reference control, with y; and its derivatives provided by the reference model.

« The control law (I.10) is equivalent to implementing a reduced-order Luenberger
observer. Higher order observers can alsa be used, possibly for the purpose of increasing
system robustness by exploiting the added flexibility.

» The above method cannot be directly used for tracking control of non-minimurn phase
systems {with some of the roots of B(p} having positive real parts} since the inverse
model A/B is unstable. However, by feedforwarding low-frequency components of the
desired trajecteries, good tracking in the low-frequency range {lower than the left-half
plane zeros of the plant) may siilt be achieved. For instance, by using (A/B )y, as the
feedforward signai, the tracking error can be easily found to be

C

AC+BD

)= -—=1]A
elr) B, 1Ay,
If B| is close 1o B at low frequencies, the control system can track a slowly varying y,(r)
well, One particular chaice of B is to eliminate the right half-plane zeros of B, which
will lead to good tracking for desired trajectories with frequencies fower than the right

half-plane zeroes. D
Importance of Physical Properties

In [inear control, it is common practice to generate a set of differential equations for a
physical system, and then forget where they came from, This presents no major
problem there, at least in a theoretical sense, because linear control theory provides
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powerful tools for analysis and design. However, such a procedure is typically
nndesirable for nonlinear systems, because the number of tools available for attacking
nonlinear problems is comparatively limited. In nonlinear control design, exploérarion
of the physical properties can sometimes make control design for complex nonlinear
plants a simple issue, or may easily solve an otherwise intractable design problem,
This point is forcibly demonstrated in the solution of the adaptive robot control
problem. Adaptive conirol of robot manipulators was long recognized to be far out of
the reach of conventional adaptive control theory, becavse a robot’s dynamics is
steongly nonlinear and has multiple inputs. However, the use of two physical facts,
namely, the positive definiteness of the inertia matrix and the possibility of linearly
parametrizing robot dynamics, successfully led to an adaptive controller with the
desirable properties of global stability and tracking convergence, as shown in

chapter 9.

Discrete Implementations

BRI, TP ACH TN

As discussed in chapter 1, nonlinear physical systems are continuous in nature and are
hard to meaningfully discretize, while digital control systems may be treated as i
continuous-time systems in analysis and design if high sampling rates are used
(specific quantfications are discussed, e.g., in section 7.3). Thus, we perform
nonlinear system analysis and controller design in continnous-time form, However, of
course, the control law is generally implemented digitally.

Numerical integration and differentiation are sometimes explicit parts of a
controller design. Numerical differentiation may avoid the complexity of constructing
the whole system state based on partial measurements (the nonlinear observer
problem), while numerical integration is a standard component of most adaptive
controller designs, and caa also be needed more generally in dynamic controllers.

Numerical differentiation may be performed in many ways, all aimed at getting
a reasonable estimate of the time-derivative, while at the same time avoiding the
generation of large amounts of noise. One can use, for instance, a filtered
differentiation of the form

op :ap+a*0t:a(l_ o

p+u pyo pt+ao

where p is the Laplace variable and o >>1. The discrete implementation of the
above equation, assuming e.g., 2 zero-order hold, is simply

Ynew = @ Yoiq + G2 X j:new = (X Vo) (IL12)

where the constants @, and a are defined as

A



Available Methods of Nonlinear Control Design 203
a) = e—(’IT dy = l_al

and T is the sampling period. Note that this approximate procedure can actually be
interpreted as building a reduced-order observer for the system. However, it does not
use an explicit model, so that the system can be nonlinear and its parameters unknown,
An alternative choice of filter structure is studied in Exercise I1.6.

Numerical integration actually consists in simulating in real-time some
(generally nonlinear) dynamic subcomponent required by the controller. Many
methods can again be used. The simplest, which can work well at high sampling rates
or for low-dimensional systems, is the so-called Euler integrarion

Xnew = Xolg ¥ ¥ r

where T is the sampling period. A mere sophisticated approach, which is very
effective in most cases but is more computationally involved than mere Euler
integration, is two-step Adams-Bashforth integration

) = x(r—m(%)'c(r—w%i(r—zmr

More complex techniques may also be used, depending on the desired trade-off
between accuracy and on-line computational efficiency.

IL4 Available Methods of Nonlinear Control Design

As in the analysis of nonlinear control systems, there is no general method for
designing noniinear controllers. What we have is a rich collection of alternative and
contplementary techniques, each best applicable to particular classes of nonlinear
control problems.

Trial-and-error

Based on the analysis methods provided in Part I, one can use trial-and-error to
synthesize controllers, similarly to, e.g., linear lead-lag controller design based on
Bode plots. The idea is 10 use the analysis tools to guide the search for a controller
which can then be justified by analysis and simulations. The phase plane method, the
describing function method, and Lyapunov analysis can all be used for this purpose.
Experience and intuition are critical in this process. However, for complex systems
trial-and-error often fails.
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Feedback linearization

As discussed earlier, the first step in designing a control system for a given physical
piant is to derive a meaningful mode! of the plant, i.e., a model that captures the key
dynamics of the plant in the operational range of interest. Models of physical systems
come in various forms, depending on the modeling approach and assumptions. Some
forms, however, lend themselves more easily to controller design. Feedback
linearization deals with techniques for transforming original system models into
equivalent models of a simpler form.

Feedback linearization can be used as a nonlinear design methodology. The
basic idea is to first transform a nonlinear system into a (fully or partially) linear
system, and then use the well-known and powerful linear design techniques to
compiete the control design. The approach has been used to solve a number of
practical nonlinear conirol problems. It applies to important classes of nonlinear
systems {so-called input-state linearizable or minimum-phase systems), and typically
requires full state measurement. However, it does not guarantee robustness in the face
of parameter uncertainty or disturbances.

Feedback linearization techniques can alse be used as model-simplifying
devices for robust or adaptive controllers, to be discussed next.

Robust control

In pure model-based nonlinear control (such as the basic feedback linearization
control approach), the control law is designed based on a nominal model of the
physical system. How the control system will behave in the presence of model
uncertainties is not clear at the design stage. In robust nonlinear controd (such as, e.g.,
sliding control), on the other hand, the controtler is designed based on the
consideration of both the the nominal model and some characterization of the model
uncertainties (such as the knowledge that the load to be picked up and carried by a
robot is between 2 kg and 10 kg). Robust nonlinear control techniques have proven
very effective in a variety of practical control problems. They apply best to specific
classes of nonlinear systems, and generally require state measurements,

Adaptive control

Adaptive control is an approach to dealing with uncertain systems or time-varying
systems. Although the term "adaptive” can have broad meanings, current adaptive
control designs apply mainly to systems with known dynamic structure, but unknown
constant or slowly-varying parameters. Adaptive controllers, whether developed for
linear systems or for nonlinear systems, are inherently nonlinear,
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Systematic theories exist for the adaptive control of linear systems. Existing
adaptive control techniques can also treat important classes of nonlinear systems, with
measurable states and linearly parametrizable dynamics. For these nonlinear systems,
adaptive control can be viewed as an altermative and complementary approach to
robust nonlinear control techniques, with which it can be combined effecrively.
Although most adaptive control results are for single-input single-output systems,
some important nonlinear physical systems with multiple-inputs have also been
studied successfully.

Gain-scheduling

Gain scheduling (see [Rugh, 1991] for a recent discussion, and references therein} is
an attemnpt to apply the well developed linear control methodology to the control of
nonlinear systems. It was originally developed for the trajectory control of aircraft.
The idea of gain-scheduling is to select a number of operating poiats which cover the
range of the system operation. Then, at each of these points, the designer makes a
linear time-invariant approximation to the plant dynamics and designs a linear
controller for each linearized plant. Between operating points, the parameters of the
compensators are then interpolated, or scheduled, thus resulting in a global
compensator.  Gain scheduling is conceptally simple, and, indeed, practically
successful for a number of applications. The main problem with gain scheduling is
that has only limited theoretical guarantees of stability in nonlinear operation, but uses
some logse practical guidelines such as “the scheduling variables should change
slowly" and "the scheduling variables should capture the plant’s nonlinearities”,
Another problem is the computational burden involved in a gain-scheduling design,
due 10 the necessity of computing many linear controllers.

I1.5 Exercises

1.1 Why do linear systems with a right half-plane zero exhibit the so-called "undershooting”
phenemenon (the step response initially goes downward)? Is the inability of perfect tracking for non-
minimum phase systems related 10 the undershooting phenomenon?

Consider for instance the system

H

Sketch its step response and compare it with that of the syster

+py

) =
ple2p+2
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What are the differences in frequency responses?

What does the step response of a non-minimum phase linear system look like if it has two
right half-plane zeros? Interpret and comment.

162 Assume that you are given a pendulum and the task of designing a control system o track the

desired trajectory
8,0 = Asinwt G<d4£90° O<w< 0H:

What hardware components de you need to implement the controf system? What requirements does
the task impose on the the specifications of the components? Provide a detailed outline of your

contrel system design.

IL.3  List the model uncertainties associated with the pendulum meodel (IL.1). Discuss how to
characterize them.

IL.4  Carry out the tracking design for the linear plants

3+p) 3-p)
P S Loy ) =
e pri2p+2 Xp pre2p+ 2

Simulate their responses to the desired trajectories
¥ty =sinawr
with ® being 0.5, 1.5, and 4. rad/sec.

IL5  Figure out an energy-hased stralegy €0 bring the inverted pendulumn in Figure 11 L.b from the
vertical-down position to the vertical-up position. (ffinr: You may wani first to express the system’s
kinelic energy in a modified coordinate system chosen such that rotation and translation are

upcoupled.)

What does your controller guaraniee along ¢he x direction? Poes it reduce to the usual linear

inverted pendulum ¢controller when linearized?

I1.6  An altemasive (o the filiered differentiation {I1.12) consists in simply passing an approximaie
derivative thraugh a zeco-order hold discrete filter, e.8..
. A= Nopy

Xaew = l"'Ij'-?."a‘ + (l-cp)

where ¢ = ¢, Discuss the relative merits of the two approaches.

b S S ”‘w

L R g




Chapter 6
Feedback Linearization

Feedback linearization is an approach to nonlinear control design which has attracted a
great deal of research interest in recent years. The central idea of the approach is to
algebraically transform a nonlinear system dynamics into a (fully or partly) linear one,
so that linear control techmiques can be applied. This differs entirely from
conventional linearization (i.e., Jacobian linearization, as in section 3.3) in that
feedback linearization is achieved by exact state transformations and feedback, rather
than by linear approximations of the dynamics.

The idea of simplifying the form of a system’s dynamics by choosing a different
state representation is not entirely unfamiliar. In mechanics, for instance, it is well
known that the form and complexity of a system model depend considerably on the
choice of reference frames or coordinate systems. Feedback linearization techniques
can be viewed as ways of transforming original system models into equivalent models
of a simpler form. Thus, they can also be used in the devefopment of robust or
adaptive nonlinear controllers, as discussed in chapters 7 and 8.

Feedback linearization has been used successfully to address some practical
control problems. These include the control of helicopters, high performance aircraft,
industrial robots, and biomedical devices. More applications of the methodology are
being developed in industry. However, there are also a number of important
shortcomings and limitations associated with the feedback linearization approach.
Such problems are stiil very much topics of current research.

207
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This chapter provides a description of feedback linearization, including what it

15, how to use it for control design and what its limitations are. In section 6.1, the
basic concepts of feedback linearization are described intuitively and iltustrated with
simple examples. Section 6.2 introduces mathematical tools from differential
geometry which are useful to generalize these concepts to a broad class of nonlincar
systems, Sections 6.3 and 6.4 describe feedback linearization theory for SISO systems,

_ and section 6.5 extends the methadology to MIMO sysiems.

!

- 6.1 Intuitive Concepts

? This section describes the basic concepts of feedback linearization intuitively, using
! simple examples. The following sections will formalize these concepts for more

general ponlinear systems,

6.1.1 Feedback Linearization And The Canonical Form

In its simplest form, feedback linearization amounts to canceling the nonlinearities in
a nonlinear system so that the closed-loop dynamics is in a linear form. This very
simple idea is demonstrated in the following example.

Example 6.1: Controlling the Auid level in a tank

Consider the control of the level )i of fluid in 2 tank (Figure 6.1) to a specified level sy, The
conirol input is the flow # into the tank, and the initial level is A,

i —

output
flow

Figare 6.1 : Fluid level control in a tank

The dynamic modet of the tank is

fi
4 ([ Addn)=un) - a2gh
df 0
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where A(h) is the cross section of the tank and & is the cross section of the putle! pipe. If the
initial level %, is quite different from the desired level kg, the control of & involves a nonlinear
regulation problem.

The dynamics (6.1) can be rewritten as
A E = w—a{2gn
1f 1{sh is chosen as
wty=a{2gh +Ath)YV 6.2)

with v being an "equivalent input” to be specified, the resulting dynamics is linear

i! =¥V
Choosing v as

v=-oh (6.3)
with i = Aty ~ by being the level error, and « being a strictly positive constant, the resulting
closed loop dynamics is

hrah=0 {64

This implies that Z{.’)—éO as t=-3°3, Based on (6.2) and (6.3), the actual input flow is
determined by the nonlinear control faw

wty=a~2gh — AthY ok (6.5)

Note that, in the control law (6.5), the first part on the right-hand side is used 1o provide the
output flow a*\l 2gh |, while the second part is used 1o raise the fluid level according to the the

desired linear dynamics (6.4).

Similasly, if the desired level is a known time-varying function h4(r), the equivalent input v
can be chosen as

V= f'id.(f) - uﬁ
50 as to still yield A()) — 0 as r — oo, : O

The idea of feedback linearization, i.e., of canceling the nonlinearities and
imposing a desired linear dynamics, can be simply applied to a class of nonlinear
systems described by the so-called companion form, or controilability canonical form.
A system is said to be in companion form if its dynamics is represented by

A1) = f(x) + b(X) 4 (6.6)
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where « is the scalar control input, x is the scalar output of interest,
x=[x,%, ...,xn"D]T js the state vector, and f(x) and b{x) are nonlinear
functions of the states. This form is unique in the fact that, although derivatives of x
appear in this equation, no derivative of the input « is present. Note that, in siate-space
representation, (6.6) can be written

xl J.‘Z
4 =
de Xyt Xy
Tn JE) + bix)u

For systems which can be expressed in the controilability canonical form, using
the control input (assuming & to be non-zero)

1
o=

[v—-1} ©6.D

=

we can cancel the nonlinearities and obtain the simple input-output relation (multiple-
integrator form}

K=y
Thus, the control law
ve—kgx—kj k- =k 20D

with the ; chosen so that the polynomiat p” + k,_p"~ + ... + &, has all its roots
strictly in the left-half complex plane, leads to the exponentially stable dynamics

A by 4k x=0

which implies that x(f) — 0. For tasks involving the tracking of a desired output xA1),
the control faw

szdm)—ko(’ __kzé.._____._.kn_le(fi—l) (68)

(where e(f) = x(t) ~ x4;(n is the tracking error) leads to exponentially convergent
tracking. Note that similar results would be obtained if the scalar x was replaced by a
vector and the scalar & by an invertible square matrix.

One interesting application of the above controt design idea is in robotics. The
followiag example studies control design for a two-link robot. Design for more
general robots is similar and will be discussed in chapter 9.
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Example 6.2: Feedback linearization of 2 two-link robot

Figure 6.2 provides the physical model of a two-link robot, with each joint equipped with a motor
for providing input torque, an encoder for measuring joint position, and a tachometer for
measuring joint velocity. The objective of the control design is 1o make the joint positions ¢, and
4, follow desired position histories g3 (1) and g,(f) . which are specified by the motion planaing
system of the robot. Such tracking control problems arise when a robot hand is required to move
along a specified path, e.g., to draw circles.

i
2
mlz
2
‘ by
qzjtz
!’ .
¢l m
. 1, L
9%

/ / / / / / / Figure 6.2 : A two-link robot

Using the well-known Lagrangian equations in classical dynamics, one can ¢asily show that
the dynamic equations of the robot is

= (6.9}

Hy H |4 . ~hq; —hg-hqy 4 RED dl
Hy Hy [ hq 0 | &l |

with q = [gq, qz]r being the twa joint angles, T = [T} 12]7" being the jeint inputs, and
Hyy=md. 2oy +myl 2+ 1, 24201 cosqy) + 1y
oy = -'"2"(-22 +1y
Hyy = Hyy = mylyl, cosgy +m, i, 2+ 1

k=il !{.zsin G2
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& =ml, geosgy + nglfczcoS(ql +qa) +{jcosq]
8y = ity ,fz £ cos{ql + Gs)
Equation (6.9} can be compactly expressed as
Hig) q+Cq. §1q rg@) =1

with H, € and g defined obviously. Thus, by multiplying both sides by H™! (the inveribility of
H is a physical property of the system, as discussed in Chapter 9), the above vector equation can
be put easily in the form of {6.6), with n = 2, although this dynamics now involves multipie inputs

and multiple outputs,

To achieve tracking control tasks, one can use the following control faw

-

T _ |HHefn) —hgy —hq—hi |4 ML

Tl |HaHxnln k) 0 @l |&

(6,10}

where
v={,- 220G - 22§

with v=[v| vy 17 being the equivalent input, § = g — q,; being the position tracking ervor and A
a positive number, The tracking error § then satisfies the equation

§+20G+ 212G =0

and therefore converges 10 zero exponentially. The control law (6.10} is commonly referred to as
"computed torque” control in robetics. It can be applied to robots with arbitrary aunbers of joints,
as discussed in chapter 9. a

Note that in (6.6} we have assumed that the dynamics is linear in terms of the
control input « (although nonlinear in the states), However, the approach can be easily
extended to the case when u is replaced by an invertible function g{x). For example, in
systems involving flow control by a valve, the dynamics may be dependent on wd
rather than directly on u, with u being the vaive opening diameter. Then, by defining

w=u?, one can first design w similarly 1o the previous procedure and then compute
the input u by & =w!/ This means that the nonlinearity is simply undone in the
control computation.

When the nonlinear dynamics is not in a controllability canenical form, one
may have to use algebraic fransformations to first put the dynamics into the
controllability form before using the above feedback linearization design, or to rely on
partial linearization of the original dynamics, instead of full linearization. These are
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the topics of the next subsections. Conceptually, such transformations are not totally
unfamiliar: even in the case of linear systems, pole placement is often most easily
achieved by first putting the system in the controllability canonical form.

6.1.2 Input-State Linearization
Consider the problem of designing the contrel input u for a single-input nonlinear
system of the form

x=fix, u)

The technique of input-state linearization solves this problem in two steps. First, one
finds a state transformation z = z(x) and an input transformation u = w(x, v} so that
the nonlinear system dynamics is transformed into an equivalent /inear time-invariant
dynamics, in the familiar form Z=Az+bv. Second, one uses standard linear
techniques (such as pole placement) to design v.

Let us illustrate the approach on a simpie second-order example. Consider the
system

X ==2x;+axy+ sinx (6.112)
Xy == 1008 x) +ucos(2xy) (6.11b)

Even though linear control design can stabilize the system in a small region around the
equilibrium point (0, 0}, it is not obvious at all what controller can stabilize it in a
larger region. A specific difficulty is the nonlinearity in the first equation, which
cannot be directly canceled by the control input .

However, if we consider the new set of state variables
zy =Xy {6.122)
73 = Xy + sinx (6.12b)
then, the new state equations are
2y ==2zp+ 1, (6.13a)
2y =—2z)C08 7| + oSz sinzy +au cos(2z)) (6.13b)

. Note that the new state equations also have an equilibrium point at (0, 0). Now we see
that the nonlinearities can be canceled by the control law of the form
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1 .
= (v —coszysiNZy + 27 6.14
7 acos(2z])(v z; 8in 24 1 €05 7)) { )

where v is an equivalent input (o be designed (equivalent in the sense that determining
v amounts to determining «, and vice versa), leading to a linear input-state relation

513—221'1'7.2 (6[53)
= (6.15b)

Thus, through the state transformation (6.12} and input transformation (6.14), the
problem of stabilizing the original nonlinear dynamics (6.11) using the original contrel
input « has been transformed into the problem of stabilizing the new dynamics (6.13)
using the new input v,

Since the new dynamics is linear and controllable, it is well known that the
linear state feedback control law

'lr’=—‘k121 '—k222

can place the poles anywhere with proper choices of feedback gains, For example, we
may choose

y=—2z (6.16)
resulting in the stable closed-loop dynamics

=211+

Ip=- 22

whose poles are both placed at — 2. In terms of the original state x| and x;, this
control law corresponds to the original input

W = -——[-—- (— 2axy— 2 sinx ~cosx sinx + 2x) cos x| ) {6.17)

cos(2x |}
The original state x is given from z by
Xy =14 (6.18a)
Xy ={zy —sin | Ya (6.18b)
Since both z; and z; converge to zero, the original state x converges to 2et0.

The closed-loop system under the above control law is represented in the block
diagram in Figure 6.3. We can detect two loops in this control system, with the inner

Far R A

T
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loop achieving the linearization of the input-state relation, and the outer loop
achieving the stabilization of the closed-loop dynamics. This is consistent with (6.14),
where the control input u is seen to be composed of a nonlinearity cancellation part
and a linear compensation part.

ve-kz 4 = ufx v} x = f(x, u) >

linearization loop

pole-placement loop z

z=7(x) {+—

Figure 6.3 : Input-State Linearization

A nuember of remarks can be made about the above control law:

» The result, though valid in a large region of the state space, is not giobal.
The control law is not well defined when x| = (/4 kn/2), k=1,2, ..
Obviously, when the initial state is at such singularity points, the controller
cannot bring the system to the equilibrium point.

* The input-state linearization is achieved by a combination of a state
transformation and an input transformation, with state feedback used in both.
Thus, it is a linearization by feedback, or feedback linearization. This is
fundamentally different from a Jacobian linearization for small range
operation, on which finear control is based.

¢ In order to implement the control law, the new state components (z, z,)
must be available. If they are not physically meaningful or cannat be
measured directly, the originai state x must be measured and used to compute
them from (6.12).

# Thus, in general, we rely on the systemn model both for the controller
design and for the computation of z. If there is uncertainty in the model, e.g.,
uncertainty on the parameter @, this uncertainty will cause eror in the
computation of both the new state 2z and of the control input &, as seen in
(6.12) and (6.14).

» Tracking control can also be considered. However, the desired motion then
needs to be expressed in terms of the full new state vector. Complex
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computations may be needed to translate the desired motion specification (in
terms of physical output variables) into specifications in terms of the new
states.

With the above successful design in mind, it is interesting to extend the input-
state linearization idea to general nonlinear systems. Two questions arise when one
speculates such generalizations:

o What classes of nonlinear systems can be transformed into linear systems?
* How to find the proper transformations for those which can?

These questions are systematically addressed in section 6.3.

6.1.3 Input-Output Linearization

Let us now consider a tracking controf problem. Consider the system
x=F(x, ) (6.19a)
y=hx) (6.19b)

and assume that our objective is to make the output y(r} track a desired trajectory y {7
while keeping the whole state bounded, where y(¢) and its time derivatives up to a
sufficiently high order are assumed to be known and bounded. An apparent difficulty
with this madel is that the output y is caly indirectly related to the input &, through the
state variable x and the nonlinear state equations {6.19). Therefore, it is not easy to
see how the input # can be designed to control the tracking behavior of the output y.
However, inspired by the results of section 6.1.1, one might guess that the difficulty of
the tracking control design can be reduced if we can find a direct and simple relation
between the system output y and the control input . Indeed, this idea constitutes the
intuitive basis for the so-called input-output linearization approach to nonlinear
control design. Let us again use an example to demonstrate this approach.

Consider the third-order system

Xy = sinxg + (rp + 1) xq (6.20a)
Fr= x5 4 xg {6.20b)
Iy= X2+ u {6.20¢)
y=x (6.20d)
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To generate a direct relationship between the owtput y and the input «, let us
differentiate the output y

5’=i1 = SirlI2+ (X2+ I)X3

Since y is still not directly related to the input &, let us differentiate again, We now
obtain

= 0p+l)u+ fi(x) (6.21)
where f)(x) is a function of the state defined by
[ = (x5 +x3) (x3 +€osxp) + (a9 + 1), 2 (6.22)

Clearly, (6.21) represents an explicit relationship between vy and . If we choose the
control input to be in the form

1
X2+I

{(v—1f]) (6.23)

i =

where v is a ntew input to be determined, the nonlinearity in (6.21) is canceled, and we
obtain a simple linear double-integrator relationship between the output and the new
input v,

The destgn of a tracking controller for this double-integrator relation is simple,
because of the availability of linear control techniques. For instance, letting
e = y(r) — y4(£) be the tracking error, and choosing the new input v as

V= ‘}"d—kl e—kzé (624)

with &, and %, being positive constants, the tracking error of the closed loop system is
given by

ety +kie=0 (6.25)

which represents an exponentially stable error dynamics. Therefore, if initially
e =&0)=0, then e(N=0Yr20, ie., prefect tracking is achicved; otherwise, e(n
converges to zero exponentially.

Note that

» The control law is defined everywhere, except at the singularity points such
that xe=—1.
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» Full state measurement is necessary in implementing the control [aw,
because the computations of both the derivative 3 and the input
transformation (6.23) require the value of X,

The above control design strategy of first generating a linear input-output
relation and then formulating a controller based on linear control is referred to as the
input-ouiput linearization approach, and it can be applied to many systems, as will be
seen in section 6.4 for SISO systems and in section 6.5 for MIMO systems. If we
need to differentiate the output of a system r times to generate an explicit relationship
between the output y and input u, the system is said to have relarive degree r. Thus,
the system in the above example has relative degree 2. As will be shown soon, this
terminology is consistent with the notion of relative degree in linear systems (excess
of poles over zeros). As we shall see later, it can also be shown formally that for any
controllable system of order &, it will take at most n differentiations of any output for
the control input to appear, i.e., r <a. This can be understoed intuitively: if it took
more than r differentiations, the system would be of order higher than #; if the control
input never appeared, the system would not be controllable.

At this point, one might feel that the tracking contro! design problem posed at
the beginning has been elegantly solved with the control law (6.23) and (6.24),
However, one must remember that (6.25) only accounts for part of the closed-logp
dynamics, because it has only order 2, while the whole dynamics has order 3 (the
same as that of the plant, because the controller (6.23) introduces no extra dynamics).
Therefore, a part of the system dynamics (described by one state component) has been
rendered "unobservable” in the input-output linearization. This part of the dynamics
will be called the internal dynamics, because it cannot be seen from the external input-
output relationship (6.21). For the above example, the internal state can be chosen to
be xy (because x5, y, and ¥ constitute a new set of states), and the internal dynamics is
represented by the equation

1
I2+l

.1'3 = .1'12 +

(’_}.'d(f)'—klé"kzé’ +f| ) (626)

If this internal dynamics is stable (by which we actually mean that the states remain
bounded during tracking, /.c., stability in the BIBO sense), our tracking control design
problem has indeed been solved. Otherwise, the above tracking controller is
practically meaningless, because the instability of the internal dynamics would imply
undesirable phenomena such as the burning-up of fuses or the violent vibration of
mechanical members. Therefore, the effectiveness of the above control design, based
on the reduced-order model (6.21}, hinges upon the stability of the internal dynamics.

Let us now use some simpler examples to show that intemal dynamics are
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stable for some systems (implying that the previous design approach is applicable),
and unstable for others (implying the need for a different control design).

Example 6.3: Internal dynamics

Consider the nonlinear system

ol 1x? +a

= (6.27a)
X u
y=x (6.27b)

Assume that the control objective is 1o make y track y, (7). Differentiation of y simply leads to the
first state equation, Thus, choosing the contro! law

u=—xy? — ety + y 400 (6.28)
yields exponential convergence of € to zero
e+e=0 (6.29}

The same control input is also applied to the second dynamic equation, leading to the internal
dynamics

j.‘z + 123 = jrd— e (6.30)

which is, characteristically, non-autonomous and nonlinear. However, in view of the facts that ¢
is guaranteed to be bounded by (6.29) and jrﬂ. is assumed to be bounded, we have

340 —el € D

where D is a positive constant. Thus, we can conclude from (6.30) that 11, 1< D3 (perhaps
after a transient), since ;\’2 <0 when x; > D3 and J'rz >0 when x, < -Dl3

Therefore, {6.28) does represent a satisfactory tracking control law for the sysiem {6.27),
given any trajectory y, (1) whose derivative j,(7} is bounded. a

Conversely, one can easily show (Exercise 6.2} that if the second state equation
in (6.27) is replaced by i = — u, then the resulting internal dynamics is unstable.

Finally, let us remark that, although the input-output linearization is motivated
in the context of output tracking, it can also be applied to stabilization problems. For
example, if y4{f) = O is the desired trajectory for the above system, the two states y and
¥ of the closed-loop system will be driven to zero by the control law (6.28), implying
the stabilization of the whole system provided that the internal dynamics is stable. In
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addition, two useful remarks can be made about using input-ocutput linearization for
stabilization design. First, in stabilization problems, there is no reason (o restrict the
choice of output y = /(x) to be a physically meaningful quantity (while in tracking
problems the choice of output is determined by the physical task). Any function ef x
may be used 1o serve as an artificial output (a designer output) to generate a linear
input-output relation for the purpose of stabilization design. Second, different choices
of output function leads o different internal dynamics. It is possible for one choice of
output to yield a stable internal dynamics (er no internal dynamics) while another
choice of output would lead to a unstable one. Therefore, one should choose, if
possible, the output function to be such that the associated internal dynamics is stable,

A special case occurs when the relative degree of a system is the same as its
order, i.¢., when the output y has to be differentiated n times (with # being the system
order) to obtain a linear input-output relation. In this case, the variables y, ¥, ...,
¥~ 1 may be used as a new set of state variables for the system, and there is no
internal dynamics associated with this input-output linearization. Thus, in this case,
input-output linearization leads to input-state linearization, and both state regulation
and output tracking (for the particular output) can be achieved easily.

THE INTERNAL DYNAMICS OF LINEAR SYSTEMS

We must admit that it is only due to the simplicity of the system that the internal
dynamics in Example 6.3 has been shown to be stable. In general, it is very difficult to
directly determine the stability of the internal dynamics because it is nonlinear, non-
autonomous, and coupled to the “external” closed-loop dynamics, as seen in (6.26).
Although a Lyapunov or Lyapunov-like anafysis may be useful for some systems, its
general applicability is limited by the difficulty of finding a Lyapunov function, as
discussed in chapters 3 and 4. Therefore, we naturally want to seek simpler ways of
determining the stability of the internal dynamics. An examination of how the concept
of internal dynamics translates in the more familiar context of linear systems proves

helpful to this purpose.
Let us start by considering the intemmal dynamics of some simple linear sysiems.
Example 6.4: [nternal dynamics in two linear systems

Cansider the simple controllable and observable linear system

{i‘h] {;2 . u}
U= {6.31a)
Xy H

yEx (6.21b)
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where W) is required to track a desired output y;{/). With one differentiation of the output, we
simply obtain the first state equation

¥= Xyt u
which explicitly containg u. Thus, the control law

W=yt = -y (632)
yields the tracking error equation

t+e=0
(where e = y - y 3 and the internal dynamics

Iyt xy =3, ell)

We see from these equations that while y{s} tends 10 ¥,4(7) (and ¥y tends to jrd(:‘}) . Xa FEMAins
bounded, and so does . Therefore, (6.32) is a satisfactory eracking controller for system (6.31).

Let us now consider a slightly different system:

X X+ u

=1 (6.33a)
.‘_2 - N
y=x (6.33b)

The same control law as above yields the same tracking error dynamics, but now leads o the

internal dynamics
.i’z =Xy = &1 -'}"d

This implies that x, , and accordingly #, both go to infinity as ¢ — ¢ . Therefore, {6.32) is not a
suitable tracking controller for system (6.33). a

We are thus left wondering why the same tracking design method is applicable
to for system (6.31) but not to system (6.33). To understand this fundamental
difference between the two systems, let us consider their transfer functions, namely,
for system (6.31),

1
Wl{p) = .,p_+2__
P

and for system (6.33),
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Wi = £
J2

We see that the two systems have the same poles but different zeros. Specifically,
system {6.31}, for which the design has succeeded, has a left half-plane zero a1 -1,
while system (6.33), for which the design has failed, has an right half-plane zero at 1.

The above observation (the internal dynamics is stable if the plant zeros are in
the lefi-half plane, i.e,, if the plant is "minimum-phase”} can actually be shown to be
true for all linear systems, as we do now, This is not surprising because, for non-
minimum phase systems, perfect tracking of arbitrary trajectories requires infinite
control effort, as seen in Example 112,

To keep notations simple, let us consider a third-order linear systemt in state-
space form

t=AzZ+bu y=clz (6.34)

and having one zero (and hence two more poles than zeros), although the procedure
can be straightforwardly extended to sysiems with arbitrary numbers of poles and
zeros. ‘The system’s input-output linearization can be facilitated if we first transform it
into the so-called companion form. To do this, we note from linear control that the
input/output behavior of this system can be expressed in the form

b,+ b
y=T(pl-A) by = ot 2P (6.35)
a,+ayp+ap’+p?

{where p is the Laplace variable). Thus, if we define

X = ! u

I a0+a5p+azp2+p3

,1'2 = ,i‘(

Xy = 4;.'2
the system can be equivalently represented in the companion form

Xy G | 0 Xy D
(% =)0 0 Lllxl +lojw {6.36a)

X3 —d, —dyp —dayl | x ]

A ..@,.-,ﬁ,;.kmi._;
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|
y=1b, & 0)|x (6.36b)
X3
Let us now perform input-cutput linearization based on this form. The first
differentiation of the output leads to
)" = box2 + bl X3
and the second differentiation leads to
F=byky + iy = byxy +by((—a,x —ayxy — apxy + 1) (637

It is seen that the input u appears in the second differentiation, which means that the
required number of differentiations (the relative degree} is indeed the same as the
excess of poles over zeros (of course, since the input-output relation of y to u is
independent of the choice of state variables, it would also take two differentiations for
1 to appear if we used the original state-space equations (6.34) ).

Thus, the control law
. | by 1 R
u=(aox1+a1 .12+0213'—£T-X3J + b_{_kle_k28+yd) (6-38)
1 1

where e = y—y,, yields an exponentially stable tracking error
E4ky+kye=0

Since this is a second-order dynamics, the internal dynamics of our third-order system
can be described by only one state equation. Specifically, we can use x| to complete
the state vector, since one can easily show xj, v, and ¥ are related to Xy, Xp, and x4
through a one-to-one transformation (and thus can serve as states for the system). We
then easily find from (6.36a) and (6.36b) that the internal dynamics is

j[ =Xy = Bl:(y—box])

that is,

il*'&xl =Ly (6.39)
Since y is bounded (y = e+ yg), we see that the stability of the internal dynamics

depends on the location of the zero — b,/ of the transfer function in (6.33). If the
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system is minimum phase, then the zero is in the left-half plane, which implies that the
internal dynamics (6,39) is stable, independently of the initial conditions and of the
magnitudes of the desired y,4, ..., yd(‘") (where r is the relative degree).

A classical example of the effect of a right half-plane zero is the problem of
controlling the aktitude of an aircraft using an elevator.

Example 6.5: Aircraft altitude dynamics

5

Figure 6.4 : Dynamic characteristics of an aircraft

A schematic diagram of the dynamics of an aircrafi (in the longitudinal plane) is shown in Figure
6.4, The sum of the lift forces applied to the aircraft wings and body is equivalent o a single lift
force Ly, applied at the “center of §ift” C; . The center of lift does not necessarily coincide with
the center of mass Cy; (with a positive 4 meaning that the center of mass is ahead of the center of
lift). The mass of the aircraft is denoted by m and its moment of inertia about C; is denoted by
J. We assume that all angles are small enough to justify linear approximations, and that the
forward velocity of the aircraft remains essentially constant,

The aircraft is initially cruising at a constant alritude k = k. To affect its vertical motion, the
elevaior {a small surface located at the aircraft tail) is rotated by an angle £. This generates a3
small aerodynamic force Lg on the elevator, and thus a torgue about Cp;. This torque createsa
rotation of the aircraft about Cp; , measured by an angle &, The lift force Ly, applied to the wings é

,§
§

is proportional 1o ¢ , i.e., Ly =Cxyot. Similarly, Lg is proportional to the angle between the
horizontal and the elevator, ie., Lg=Czz(E—a). Furthermore, various aerodynamic forces
create friction torques proportional to &, of the form &é. In summary, a simplified model of the
aircraft vertical motion can be writien

JE+b& 4+ (Cppl+Cppdio = Copl E (6.402)
mh = (Cpp+Cppha-Cop & (6400} ;

where the first equation represents the balance of morments and the second the balance of forces.
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Remark that the open-loop stability of the first equation, which defines the dynamics of the
angle o, depends on the sign of the coefficient (Cyg!+ Coyd) . In particular, the equation is
open-loop stable if d> 0, i.e., if the center of mass is ahead of the center of 1ift (this allows us to
understand the shape of a jumbao jet, or the fact that on small aircraft passengers are first seated on
the front rows).

To simplify notations, let now
J=1 m=1 b=4 Cypp=1 Cxh=5 =3 d=02.

The transfer functions describing the systen can then be written

a(p) _ 3 -3 6.41
i LA = . )]
E{p) p2+4p+4 (p+2)2 (ele
Kp) _  M-4p-p? _ (624+p)(224-p) (6.41b)
E(p)  p2pledp+4) pip+2)?

where p is the Laplace vatiable.

At time =0, a unit step input in elevator angle £ is applied. From the initial and final value
theorems of linear control {or directly from the equations of motion), one can easily show that the
corresponding initial and final vertical accelerations are

Be=0%) = -1 20 hit=+00) =35> 0

The complete time responses in # and k are sketched in Figure 6.5. We see that the aircraft starts
in the wrong direction, then recovers. Such behavior is typical of systems with a right half-plane
zero. It can be easily understood physically, and is a direct reflection of the aircraft design itself.
The initial effect of the unit step in £ is to create an instantaneous downward force on the
elevator, thus creating an initial downward acceleration of the aircrafi’s center of mass. The unit
step in elevator angle also creates a forgite about C;, which builds up the angle o and thus
creates an increasing upward {ift force on the wing and body. This lift force eventually takes over
the downward force on the elevator, Of cousse, such non-mirimurm phase behavior is important
for the pilot to know, especially when flying at low altitudes,

.

Let us determine the associated internal dynamics. Defining the state asx = [o0 & & h 17,
the equations of motion ¢an be written

X =X {6.42a)
fy = —dxy~4x +3E (6.42Db)
Xy = xy (6.42¢)
iy =6x-E (6.42d)
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Figure 6.5 : Pole-zero plot and step respenses in A and #

The output of interest is the aircraft’s altitude
Y=,
Differentiating y until the input E appears yields

y=l"3=,;.‘4=6,l’l-'£'

consistent with the fact that the transfer function {6.4ib} has relative degree 2. Choose now a
pole-piacement control law for £

E:le—}d+'_‘§+§
where ¥ =y—y;. Then

+¥+5=0 (6.43)

hel}d

The corresponding intemal dynamics is

Ky =—duy -4y, +3(6,rt~}?d+ja'+'y“)

that is
G+46- 140 = 3(—j?d+§+§) (6.44)

and thesefore, is unstable. Specifically, the poles on the left-hand side of (6.44) are exactly the
zeros of the transfer function (6,41b).

THE ZERO-DYNAMICS

Since for linear systems the stability of the internal dynamics is simply determined by
the locations of the zeros, it is interesting to see whether this relation can be extended
to nonlinear systems. To do so requires first to extend the concept of zeros to
nonlinear systems, and then to determine the relation of the internal dynamics stability
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to this extended concept of zeros.

Extending the notion of zeros to nonlinear systems is not a trivial proposition.
Transfer functions, on which linear system zeros are based, cannot be defined for
nonlinear systems, Furthermore, zeros are intrinsic properties of a linear plant, while
for nonlinear systems the stability of the internal dynamics may depend on the specific
control input.

A way to approach these difficulties is to define a so-called zero-dynamics for a
nonlinear system. The zero-dynamics is defined to be the internal dynamics of the
system when the system output is kept at zero by the input. For instance, for the
system (6.27), the zero-dynamics is (from (6.30))

dp+x2=0 (6.45)

Noticing that the specification of maintaining the system output at zero wniquely
defines the required input (namely, here, & has to equal —x23 in order to keep x|
always equal to zero), we see that the zero-dynamics is an intrinsic property of a
nonkinear system. The zero-dynamics (6.45) is easily seen to be asymptotically stable
(by using the Lyapunov function V = x22 ).

Similarly, for the linear system (6.34), the zero-dynamics is (from (6.39))
.ifl + {bolbl)xl =0

Thus, in this linear system, the poles of the zero-dynamics are exactly the zeros of the
system, This result is general for linear systems, and therefore, in linear systems,
having all zeros in the left-half complex plane guarantees the global asymptotic
stability of the zero-dynamics.

The reason for defining and studying the zero-dynamics is that we want to find
a simpler way of determining the stability of the intemal dynamics. For linear
systems, the stability of the zero-dynamics implies the global stability of the internal
dynamics:  the left-hand side of (6.39) completely determines its stability
characteristics, given that the right-hand side tends to zero or is bounded. In nontinear
systems, however, the relation is not so clear. Section 6.4 investigates this question in
some detail, For stabilization problems, it can be shown that local asymptotic stability
of the zero-dynamics is enough to guarantee the local asymptotic stability of the
internal dynamics. Extensions can be drawn to the tracking problem. However, unlike
the linear case, no results on the global stability or even large range stability can be
drawn for internal dynamics of nonlinear systems, ie., only local stability is
guaranteed for the intemal dynamics even if the zero-dynamics is globally
exponentially stable.
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Similarly to the linear case, we will call a nonlinear system whose zero-
dynamics is asymptetically stable an asymprotically minimum phase system, The
concept of an exponentially minimum phase system can be defined in the same way.

Two useful remarks can be made about the zero-dynamics of nonlinear systems,
First, the zero-dynamics is an intrinsic feature of a nonlinear system, which does not
depend on the choice of control law or the desired trajectories. Second, examining the
stability of zero-dynamics is much easier than examining the stability of intemal
dynamics, because the zero-dynamics only involves the internal states (while the
internal dynamics is coupled to the external dynamics and desired trajectories, as seen
in {6.26)).

Example 6.6: Aircraft zero-dynamics
Given (6.44), the zero-dynamics of the aircraft of Example 6.5 is
G+46- 140 =0 (6.46)

This dynamics is unstable, confirming that the system is non-minimum phase. The poles of the
zero-dynamics are exactly the zeros of the transfer function (6.41b).

Now model (6.40} is actually the linearization of a more general nonfinear model, applicable
at larger angles and angular rates. Since the zero-dynamics corresponding to the linearized model
simply is the linearization of the zero-dynamics corresponding to the nonfinear model, thus the
nonlinear system is alse non-minimum phase, from Lyapunov’s finearization method. (|

To summarize, control design based on input-cutput linearization can be made
in three steps:

o differentiate the output y until the input u appears
» choose u to cancel the nonlinearities and guarantee tracking convergence
o study the stability of the internal dvnamics

If the relative degree associated with the input-output linearization is the same as the
order of the system, the nonfinear system is fully linearized and this procedure indeed
leads to a satisfactory controiler (assuming that the model is accuraie). If the relative
degree is smaller than the system order, then the nonlinear sysiem is only partly
linearized, and whether the controller can indeed be applied depends on the stability of
the internal dynamics. The study of the internal dynamics stability can be simplified
tocally by studying that of the zero-dynamics instead. If the zero-dynamics is
unstable, different control strategies should be sought, only simplified by the fact that
the transformed dynamics is partly linear.
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6.2 Mathematical Tools

The objective of the rest of this chapter is to formalize and generalize the previous
intuitive concepts for a broad class of nonlinear systems, To this effect, ‘we first
introduce some mathematical 100ls from differential geometry and topology. To limit
the conceptual and notational complexity, we discuss these tools direcdy in the
context of nonlinear dynamic systems (instead of general topological spaces). Note
that this section and the remainder of this chapter represent by far the maost
mathematically involved part of the book. Hurried practitioners may skip it in a first
reading, and go ditectly to chapters 7-9.

In describing these mathematical tools, we shall cail a vector function
f: R" = R" a vecror field in R", to be consistent with the terminology used in
differential geometry. The intuitive reason for this term is that to every vector function
f corresponds a field of vectors in an r-dimensional space {one can think of a vector
f(x) emanating from every point x). In the following, we shall only be interesied in
smooth vector fields. By smoothness of a vector field, we mean that the function (x)
has continuous partial derivatives of any required order.

Given a smooth scalar function A(x) of the state x, the gradient of 4 is denoted
by Vi "

Vh=a-—h

ox

The gradient is represented by a row-vector of elements (Vh)f= ahféxj‘ Similarly,
given a vector field £(x), the Jacobian of f is denoted by V§

g = of

ox

It is represented by an r x n matrix of elements (V) = df;/ dx; .

LIE DERIVATIVES AND LIE BRACKETS

Given a scalar function A(x) and a vector ficld f(x), we define a new scalar function
Lg h, called the Lie derivalive (or simply, the derivative) of & with respect to [,

Definition 6.1 Let h: R" — R be a smooth scalar function, and £: R" — R? be a
smooih vector field on R", then the Lie derivative of h with respect to § is a scalar
Junction defined by Lefe = Vh 1.
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Thus, the Lie derivative Lgh is simply the directional derivative of h along the
direction of the vector f.

Repeated Lie derivatives can be defined recursively
Li®h=h
Lih = L(Li~ W)= V(LT iy f for i=1,2,....
Similarly, if g is another vector field, then the scalar function Lg Leh(x)is

LyLgh=Veh) g

One can easily see the relevance of Lie derivatives to dynamic systems by
considering the following single-output system

% =f(x)
¥y =hix)

The derivatives of the output are

. _dh
=% - Lok
Eh(x b
d[Lp
j et 2
Ix

and so on. Similarly, if V is a Lyapunov function candidate for the system, its
derivative V can be written as Ly V.

Let us move on to another important mathematical operator on vector fields, the
Lie bracket.

Definition 6.2  Ler f and g be two vector fields on R The Lie bracket of fand g is a
third vector field defined by

[f,gl = Vg f - Vig

The Lie bracket (f, g] is commonly written as ady g (where ad stands for "adjoint").
Repeated Lie brackets can then be defined recursively by
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ade®g=g

adff g=Ff, adfi—l gl for i=1,2,...

Example 6.7: The system (6.11) can be written in the form
X =Fx) + g(x)u

with the two vector fields Fand g defined by

=2x; +axy + sinx 0
f= g(x) =
= X008 X| cos(2x))

Their Lie bracket can be computed as

it g] 0 Ofj— 2%, +axy +sinx, -2 +cosx a ]
8= -2sin{2x} 0 =X, 08X A sinxy  —cosx|fcos(2x))

_[ aCos{2x) } O

cosx; cos{2x} — 2sin(2x}(—2x) +axy +sinx,)

The following lemma on Lie bracket manipulation will be useful later,
Lemma 6.1  Lie brackets have the following properties
(i} bilinearity:
logfy + 0 fy, g) = o [, g] + oy [f, g]
[f, 0,8 + az8] =0y [F, g1 + o[, gyl

where £, . Iy, .8 and g, are smooth vector fields, and o) and o, are
constant scalars.

(i) skew-commutativity:

[f’ g] == [gs r]
(iii) Jacobi identity:
Ladfg h = LrLg h -Lg Leh

where h(x) is a smooth scalar function of x.
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Proof: The proofs of the first two properties are straightforward (Exercise 6.6). Let us derive the
thitd property, which can be rewritien as

Vhif.gl= VL i) - Vet
The left-hand side of the above equation can be expanded as

dhedg, of
Vh (£, f- -
[r.e] = dx \@x axg)

while the right-hand side can be expanded as

VL, i F-V(leh)g = v( g), v(aﬁ )g

2 2
ahag rol ghN (Bl gtk L Gk 8g E)fg)
Ixdx il dxdx  ax? T ox ax Ix
where 32k / 3x? is the Hessian of h, a symmetric matrix. 0

The Jacobi identity can be used recursively to obtain useful technical identities,
Using it twice vields

Lellelyh ~ LyLek) ~ [LyLy — LyLelLgh

hom Lplog o h = Logg gk

Gdrg

i

LitLgh—2¢loLeh+LyLe?h (6.47)
Similar identities can be obtained for higher-order Lie brackets.
DIFFEOMORPHISMS AND STATE TRANSFORMATIONS

The concept of diffeomorphism can be viewed as a generalization of the familiar
concept of coordinate transformation, Jt is formally defined as follows:

Definition 6.3 A function ¢: R¥ — R”, defined in a region §, is called a
diffeomorphism if it is smooth, and if its inverse 9~ exists and is smooth.

If the region £ is the whole space R?% then §(x) is called a global
diffeomorphism. Global diffeomorphisms are rare, and therefore one often looks for
focal diffeomorphisms, i.e., for wransformations defined only in a finite neighborhood
of a giver point. Given a nonlinear function ¢(x), it is easy to check whether it is 2
focal diffeomarphisme by using the following lemma, which is a straightforward
consequence of the well-known implicit fuaction theorem.

DR Ly, B
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Lemma 6.2 Let §(x) be a smooth function defined in a region L in R If the
Jacobian matrix Vi is non-singular at a point x =X, of L, then §(x} defines a local
diffeomorphism in a subregion of €.

A diffeomorphism can be used to transform a nonlinear system inte another
nontinear system in terqus of a new set of states, similarly 10 what is commonly done
in the analysis of linear systems. Consider the dynamic system described by

X = (X} + g(xj e
y=hx)

and let a new set of states be defined by
z = ¢(x)

Differentiation of z yields

= g—:i = g;z(f(x} + g(x)u}

One can easily write the new state-space representation as
i=f'z)+ g*(z)u
y=h'(z)
where x = $~1(z) has been used, and the functions £¥, g" and #™ are defined obviously.
Example 6.8: A non-global diffeomorphism
The nenlinear vector function

z 2i) + 52,57
= g00 = ,
2z 3sinx,

{6.48)

is well defined for all x, and Xy, lts JacGbian matrix is

¢ 2+ 5122 10 x| %y

ax 0 3cosx,y

which has rank 2 at x = {0, 0}. Therefore, Lemma 6.2 indicates that the function (6.48) defines a
local diffeomorphism around the origin. In fact, the diffeomorphism is valid in the region
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Q= {x)x), |agl<nf2)

because the inverse exists and 1s smooth for x in this region. However, outside this region, ¢ does
not define a diffeomorphism, because the inverse does not uniquely exist, O

THE FROBENIUS THEOREM

The Frobenius theorem is an important tool in the formal treatment of feedback
linearization for n'h-order nonlinear systems. It provides a necessary and sufficient
condition for the solvability of a special class of partial differential equations. Before
presenting the precise statement of the theorem, let us first gain a basic understanding
by discussing the case n=3,

Consider the set of first-order partial differential equations

dk dh dh

+ 2% e X =0 6.49:
axl f] 8x2f2 ax3 f3 ( a)
ah 2 s 90 32+_5‘_£ 2= {6.49b)

axl aI2 3x3

where flxy,xy,x3} and gix).x3,x3) (i=1.2,3) are known scalar functions of
Xy.X%5,%3, and h(x; .x5,x3) is an unknown function. Clearly, this set of partial
differential  equations is  uniquely defined by the two  vectors
f=tfH f> LY. g=1{g 5 831 If a solution h(x(,x,x3) exists for the above
partiai differential equations, we shall say the set of vector fields {[ , g} is completely
integrable.

The question now is to determing when these equations are solvable. This is not
obvious at all, & priori. The Frobenius theorem provides a refatively simple condition:
Equation (6.49) has a solution /(x| ,x,x3) if, and only if, there exists scalar functions
o plx,xz,x3) and Oy(x |, xg,x3) such that

gl =o0yf+0y8

i¢., if the Lie bracket of f and g can be expressed as a linear combination of fand g.
This condition is called the imvelufivity condition on the vector fields {f, g} .
Geometrically it means that the vector [f, g] is in the plane formed by the two vectors [
and g. Thus, the Frobenius theorem states that the set of vector fields {f,g| is
completely integrable if, and only if, it is involutive, Note that the involutivity
condition can be relatively easily checked, and therefore, the solvability of (6.49) can
be determined accordingly.

Let us now discuss the Frobenius theorem in the general case, after giving
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formal definitions of complete integrability and involutivity.

Definition 6.4 A linearly independent set of vector fields {f, 15, .., £, ) on R is
said to be completely integrable if, and only if, there exist n—m scalar functions
(X}, hy(X) , ..., By, (X) satisfying the system of partial differential equations

Vi €, =0 (6.50)
where 1 Sisn—m, 1 £j<m, and the gradients Vh; are linearly independent.

Note that with the number of vectors being m and the dimension of the associated
space being 7, the number of unknown scalar functions #; involved is (n—m) and the
nurnber of partial differential equations is n{n—n).

Definition 6.5 A linearly independent set of vector fields (€ .15, ..., f,, ) is said to
be involutive if, and only if, there are scalar functions Oty + R* = R such that

if; . 100 = ;a,-jk(x) f,x) Vij (6.51)

Involutivity means that if one forms the Lie bracket of any pairs of vector fields from
the set (F .5, ... [, ], then the resulting vector field can be expressed as a linear
combination of the original set of vector fields. Note that

« Constant vector fields are always involutive. Indeed, the Lie bracket of
two constant vectors is simply the zero vector, which can be trivially
expressed as linear combination of the vector fields.

« A set composed of a single vector f is involutive. Indeed,
[F,£]=(VE}yf—-(VEYf=0

« From Definition 6.5, checking whether a set of vector fields {f}, ..., f,}
is involutive amounts {o checking whether

rank(fl(x) fm(x)) = rank(f, () ... £,0%) [E, fj](x))
for all x and ali ¢, j.
We can now state the Frobenius theorem formally.

Theorem 6.1 {Frobenius) Ler €5, ..., f,, be a set of linearly independent vector
fields. The set is completely integrable if, and only if, it is involutive.

Example 6.9: Consider the set of partial differential equations
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4x3.?_h_ - ih._ =10
dxp  dxy
dh ak ah
_xlg_u + (x32—3x1}a_x£ + :z:c:,E =0

The associated vector fields are {F | £y} with
f; = [4x, -1 O £, = [—x (%2=3x3) 2x3)7

In order to determine whether this set of partial differential equations is solvable (or whether
(f, f,} is completely integrable), let us check the involutivity of the set of vector fields (f, f,]).
One easily finds that

{f.6] = [-12x; 3 0]

Since [fy, ;] = ~3f + 0f,, this set of vector fields is involutive. Therefore, the two partial
differential equations are solvable, O

6.3 Input-State Linearization of SISO Systems

In this section, we discuss input-state linearization for single-input nonlinear systems
represented by the state equations

x=1(x) + g(x)u (6.52)

with f and g being smooth vector fields. We study when such systems can be
linearized by state and input transformations, how to find such transformations, and ;
how to design controllers based on such feedback linearizations. H

Note that systerns in the form {6.52) are said to be linear in control or affine. Tt
is useful to point out that if a nonlinear system has the form
X = Kx) + g(x) wlu + 6(x)]

with w being an inverribie scalar function and $ being an arbitrary functional, a simple
variable substitution v = w{r + ¢(x}] puts the dynamics into the form of (6.52). One
can design a control law for v and then compute u by inverting w, ie.,

w=wl(yy = G(x).
DEFINITION OF INPUT-STATE LINEARIZATION

Al e

In order to proceed with a detailed study of input-state linearization, a formal
definition of this concept is necessary:
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Definition 6.6 A single-input nonlinear systent in the form (6.52), with {(x) and g(x)
being smooth vector fields on R7, is said to be input-state linearizable if there exists a
region S in R”, a diffeomorphism § : 2 — R, and a nonlinear feedback control law

u = ofx) + Bx)v (6.53)

such that ihe new state variables € = §(x) and the new inpur v satisfy a linear fime-
invariant relation

t=Az+by (6.54)
where
[0t 0..0] [0]
001... 0
A= b=
000..1 0
[000..0] 1]

The new state z is called the linearizing state, and the control law (6.33) is called the
linearizing control law. To simplify notations, we will eften use z to denote not only
the transformed state, but the diffeomorphism @ itself, i.e. write

z = Z{(X)
This slight abuse of notations should not create any confusion.

Note that the transformed linear dynamics has its A matrix and b vector of a
special form, corresponding to a linear companion form, However, generality is not
lost by restricting ourselves to this special linear equivalent dynamics, because any
representation of a linear controllable system is equivalent to the companion form
(6.54) through a linear state transformation and pole placement. Therefore, if (6.53)
can be transformed into a linear system, it can be transformed into the form prescribed
by (6.54) by using additional linear transformations in state and input.

We casily see from the canonical form (6.54) that feedback linearization is a
special case of input-output linearization, where the output funciion leads to a relative
degree n. This means that if a system is input-output linearizable with rejative degree
f, it must be input-state linearizable. On the other hand, if a system is input-state
linearizable, with the first new siate z; representing the output, the system is input-
output linearizable with relative degree a. Therefore, we can summarize the
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relationship between input-output linearization and input-state linearization as follows:

Lemma 6.3  An n'-order nonlinear system is input-state linearizable if, and only if,
there exists a scalar function z(X) such thar the system’s input-outpur linearization
with z|(X) as output function has relative degree n.

Note, however, that the above lemma provides no guidance about how to find the
desirable output function z,(x).

CONDITIONS FOR INPUT-STATE LINEARIZATION

At this point, a natural question is: can all nonlinear state equations in the form of
(6.52) be input-state lincarized? If not, when do such linearizations exist? The
following theorem provides a definitive answer to that question, and constitutes one of
the most fundamental results of feedback linearization theory.

Theorem 6.2  The nonlinear system (6.52), with f(x) and gix) being smooth vector
fields, is input-state linearizable if, and only if, there exists a region L such that the
following conditions hold:

o the vector fields {g, adpg , ..., adi"~1 g} are linearly independent in Q
o the set (g, adg g, ..., acii'f*"'*2 g} is involutive in £
Before proving this resuit, let us make a few remarks about the above conditions:

« The first condition can be interpreted as simply representing a
controllability condition for the nonlinear system (6.52}. For linear systems,
the vector fields |g, adeg, ..., adf”"g} become }b,Ab,.. A" Ib},
and therefore their independence is equivalent to the invenibility of the
familiar linear controlability matrix. It is also easy to show that if a system’s
linear approximations in a closed connected region £ in R" are all
controllable, then, under some mild smoothness assumptions, the system can
be driven from any point in £ to any point in . However, as mentioned in
chapter 3, a noalinear system can be confrollable while its linear
approximation is not. The first condition above can be shown to represent a
generalized controllability condition which also accounts for such cases.

» The involutivity condition is less intwitive. It is trivially satisfied for linear
systems (which have constant vector fields), but not generically satisfied in
the nonlinear case.

Let us now prove the above theorem. We first state a technical lemma.
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Lemma 6.4  Let 2(X) be a smooth function in a region £k, Then, in £}, the ser of equations

Lyz=lylez=..=l,L*2=0 (6.55a)

is equivalent to

Lgz=logg?=-=Logtgz=0 (6.55b)

for any pogitive integer k.

Proof: Let us show that (6.55a) implies {6.55b).
When k = 0, the result is obvious. When & = 1, we have from Jacobi's identity (Lemma 6.1)
Ladrgz =Ll z-Llz=0-0=10
When £ =2, we further have, using Jacobi’s tdentity twice as in (6.47)
Laggz = LeP Lgz = 2Ly Lez+ Lyl = 0-040 =0
Repeating this procedure, we can show by induction that (6.55a) implies (6.55b) for any k.

One proceeds similarly te show that (6.55b) implies (6.35a) (by using Jacobi’s identity the
other way around), a

We are now ready for the proof of Theorem 6.2 itself.

Proof of Theorem 6.2; Let us first prove the recessiry of the conditions. Assume that there exist
a state transformation 2 = 2(x) and an input transformation & = a{x) + B(x) v such that z and v
satisfy (6.54). Expanding the first line of (6.54), we obtain

=2 (g
s =—(f+aeu)=z
"ok 8 2

Proceeding similarfy with the other components of z leads to a set of partial differentiat equations

dz dz,
Ef+ X gu =1
822 822
T T T
dz dz

ey " gu=v
dx ax

Since Z] 4 I, 008 independent of «, while v is not, we conclude from the above equations that
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Ly =lgry=n =lyz, | =0 Lyz,#0 {6.56a)

Lizi=z,, i=1,2,.., n-1 (6.56b)

The above equations on the z; can be compressed into a sel of constraint equarions on z,
alone. Indeed, using Lemma 6.4, equation (6.56a) implies that

vz adf"‘g =0 ¥=0,1.2,....n-2 (6.57a)

Furthermiore by proceeding as in the proof of Lemma 6.4, we can show
vz, adf"‘lg = {11 Lg 7,

This impfies that

R ST

Vi adi"lg # 0 (6.57b)

The first property we can now infer from (6.57) is that the vector fields
g.adpg, ..., ad"" g must be finearly independent, Indeed, if for some number i { £ n-1), there
existed scalar functions o) (x}, ... , @;_;(x) such that

i1
adfj g= z akad,k g
k=0

we would have

n=2
ady"Yg = Y agadfy
I

k=n—i=

This, together with {6.57a), would imply thai

n=2
Vo, ad" g = ¥ o Vzadtg =0

b=n—i-|

a contradiction 10 (6.57b}.

The second property we ¢an infer from (6.57) is that the vector fields ace involutive. This
follows from the existence of a scalar function z| satisfying the ri— | partial differential equations
in (6.57a}, and from the necessity part of the Frobenius theorem. Thus, we have completed the
necessity part of the proof of Theorem 6.2.

Let us now prove that the bwo conditions in Theorem 6.2 are also sufficiert for the input-siate
linearizability of the nonlinear system in (6.52), f.¢e., that we can find a state transformation and an
inpwt transformation such that (6.54) is satisfied. The reasoning is as follows. Since the
involutivity condition is satisfied, from Frobenius theoremn there exists a non-zero scalar foncrion

z,{x} satisfying
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Lyzy=Loggzy == Logrzg2,=0 (6.58)
From Lemma 6.4, the above equations can be writien

Lyny=Lglez ==l L2 =0 (6.59)
This means that if we use z=(z; Lgz) ... L7712, |7 as a new set of state variables, the first
n—1 state equations verify

3= 2y k=1,..,0-Fk
while the last state equation is

z, = Ltz +Lhg L™ Yz w {6.60}
Now the question is whether L, L~ I2; can be equal to zero. Since the vector fields

(g.adksg. ... araff""I g} are linearly independent in £2, and noticing, as in the proof of Lemma
6.4, that {6.58) also leads o

Lg Lr"_‘ zy o= (-l ya=1i Ladrn—lg 7
we must have
L(.-dr"‘fg 2(x) # 0 Vxe 2 (6.61)

Otherwise, the non-zero vector Vz; would satisfy
Ve [g adig adf""I gl =0
and thus would be orthogonal to n linearly independent vectors, a contradiction.
Therefore, by takirg the control law to be
= =Lz + V)HLy L=1z))

equation {6.60) simply becornes

=V

i
which shows that the input-output linearization of the nonlinear system has been achieved. O

HOW TO PERFORM INPUT-STATE LINEARIZATION

Based on the previous discussion, the input-state linearization of a nonlinear system
can be performed through the following steps:

 Construct the vector fields g, adgg, ..., ady"~ lg for the given system

* Check whether the controllability and involutivity conditions are satisfied
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o If both are satisfied, find the first state z| (the output function leading to
input-cutput kineartzation of relative degree #) from equations (6.58), i.e.,

Vzy adg’g = 0 i=0,..,n-2 (0.62a)
VZI adf”‘lg # 0 (662'3)
o Compute the state transformation z(x) =[ z; Lgz; ... Lg%z 1 and the

input transformation (6.53), with

Lfn 2 1
Lg Lr 2y
Blx) = “—_i‘-T' (6.63b)

Let us now demonstrate the above procedure on a simple physical example
{Marino and Spong, 1986; Spong and Vidyasagar, 1989].

Example 6.16: Consider the control of the mechanism in Figure 6.6, which represents a link

driven by a motor through a torsionaf spring (a single-link flexible-joint robot), in the verticai

plane. Its equations of motion can be easily derived as
{6.64a)

{6.64b)

Ig +MgLsing + kig,~q)=0
Jg;-kig —qp=u

Figure 6.6 : A flexible-joint mechanism

Because nonlinearities (due to gravitational 1orques) appear in the first equation, while the control
input « enters only in the second equation, there is no obvious way of designing a large range
controller. Let us now consider whether input-state linearization is possible.

First, let us put the system’s dynamics in a state-space representation. Choosing the stats



Sect. 6.3 Input-State Linearization of SISO Systems 243

veclor as
x=(q, 4 ¢

the corresponding vector fields f and g can be written

Ff=1ln - ﬂf—f“sin,rf —% (xy-x3) X 'Jlic[xI —xp )"

1 o
=000 |
g = J]

Second, let us check the controllability and invelutivity conditions. The controllability
matrix is obtained by simple computation

k
00 0 ~f
0 0 % 0
(g adpg ad’g addg)= 0.l o &
J FE
1 k
S0 -k o
707 °

It has rank 4 for k >0,/ <ca, Furthermore, since the vector fields (g, adpg, ade?g} are
constan, they form an involutive set. Therefore, the system in (6.64) is input-state linearizable.

Third, let us find out the state transformation z=12z(x) and the input transformation
u=o(x) + H{x)v so that input-state linearization is achieved. From (6.62), and given the above
expression of the controllability matrix, the first compoenenat z; of the new state vector z should
satisfy

dz 2, a1, a1

_:D ——=0
3 x5 dxy dx, ax;

Thus, z; must be a function of x| onty. The simplest solution to the above equations is

5 =X (6.65a)
The other stales can be obtained from z,

=2V f = x; (6.65b)

Vi, I = M

i}

Zy L gin Xy = }I{ xy — a3} {6.65c)
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7y = Vi f = - E{_f;é A3 COSX — ; (xy = x4) (6.63d)

Accordingly, the input transformation is
u=(v-Vz N)f(Vzyg)
which can be written explicitly as

iJ

® = 2 (v-alx) (6.66)

where

Lcosxl +§) + ;(.rl ~X3)(E+§+MEL cosx; }

alxy = MfL sinx, (x,° + M ;

As aresult of the above state and input transformations, we end up with the following set of linear

equations

thus completing the input-state linearization.

b1

Finally, note that

» The above input-state linearization is actually global, because the diffeomorphism z(x)
and the input transformation are well defined everywhere. Specifically, the inverse of the

state transformation (6.65) is

X|=Z|
X2=22

i
Xy=1;+ %(z3+ Mf'{' sin zl) 3

Ly =Ist %(24*‘ M?L ZQCOS‘.")

which is well defined and differentiable everywhere. The input transformation (6.66) is

also well defined everywhere, of course.

 [n this particular example, the transformed variables have physical meanings. We see that
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z) is the link position, 7, the fink velocity, z; the link acceleration, and z, the link jerk. This
further iltustrates our earlier remark that the complexity of a nonlinear physical model is
strongly dependent on the choice of state variables.

» In hindsight, of course, we also see that the same result could have been derived simply
by differentiating equation (6.64a) twice, f.e., from the input-output linearjzation
perspective of Lemma 6.3. U

Note that inequality (6.62b) can be replaced by the normalization equaticn
Vzyadpt~lg = 1

without affecting the input-state linearization. This equatton and (6.62a) constitute a
total of n linear equations,

[ Dz 0x; ] 0

d2,/0x, 0

ladlg adig .. ad{ *g adl™'g] o L=
dz¢fox, | 0

i dz,/ox,, 1

Given the independence condition on the vector fields, the partial derivatives
dz,{0x| , ....., 9z4/dx,, can be computed uniquely from (he above equations. The state
varizgbie z; can then be found, in principle, by sequentially integrating these partial
derivatives. Note that analytically solving this set of partial differential equations for
z) may be a nontrivial step {although numerical solutions may be refatively easy due
to the recursive nature of the equations).

CONTROLLER DESIGN BASED ON INPUT-STATE LINEARIZATION

With the state equation transformed into a linear form, one can easily design
controllers for either stabilization or tracking purposes. A stabilization example has
already been provided in the intuitive section 6.1, where v is designed to place the
poles of the equivalent linear dynamics, and the physical input # is then computed
using the corresponding input transformation. One can also design tracking
controllers based on the equivalent linear system, provided that the desired trajectory
can be expressed in terms of the first linearizing state compounent z;,

Consider again the flexible link example. Its equivalent linear dynamics can be
expressed as

31(4):p
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Assume that it is desired to have the link position z; frack a prespecified trajectory
z (¢} The control law

vz ® - a7 - 7@ - 0y 7 - 0,7
(where | =z —z4 ) leads to the tracking error dynamics
'Z'[(“) + 333‘](3) + ﬂ'z}'l{z) +aq ;.:—] + GOEI =0

The above dynamics is exponentially stable if the positive constants a; are chosen
property. To find the physical input «, one then simply uses (6.66).

6.4 Input-Output Linearization of SISO Systems

In this section, we discuss input-output linearization of single-input nonfinear systems
described by the state space representation

X = (X} + g(x)u (6.672)

¥ =h(x) {6.67h)
where y is the system output. By input-output linearization we mean the generation of

a linear differential relation between the output y and a new input v (v here is similar
to the equivalent input v in input-state linearization). Specifically, we shall discuss the

foilowing issues;
+ How to generate a linear input-output relation for a nonlinear system?

¢ What are the internal dynamics and zero-dynamics associated with the
input-output linearization?

» How o design stable controllers based on tniput-output linearizations?
GENERATING A LINEAR INPUT-OUTPUT RELATION

As discussed in section 6.1.3, the basic approach of input-output linearization is
simply to differentiate the output function y repeatedly until the input u appears, and
then design # to cancel the nonlinearity, However, in some cases, the second part of
the approach may not be carried out, because the system’s relative degree is

undefined.
The Case of Well Defined Relative Degree

Let us place ourselves in a region (an open connected set) €1, in the state space. Using :
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the notations of differential geometry, the process of repeated differentiation means
that we start with

y=VhE+gu =Leh(x)+ Ly h(x}u
If L,h(x}#0 for some x=x, in £, , then, by continuity, that relation is

verified in a finite neighborhood L2 of x,, . In £2, the input wransformation

1
=——(-Leh+
“Ep gAY
g
results in a linear relation between y and v, namely y=v.

If Lg f(x) =0 forall xin Q, , we can differentiate § to obtain
V= L2 ) + Ly Le h(x)u
If Lg Ly h(x) is again zero for all x in Q, , we shall differentiate again and again,
y @ =L h(x) + Ly L=V h(x)u
until for some integer r
Lg L= hix)#0

for some x=x, in Q. Then, by continuity, the above relation is verified in a finite
neighborhood €2 of x,, . In €2, the control law

u=—1—l(-Lf’h+v) (6.68)
Lg Ly th

applied to

¥ =L h(x) + Lo L™ 1 h(x)u (6.69)
yields the simple linear relation

yi =y 6.70)

As discussed in section 6.1.3, the number r of differentiations required for the
input & to appear is called the relative degree of the system, an extension of the usual
definition of relative degree for linear systems. As also noticed carlier, and as we
shall soon formalize, one necessarily has r<n (where » is the system order). If
r =, then input-output linearization actually yields input-state linearization in €, as
stated in Lemma 6.3,
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Based on the above procedure, we can give the following formal definition.

Definition 6.7  The SISO system is said to have relative degree r in a region £ If,
Vxe Q

Lyl hix) = 0 0<i<r—1 (6.71a)

Lg L~ 1h(x) # 0 (6.71b)

The Case of Undefined Relative Degree

It is often the case that one is a priori interested in the properties of the system about a
specific operating point x,. The definition of the relative degree then requires

particular care,

As before, let us differentiate the output y until the input u appears (i.e., until the
coefficient of # is not identically zero in a neighborheod of x,). Then, if the
coefficient of u is nonzero ar x,,

LoLe"™ Vhix,) # 0

this also implies, by continuity, that (6.71b) is verified over a finite neighborhood of
X,, - We shall then say that the system has relative degree r at the point x,, .

However, it is possible that when the input appears, its coefficient
Lg Lf"‘l h(X) is zero at x,, but nonzero at some points X arbitrarily close to x,
The relative degree of the nonlinear system is then wndefined ai x, . This case is
illustrated by the following simple example.

Example 6.11r Consider the system
I=pxi)+un

where p is some smooth nonlinear function of the state x =[x ¥ . If
y=u

is defined as the output of interest, then the system is obviously in companion form, with relative

degree 2.

However, if instead one takes

y=x?

as output, then

T i
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2xx

¥y
F=2x¥+2x=2x¢prw+2i?
In other words,

Lobeh=12x

and therefore, at x = 0 and for this choice of output, the system has neither relative degree 1 nor
relative degree 2. [

In some particular cases, as above, a simple change of output will allow one to
define an equivalent but easily solvable control problem. In general, however, input-
output linearization at a point cannot be straightforwardly achieved when the relative
degree is undefined. In the rest of this section, we consider only systems having a
well defined relative degree in a region £ (which shall often be a neighborhood of an
operating point of interest x,, ).

NORMAL FORMS

When the relative degree r is defined and r < &, the nonlinear system (6.67) can be
transformed, using y, ¥, ..., y¢~1) as part of the new state components, into a so-
called "normal form™, which shall allow us to take a moré formal look at the notions of
internal dynamics and zero-dynamics introduced in section 6.1.3. Let

=l o ) =0y y o DT (6.72)
In a neighborhood Q of a point x,, , the pormal form of the system can be written as
K2
L= (6.73a)
H,
a(p, §) + bW, Wiu

o= w, ) (6.73b}
with the output defined as

y=iy 6.714)

The u; and y ; are referved (0 as normal coordinates or normal srates in £ (or at X, ).
Note that the companion form subsystem (6.73a) is simply another expression of
(6.69), while the subsystem (6.73b) does not contain the system input «.
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To show that the nonlinear systern (6.67) can indeed be transformed into the
normal form (6.73), we have to show not only that such a coordinate transformation
exists, but also that it is a true state transformation. In other words, we need to show
that we can construct a (local) diffeomorphism

0 = [1y o Wy o Wy 0T (6.75)

such that (6.73) is verified. According to Lemma 6.2, to show that ¢ is a
diffeomorphism, it suffices to show that its Jacobian is invertible, i.e.. that the
gradients V|1; and V\uj are all linearly independent.

In the following, we first show that the gradienis V), are linearly independent,
i.e., that the components of L can serve as state variables. This result, of course, is not
overly surprising, since it simply says that the system output y and its first r—1
derivatives can serve as state variables. We then show that n—r other vector fields

W; can be found to complete the new state vector, in other words, can be found such

that the gradients V)1; and ij are all linearly independent.
Let us first show that the gradients Vi, are linearly independent.

Lemma 6.5  [f the relative degree of the system (6.67) is r in the region S, then the
gradiemts Vo , Vi, . , V1, are linearly independent in €.

Proof: Let us first remark that, in terms of p, equations (6.71) can be written simply as
Vp, g =0 1€icr (6.764)
Ty, g=0 (6.76b)

We present the proof for the case r = 3 (the general case can be shown in a similar fashion).
Assurne that there exist smooth functions o, (x} such that {everywhere in £1)

oy Vi + 0V, 4oy ¥pg =0 {6.77a}
Multiplying (6.774) by g yields
(o Vi, + 0, Vi, + 03V, 1g = 0
which, from (6.76), impfies that &y =0 (everywhere in £2).
Replacing o4 =10 in{6.77a), in turn, implies that
o Vi, +a,Vp, = ¢ {6.77b)
Multiplying (6.77b) by the Lic bracket adpg , and using Jacobi’s iderdity ard (6.71a), yields

0 = oy Loy g )+ 0Ly M = & lglgh = LoLph) + 0pllply—LyLe)Leh = ~0pLoLy?h

ey

y
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which, from (6.71b), implies that ¢4 = 0 (everywhere in Q).
Replacing o5 =0 in (6.77b} implies that
o, Vi, =0 (6.77¢}
Multiplying (6.77c} by adfzg .and using (6.47) and (6.71a), leads o
0 = o Log2g My = 04 (LeP Lgh=2L¢LyLph+ LoL2h] = oyLyLe?h
which, from (6.71b}, implies that & =0 (everywhere in £}).

Thus, (6.77a) can only be verified if all the coefficients ¢ equal zero everywhere tn £2. This
shows that the gradients V), are linearly independent. a

Note that an immediate implication of this result is that, consistently with
intuition, the relative degree of an nth-order system is always smaller than r (because
there cannot be more than # linearly independent vecters in an s-dimensional space).

Let us now show that there exist n—r more functions y; to complete the
coordinate transformation.

Proof: As noticed earlier, given Lemma 6.2, we simply need to show that gradients vectors V\uj
can be found such that the Vi, and V\pj are all linearly independent. The development is
illustrated in Figure 0.7

At x,, , equation (6.76a) indicates that the first 7—1 vectors Vi, (i=1, ... ,r—1}, which we
have just shown 10 be linearly indepenrdent, are all within the hyperplane orthogonal to g. Since
the dimension of that hyperplane is #—1, one can find

a—r=m=-1D=-1

vectors in that hyperplane that are linearly independent of the Vi, and linearly independent of
each other, Let us call these vectors V v (=1, ... ,n=-r) By definition, they verify

V\p‘j g=0 1€j<n=r (6.78}

A subtle point at this stage is that gradient vector fields are not just any vector fields {they must
satisfy curl conditions, cf. alse section 3.5.3). Fortunately, Frobenius theorem (Theorem 6.1}
comes to the rescue, since its application to the single vector field g (which is obviously
involutive) guarantees that there does exist n—1 linearly independent gradienr functions Vi,
which satisfy Vi, g = 0.

Furthermore, from {6.76b), |, is #ot in the hyperplane orthogonal 1o g. Thus the gradients
Vl-l,' (i=1, ... .ryand V\pj (=1, ...,n—r) are all linearly independent. Thus, the Jacobian
of the transformation {6.75) s invertible.
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Figure 6.7 : [Hustrating the construction
of ¢

By continuity, the Jacobian rematins invertible in a neighborhood Q| of x,, . Redefining £ as
the intersection of €, and €2, the transformation ¢ thus defines a diffeomorphism in Q. Hence, in
£} this transformation is & true state transformation, which puts the nonlinear system into the form

(6.73), with, in (6.73a)
alp, Wy = L h(xy = L H§™ ()]
bl W) =Ly L™ hixy = Ly Ly~ HRld™ )

while in (6.73b} the input & indeed does not appear, since from (6.78) the L verify

Ly () =0 ¥xe Q 0

From a practical point of view, explicitly finding a vector field y to complete
the transformation into a normal form requires the (often nontriviail) step of solving
the set (6.78) of partial differential equations in the ;. The following example,
adapted from [Isidori, 1989], illusirates this procedure.

Example 6.12: Consider the nonlinear system

X €%

i=|2xpxpasinag | ol n la (6.79)
2 Xz

y=hX) =

Since
¥y=2x

F=2h,=2(2 0 Xy +5i00) + 10
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the system has relative degree 2, and
Lih(xy=2x, Lg Kx)=0
Lg Lphxy=1
In order to find the nonnal form, let us 1ake
#y = 4x) = x3
Po=Ly HX)=2 x5
The third function W(x) required to complete the transformation should satisfy

o a2, 13w
Ly=—"teiy__T =0
AR I )
One solution of this equation is
Wiy =1+ x;,— e

Consider now the associated state transformation z=[ |, p, 7. Its Jacobian matrix is

0 o 1
ax
1 =2e2% ¢

which is ren-singular for any x. The inverse transformation is given by
n=-l+y+eh

1
*2=5H2

,\'3 = ,"lf
Thus, this state transformation is valid globally. With the azbove set of new coordinates, the
systern dynamics i5 put into the normal forrm

By =l

fy=2 (= 1+ Y+l g +2sin{iy/2) +u

W=y —efa(+ 2y eb) — Zsin (pyf2) et ' 0
THE ZERO-DYNAMICS

By means of input-output linearization, the dynamics of a nonlinear system is
decomposed into an external (input-output) part and an internal ("unobservable’) part.
Since the external part consists of a linear relation between y and v (or equivalently,
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the controllability canonical form between v and u, as in (6.73a)), it is easy to design
the input v so that the output y behaves as desired. Then, the question is whether the
internal dynamics will also behave well, f.e., whether the internal states will remain
bounded. Since the control design must account for the whole dynamics (and therefore
cannot tolerate the instability of internal dynamics), the internal behavior has to be
addressed carefully.

The internal dynamics associated with the input-output finearization simply
corresponds 1o the last (n—r} equations ¥ = w(it, @) of the normal form. Generally,
this dynamics depends on the output states p. However, as we now detail, we can
define an intrinsic property of the nonlinear systein by considering the system’s
internal dynamics when the conirol input is such that the output y is maintained at
zero. Studying this so-called zero-dynamics will allow us to make some conciusions
about the stability of the internal dynamics.

The constraint that the output y is identically zero implies that all of its time
derivatives are zero. Thus, the corresponding internal dynamics of the system, or zero-
dynamics, describes motion resiricted to the (#-r)-dimensional smooth surface
(manifold) M » defined by g =0 . In order for the system to operate in zero-dynamics,
ie., for the state X to stay on the surface M, , the initial state of the system x(0) must
be on the surface, and, furthermore, the input « must be such that y stays at zero, f.e.,

such that y)(¢) = 0 . From (6.69), this means that « must equal
Le" h{x)

ao(x) = — '_____f__rl___

Ly L~ h(o)

Corresponding to this input, and assuming that indeed the system’s initial state is on
the surface, i.e., that u(0) = 0, the systesn dynamics can be simply writen in normal
form as

=0 (6.80a)
= w(l, y) {6.80b)
By definition, (6.80b) is the zero-dynarics of the nonlinear system (6.67).

The evolution of the system state when operating in zero-dynamics is illustrated
in Figure 6.8. Note that, in normal coordinates, the control input »,, can be written as a
function only of the internal states y

a(lh, v}

”{}(w) = - b{ﬁ \].‘)

Cay

&
Py
i
#

.
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Example 6.13: Zero-dynamics of 8 nonlinear system

Consider again the nonlincar system of Example 6.12. Tts mtemal dynamics is represented by the

equation
Y o= (L—y el +2pyet2) -2 sin{p,/2) e
Irs zero-dynamics is obtained by letting iy = 0 and [, =0
V=-y

The input 1, =0 maintains the output always equal to zero. a

{a) (b)

Figure 6.8 ; Evolution of the systemn state on the zero-dynamics manifold, forn=3,r=1,
(a} in original staw coordinates, (b) in normal coordinates.

Note that computing a system’s internal dynamics {or zero-dynamics) does not
necessarily require to first put the system explicitly in normal form, i.e. to solve the
p.d.e.’s defining w, which were carefully devised such that # does not appear in .
Indeed, since # (or 1,)} is known as a function of the state x, it is often easier, given p,
to simply find n—r vector fields p; to complete the state transformation, and then
replace u {or u,) by its expression, as we did in section 6.1.3. One can verify that the
corresponding state transformation is one-to-one either directly, or by checking that
the Jacobian of the transformation is invertible.

Recall from section 6.1.3 that linear systems whose zero-dynamics are stable
are called minimum phase. For convenience of reference, we shall ¢xtend the

terminology to nonlinear systems.
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Definition 6.8 The nonlinear system (6.67} is said 1o be asymprotically minimum
phase if its zero-dynamics is asymptotically stable.

The concept of exponentially minimum phase can be defined similarly. If the
zere dynamics is asymptotically stable for any (0}, we shall say the system is
globally asymptotically minimum phase. Otherwise, we shall say the system is locally
minimum phase. For instance, the system (6.79) is globally asymptotically minimum
phase.

Let us now consider controller designs based on input-output linearization,
Essentially, the idea is to design a controller based on the linear input-output relation
and then check whether the internal dynamics is stable or not. In the following, we
first state a result for local stabilization, and then offer some discussions of global
stabilization and of tracking control.

LOCAL ASYMPTOTIC STABILIZATION

Consider again the nonlinear system (6.67). It is natural to wonder whether choosing
the artificial input v in (6.70) as a simple linear pele-placement controller provides
any guaraniee about the stability of the overall system. In other words, assume that in
(6.70) we let

I ST ALl EEY Y
where the coefficients &; are chosen such that the polynomial
K(py=p"+k,_p") +... +k\p+k, {6.81)
has all its roots strictly in the left-half plane. The actual control input & can then be

written, from {6.68)

u(x) = __lr___l__[—er'y D = k3 - kyy) (6.82)
The following result indicates that, provided that the zero-dynamics is asymptotically
stable, this control law indeed stabilizes the whole system locally.

Theorem 6.3  Assume that the system (6.67) has relative degree r, and that its zero-
dynamics is locally asymptotically stable. Choose constams k; such that the
polynamial (6.81} has all its roors strictly in the left-half plane. Then, the control law
(6.82} vields a locally asymprotically stable closed-loop system.

Proof: The result can be easily undersiood by writing the closed-loop dynamics in normal
coordinates, where by design

1 e A per

sy
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-
I
=
1
-
=

—ky k| ~ky .~k

W= WL = AR+ AW+ Ao

where .04, denotes higher order terms in the Taylor expansion about x, =0, and the matrices
A, A, and A, are defined obviously, The above equations can be writlen

A O
9_ " = b + Ao,
dr |y A Ajlly

Now since the zero-dynamics is asymptotically stable, its linearization W = A, v is either
asymptotically stable or marginally stable, according to Lyapuaov's linearization theorem
{Theorem 3.1).

If A, is asymptotically stable (i.e., has all its eigenvalues strictly in the left-half plane), then
the above linearized approximation of the whole dynamics is asymptotically stabie, and therefore,
using again Lyapunov’s linearization theorem, the nonlinear system is locally asymptotically
stable.

If A; is only marginally stable, stability of the closed loop systera can still be derived by
using the so-called center-manifold theory [Bymes and Isidori, 1988]. O

In view of the fact that [ocal stabilization problems may also be solved by linear
control methods (through linearization and pole placement}, one may wonder about
the usefulness of the above theorem. The answer to that question is thar the above
stabilization method can treat systems whose linearizations contain uncontrollable but
marginaily stable modes, while linear control methods requires the linearized system
to be strictly stabilizable.

For stabilization problems, where state convergence is the objective, one is
usually free to choose the output function y = A(x) , and thus affect the zero-dynamics.
Therefore, it might be possible to choose an output function such that the
corresponding zero-dynamics is asymprotically stable. As a result, the controller
specified in the above theorem will be able to stabilize the nonlinear system.

Example 6.14: Consider the nonlinear system

d=x2x (6.83a)
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).:2 = sz + U (6v83b]

The system's linearization at x = & (where x = {x; xZJT) i5
=0
=3 +u
and thus has an unconiroilable mode comesponding o a pure infegrator.

Let us define the output function

y==-2x -1 {6.84)

Corresponding ta this output, the velative degree of the system is |, because

% = -2k~ & = —~2x12x2—3x2—~u

The associated zero-dynamics (obtained by setting y = 0} is simply
Iy o=- 2x]3

and thus is asymptotically stable (cf. Exampie 3.9). Therefore, according to Theorem 6.3, the

control faw
W=— 2).‘1?-,r2 —~4xy - 2x)
focalty stabilizes the nontinear system, O
GLOBAL ASYMPTOTIC STABILIZATION

As we saw earlier, the stability of the zero-dynamics only guarantees the local stability
of a control system based on inpur-output finearization (unless the relative degree
equals the system order, in which case there is no internal dynamics), while the
stability of the internal dynamics itself is generally untractable (except in very simple
cases, as in section 6.1.3)., Thus, it is natural to wonder whether input-output
linearization ideas can be of any use in (often most practically important) globa!
stabilization problems.  Similarly, one may wonder how to achieve system
stabilization using a given input-output linearization in case the zero-dynamics is §
unstable. ‘2

An approach to global asympiotic stabilization based on partial feedback 5t
linearization is to simply consider the control problem as a standard Lyapunov
contsoiler design probiem, but simplified by the fact that putting the system in normal |
form makes part of the dynamics linear. As in most Lyapunov designs based on 2
mathematical rather than physical insights, the approach has a trial-and-error flavor,
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but may actually lead to satisfactory solutions. Let us study it on examples, where the
control law based on partial linearization has actually to be modified in order to
guarantee the global stability of the whole system.

The basic idea, after putting the system in normal form, is to view p as the
“input” to the internal dynamics, and y as its "output™. The first step is then to find a
“control law" pu, = p () which stabilizes the internal dynamics, and an associated
Lyapunov function V, demonstrating that stabilizing property. This is generally
easier than finding a stabilizing control law for the original system, because the
internal dynamics is of lower order. The second step is then to get back to the original
global control problem, define a Lyapunov function candidate V appropriately as «
modified version of V,, and choose the control input v so that V be a Lyapunov
function for the whole closed-loop dynamics.

Counsider, for instance, the problem of stabilizing a nonlinear system whose
norrnal form is

y=v (6.85a)
F+334yz =0 (6.85b)

where v is the control input and =]z ). Considering the internal dynamics
(6.85b), we see that if, we had, for instance, y = z2, then the internal dynamics would
be asymptotically stable (see Example 3.14). Moreover, this expression of y would
then also be compatible with the requirement that y tends to zero. This remark
suggests the following design.

Let V, be a Lyapunov function indicating the stability of (6.85b) when y is
formally replaced by y, = 22, Based on Example 3.14, we can choose

1. |
vV, = 222 + 4_«24
Differentiating V,, using the acrual dynamics (6.85) leads to
4

, = —i% - 23 (y-22)

Consider now the Lyapunov function candidate
y = V0+%(y—22)2

obtained by adding to ¥, a quadratic "error” term in (y ~y,). We get

V=—34 s (y=22)(v-3:7)
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This suggest the choice of controf law
y= —y+z243z%
which yields
V=34 - (y—z2)2
Application of the invariant set theorem (Theorem 3.5) shows that this choice of v
brings the whole system state to zero.
Interestingly, the same procedure may also be applicable to nren-minimum

phase systems. Consider, for instance, the problem of stabilizing a nonlinear system

whose normal form is

j} =V (6‘863)
F+33-D4yz =0 {6.86b)
where again v is the conirol input and y={(z ;'r]T. Note that the system is non-
minimum phase, because its zere dynamics is unstable. Proceeding as before, and
noticing that the internal dynamics would be asymptotically stable if we had y =2 z%,

we let

1.2 1 ¢
— + -
A

VO

Differentiating V, using the aciuat dynamics leads to
Vo= 34 z3(y-22%)

o

Considering now the Lyapunov function candidate

Vv

vo+%()r-224)2
we get

V=34 (y—2:H(v-8232 —2)
This suggest the choice of control law

v= —y+2:%482%5 422

which yields
V= -3 - (y-2:42
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Application of the invariant set theorem shows that this choice of v brings the whole
system state to zero.

Another interesting feature of the method is that it can be applied recursively to
systems of increasing complexity, as the following exampie illusirates.

Example 6.15: Consider the system

Frx2yizey = (x4 u
FHyizlex=0
F+33-eyz =0

We first define, of course, a rew input v such that
vext+ Du—x2yYzety

so that the system is in the simpler form
I=v
Payizisx
F+23-z54y2 =0

Consider now oniy the last two equations and view for a moment x as a control input. Then we
know from our earlier study of the system (6.86) that the “control law" x =x, where

X, = ey 2204 8237422
would globally asymptotically stabilize the variables y and z, as can be shown using the
Lyapunov function

I

L6 Lo 542
g* +2(y 22%)

Consider now the Lyapunov function

1

I
4 V{,+§(Jr—xo)2

We have

-

=V, 4 (x-x ) E=5) =V, + (a-x)(v-k)

= -3% — (=222 + (x—x, M¥-2:4+v-k,)
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Define the control law v as
v= g, -y+229-x+x,
where k_ is computed farmally from the system dynamics. This yields
V= -z“~(},'—22"‘)2—(,1r~x0)2

Application of the invariant set theorem then shows that this choice of v brings the whole system
state to zero. The ariginal control input « can ther be computed from v

v = v+xZyyed¥ |
x4+2
TRACKING CONTROL

The simple pole-placement controller of Theorem 6.3 can be extended to asymptotic

tracking control tasks. Consider, for system (6.67), the problem of tracking a given -

desired trajectory y (7). Let

g = [yg ¥q - v 0IF

and define the tracking error vector by

A = p() - w0
We then have the following result:

Theorem 6.4 Assume that the system (6.67) has relative degree r (defined and
constant over the region of interest), that Wy Is smooth and bounded, and that the
solution 4 of the equation

Wy = Wiy, Wy) va (@) =0

exists, is bounded, and is uniformly asymptotically stable. Choose constants k; such
thar the polyromial (6.81) has all its roots strictly in the left-half plane. Then, by using
the control faw

1

e 340 =k By e = ko HLY) 6.87)
g ~f 1

i

the whole state remains bounded and the tracking error [L converges to zero
exponentially.

The proof of this theorem can be found in {Isidori, 1989]. Note that for tracking
control to be exact from time f=0 on, using ary coniro! law, requires that

R e
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W) = py(0).
INVERSE DYNAMICS

In the following, we describe the concept of inverse dynamics, which provides an
interesting interpretation of the previous tracking control design based on feedback
linearization, and also yields insights about the tracking control of non-minimum
phase systems.

For systems described by (6.67), let us find out what the initial conditions x(0)
and control input & should be in order for the plant output to track a reference output
¥,(7) perfectly. To do this, let us assume that the system output y(7) is identical to the
reference output y.(f}, ie, ¥ =y, Vr20. This implies that the time
derivatives of all orders should be the same as those of the desired output, particularly,

¥ &85 = y, ) k=0,1,..,r-1 viz0 6.88)
In terms of normal coordinates, {6.88) can be written

U =N =70 340 oy POIT Viz0
Thus, the control input u#(f) must satisfy

¥, = a(p,., W) + b, WD)

that is,
r_
30 - alp,, )
f} = — 6.89
"W ©59)
where y(7) is the solution of the differential equation
Yoy = wli (1), W) (6.90)

Given a reference trajectory y,{r}, we can obtain from (6.89) the required control input
for output y(r) to be identically equal to y.(r). Note that this output depends on the
internal states W(¢) and thus, in particular, on the initial y(0),

Normally, by the term "dynamics”, we mean the mathematical equations for
computing the output y(#) of a system corresponding to a given input history u(f).
Equations (6.89) and (6.90), on the other hand, allow us to compute the input &4(f)
corresponding to reference output history y,{¢). Therefore, (6.89) and (6.90) are often
called the inverse dynamics of the system (6.67). Formally, y is the state of the
inverse dynamics, f,. its input, and  its output.
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Note from (6.90) that a system’s intemal dynamics corresponds to inverting the
system for the reference output y, such that

3O =y D=k FOD- L —kF

while its zero-dynamics comresponds to inverting the system for a zero reference

output.
TRACKING CONTROL FOR NON-MINIMUM PHASE SYSTEMS

The control law {6.87) cannot be applied to non-minimum phase nonlinear systems,
because they cannot be invented. This is a generalization of the linear result that the
inverse of the transfer function of a non-minimum phase linear system is unstable,
Therefore, for such systems, we should not look for control laws which achieve
perfect or asymptotic convergent tracking errors. Instead, we should find controllers
which lead 1o small tracking errors for the desired trajectories of interest.

The coatrol of non-minimuir phase systems is a topic of active current research.
One interesting approach {Hedrick and Gopalswamy, 1989] is the output-redefinition
method, whose principle is to redefine the output function y, = A((x) so that the
resulting zero-dynamics is stable. Provided that the new output function y) is defined
in such a way that it is essentially the same as the original output function in the
frequency range of interest, exact tracking of the new output function y; then also

implies good tracking of the original qutput y.
Example 6.16: Tracking control of a non-minimum phase system

To illustrate she idea of redefining the output, let us consider the tracking control of the linear

system

{691}

where b is a strictly positive constant and the zeros of B,{p) are all in the left-half plane (with p
being the Laplace variable). This system has a right half-plare zero at p = b and, therefore, perfect
tracking and exponentially convergent tracking of an arbitrary desired output y(rJ by y(f) is
impossible. To avoid the probler of unsiable zero-dynamics associated with the cutput y, let us

consider the control of a "nominal eutputl” y, instead, with ¥, defined by

B (p)
o= 70 6.92
i A(p} " 652

with the desired output for y; being simply y ). Based on Theorem 6.4, one can easily find 2

control input « that achieves canvergent tracking of y, .
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With proper initial conditions, this control law leads to y () = y{#}. What is the tracking
error for the rea! output? Since one easily sees that the true output ¥{r) is

W0 = =Dy = (=L, (6.93)

thus, she tracking error is proportional to the desired vetocity 3,

5
W) =y 00 == %—

and, in particular, is bounded as long as §, is bounded. Interpreting the above in the frequency
domain, we also see that good tracking is achieved when the frequency content of y, is well
below b.

An alternative choice of nominal output is
B,(p)

Yy = ————E-
1+ £
A(py(l + b)

wich is motivated by the approximation (L ~p/b) = 1/(1 +p/b) for small {p|/b. With a
feedback linearization design and proper initial conditions, we have y(1) = y {1). This implies that
the tree output is

2
W =11 —"-;) a +‘§)yd= Q —%) Ya

Thus, the tracking ervor is proportional to the desired acceleration ¥4,

;d(f)
¥y =—yqany= ‘—bz—

As compared with the previous nominal owtput y|, this redefinition allows better tracking if
{¥41 <b{p4l Cor, in the frequency domain, if the frequency content of y,, is below 5). (W)

Another practical approximation [Hauser, 1989] may be, when performing

input-output linearization using successive differentiations of the output, to simply
neglect the terms containing the input and keep differentiating the selected output a
number of times equal to the system order, so that there is "approximately” no zero-
dynamics. Of course, this approach can onty be meaningfui if the coefficients of « at
the intermediate steps are “small”, fe., if the systems are "weakly” non-minimum
phase. The approach is concepiually similar to neglecting "fast” right-half plane zeros
in linear systems (in the frequency domain, 1 -tp = Ll/(1 +1p) if Jtpj<< 1, ie,if
the zero (1 /1) is much faster than the frequency range of interest).
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Finally, an approach to dealing with non-minimum phase systems is to modify
the plant itself. In linear systems, while poles can be placed using feedback, zeros are
intrinsic properties of the plant and the selected output, and can be changed only by
modifying the plant or the choice of output. Similarly, in nonfinear systems, the zero-
dynamics is a property of the plant, the output, and the desired trajectory. It can made
stable by changing the output, as discussed earlier. It can also, in principle, be
modified by changing the desired trajectory directly, although this is rarely practical if
the systemn is supposed to perform a variety of pre-specified tasks. Finally, it can be
made stable by changing the plant design itself. This may involve relocation or
addition of actuators and sensors, or modifying the physical construction of the plant
{e.g., the distribution of control surfaces on an aircraft, or the mass and stiffness
distributions in a flexible-link robot).

6.5 * Multi-Input Systems

The concepts used in the above sections for SISO systems, such as mnput-state
linearization, input-output linearization, zero-dynamics, and so on, can be extended to
MIMO systems.

In the MIMO case, we consider, in a neighborhood of a point x,, square
systems (i.e., systems with the same number of inputs and cutputs} of the form

X =6(x) ¥ G(x)u ¥ = h{x) (6.94)

where x is #x1 the state vector, u is the mx1 contrel input vector (of components ; },
y is the mx1 vector of system outputs {of components y; ). f and h are smooth vector
fields, and G is a /oo matrix whase columns are smooth vector fields g; .

FEEDBACK LINEARIZATION OF MIMO SYSTEMS

Input-output linearization of MIMO systems is obtained similarly to the SISO case, by
differentiating the outputs y; unti! the inputs appear. Assume that r; is the smallest
integer such that at least one of the inputs appears in y,"#, then

"
yt-{\ri) = Lfri k;_‘ + ngerrﬁh l}it‘ HJ'
=l

with Lg_Lf"f'] hi(x) # O for at least one j, in a neighborhood £; of the point x,, .
Perform{ng the above procedure for each output y; yields

5SmSR o M -
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wWY Lyt 00

+ E(x)u (6.95)

yor! L7 ()

where the »oxm matrix E(x) is defined obviously.

Define then £ as the intersection of the £};, If, as assumed above, the partial
“relative degrees” r; are all well defined, then Q is itself a finite neighborhood of x,, .
Furthermore, if E{x) is invertible over the region £, then, similarly to the SISO case,
the input transformation

V[ - L;Ikl
u=E-! (6.96)
Vo — L;mhm

yields m equations of the simple form

WP =, 697

Since the input v; only affects the output y;, (6.96) is called a decoupling control
faw, and the invertible matrix matrix E(X) is called the decoupling matrix of the
system. The system (6.94) is then said to have relative degree (ry, ..., r,;) at x,, and
the scalar #=ry + ... +r,, is called the total relative degree of the system at x,, .

An interesting case corresponds to the total relative degree being n. In this case,
there is no internal dynamics. With the control law in the form of (6.96), we thus
obtain an input-state linearization of the original nonlinear system. With the
equivalent inputs v; designed as in the SISO case, both stabilization and tracking can
then be achieved for the system without any worry about the stability of the internal
dynamics. Note that the necessary and sufficient conditions for input-state
linearization of multi-input nonlinear systems to be achievable are similar to and more
complex than those for single input systems [Su, et al., 1983].

The zero-dynamics of a MIMO system can be defined similarly to the SISO
case, by constraining the outputs to be zero. The notion of a minimum phase system
can also be similarly defined.
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EXTENSIONS OF THE BASIC MIMO LINEARIZATION

The above input-output linearization can be achieved only when the decoupling matrix
E is invertible in the region £, Given the straightforward procedure used fo construct
E, this condition is rather restrictive (for instance, E may have a column of zeros). In
the following, we discuss two methods to generate input-output linearization when the
invertibility condition is violated, i.e., when E is singular. Both techniques have an
iterative nature, and formal conditions on the system (6.94) can be derived for them to
converge in a finite number of steps (see e.g., {Isidori, 1989], and references therein).
The first technique, called dynamic extension, involves choosing some new inpiiis as
the derivatives of some of the original system inputs, in a way that the corresponding
matrix E is invertible. The control system is designed based on the new set of inputs,
and the actual system inputs are then computed by integration. The second technique,
a MIMO form of system inversion, involves deriving new outputs so that the resulting
E matrix is invertible. In both cases, as in the basic version, the stability of the internal
dynamics (or, locally, of the zero-dynamics) has to be verified.

REDEFINING INPUTS: DYNAMIC EXTENSION

For notational simplicity, lel us consider a system with 2 inputs and 2 outputs, and let
us assume that E(x) has rank one. This means that, without loss of generality, we can
redefine the input vector u {through linear transformations) so that E(x) has only one
non-zero column, ¢, = e;(x), i.¢., 50 that equations (6.95) can be expressed in terms

of &y only,

rp Ltk
1 = f 1 + el uy (6.98)
»0D L2y
Differentiating the above and replacing in the system dynamics then leads to an
equation of the form

yl(rl +1) "‘1
=bi{x, up) + E({x, up) {6.99)

ylr2th iy

If the matrix E| is invertible, then the above equation is in the standard form of (6.95),

with &; and u, regarded as control inputs, and #, considered as an extra state. Input-

output linearization can then be used straightforwardly to design these inputs, i.e.,
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“Clo =1 v~ b ) (6.100)
L]

with the vector v chosen to place the poles of the resulting linear input-output
dynamics. However, the system input #; must now be obtained from (6.100) by
integration. Thus the actual control law confains an integrator, yielding a "dynamic”
controller.

It, in (6.99), the matrix E{ is still singular, the procedure can be repeated,
amounting to adding more integrators.

REDEFINING QUTPUTS: SYSTEM INVERSION

Let us redefine the input as in the dynamic extension case, but now stop at (6.98).
Instead of going further to differentiate the left hand side, consider the variable

7 =ep3(x) y VD — ey (X} 32

(where e =[ey epn 7). Using (6.98) shows that the expression of z can be
computed as a function of the state x only (and does not contain the input «), namely

7= epp(x3 L U Ay (XY — (X)) L4772 Ax(x)

Hence, by differentiating z, we obtain an equation of the form
2 =Y, + 100 1+ 12(X) 1y

If the matrix

é‘][(x) 0
Ey{x) =
T(x} Yo(x)

is invertible, we can regard y; and z as outputs, ¥, and w4 as inputs, and use the control
law

o vi ~ LM h
1 - E2_1 1 f 1

L) Y=Y

to achieve input-output linearization. This leads to
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y(r 1) ]
% - 1’2

The new inputs v| and v, can be easily designed to regulate y and z. If the matrix E, is
singular, we can repeat this procedure 10 create new outputs.

6.6 Summary

Feedback linearization is based on the idea of transforming nonlinear dynamics into a
linear form by using state feedback, with input-state linearization cerresponding tfo
complete linearization and input-output linearization to pantial linearization. The
method can be used for both stabilization and tracking control problems, single-input
and multiple-input systems, and has been successfully applied to a number of practical
nonlinear control problems, both as an system analysis tool and as a controller design
tool.

The method also has a number of important limitations:

1. it cannot be used for all nonlineac systems
2. the full state has 10 be measured

3. no robustness s guaranteed in the presence of parameter uncertainty or :
unmodeled dynamics §

The applicability of input-state linearization is quantified by a set of somewhat §
stringent conditions, while input-output feedback linearization cannot be applied when ¢
the relative degree is not defined and lacks systematic global resulis. Furthermore,
analytically solving the partial differential equations defining input-state linearizing
transformations is generally not systematic.

The second problem is due to the difficubty of finding convergent observers for
nonlinear systems and, when an observer can be found, the lack of a general

b T

separation principle (analogous to that in linear systems) which guarantees that the
straightforward combination of a stable state feedback controller and a stable observer  *
will guarantee the stability of the closed-loop system, %

The third problem is due o the fact that the exact model of the nonlinear system
is not available in performing feedback linearization. The sensitivity to modeling
errors may be particularly severe when the linearizing transformation is poosly

conditioned,
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Active research is being performed to overcome the above drawbacks. For the
first problem, research is aimed at extending feedback linearization to non-minimum
phase or weakly non-minimurmn phase systems. For the second problem, many efforts
are being made to construct observers for nonlinear systems and to extend the
separation principle to nonlinear systems. For the third problem, robust and adaptive
control are being introduced to provide feedback linearizable systems with robustness
to parametric uncertainties. Chapters 7 and 8 provide some further discussions of
robust and adaptive techniques for feedback linearizable systems.

6.7 Notes and References

Extensive theoretical developments of the materiai in this chapter can be found in {Isidori, 1989],
from which Examples 6.12 and 6.14 are adapted, and in references therein. The writing of this
chapter was also influenced by the clear presentation in [Spong and Vidyasagar, 1989], and by the
clear and concise summary of input-output linearization in [Hauser, 1989). The reader may also
consult the recent book [Nijmeijer and Van der Schaft, 1990], which contains many interesting
examples. A suivey of aircraft control applications is contained in [Hedrick and Gopalswamy, 1989].

The discussion on global asymptotic stabilization of section 6.4 is inspired by the recent
works of [Kokotovic and Sussmann, 1989; Praly, e af.,, 1989). See (Saswry and KoKotovic, [988;
Sussinann, 1990] for further discussions of the relation between stability of the zero-dynaniics and

overall sysiem stability.

While nonlinear observer design is far from being a mature subject, a number of important
theoretical results have been derived [Hermann and Krener, 1977; Vidyasagar, 1930; Krener and
Respondek, 1985]. See, e.g.. [Misawa and Hedrick, 1989] for a recent review.

The basic idea of “undoing” the nonlinear dynamics is quite old, and can be traced back at
least o the early robotics literature {Freund, 1973. Takase, 1975]). The basis of input-state
transformations was suggested by (Brockett, 19781 and fully derived in (Jacubczyk and Respondek,
1980; Hunt, ¢f af., 1983). Many results in input-output linearization are extensions of [Krener, ef al..
1983). The basic principles of system inversion are due to {Hirschorn, 1981; Singh 1982], and extend
1o nonlinear systems the classic linear control algosithm of [Silverman, 1969). A detailed historical
perspective of the field can be found in [Isidori, 1989).

6.8 Exercises

6.1 Simulate the nonlinear controlier design of section 6.1.1 for a spherical tank of radius 0.5
meter {m) and outict opening radius .1 m. Let the initial height be 0.1 m and the desired final
height be 0.6 m.
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6.2 Show that the internal dynamics of the system

x| x23 U
= y:xl
Ao =l

is unstable.
6.3 Forthe system
Xy = sinx,

xtcosxy +

]
design a controller to track an arbitrary desired trajectory x,4r). Assume that the model is very

accurate, that the state [x, ler is neasured, and that x, (/) , k(6 . %56 are all known. Write
the full expression of the coniroller, as a function of the measured state (x, le?‘_ Check your

design in simple simulations.

6.4 Consider the system

.'.(| =M

Xy ay=(1 +12+x22] Xy
where the variable x, is to be controlled to zero, Note that the zero-dynamics is exponentiaily siable.
Show that, assuming that x4(0) = 0, the stability of the intermal dynamics depends on the initial

condition in x, and on how fast « drives x, to zero. In particular, if these are such that x| 2 ¢ 1 ~24/%,
then x; Z tan ¢ and therefore tends to infinity in finite time.

6.5 A different interpretation can be given 1o the zero-dynamics of linear systems. Indeed, nole the

frequency-domain equation {6.35) can be wnitien

1
y = by t byp L u

a,+a p+ap+p’
Thus, if we assume that the roots of the denominator polynomial are strictly in the left half-plarie,
then there are certain control inputs which, after stable transients, do not affect the system output ¥. !

These contrel inputs verify

2w =10 {6.501) -+
by

Il the systemn is minimum-phase, these particular inputs tend to zero as 1 — . But if the system &

non-minimum phase, then there ate centain diverging control inputs which do not affect the system

outpuc (after stable transients). This reflects a “heiplessness” of the system input at certain
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frequencies.

Show that equation (6.10)) is of the same form as that defining the zero-dyaamics of the
system.

For the aircraft of Example 6.5, find the control inputs which, after stable transients, do not
affect the cutput. Ilustrate your result in simulation.

Can this interpretation of the zero-dynamics be extended to nonlinear systerms?

6.6 Show the bilinearity and skew-commutativity of Lie brackets.

6.7  Check the input-stase linearizability of the system

X Xy + XZz + ."32 1
E X )= X3+ sin (I| - -TJ) + |0 |
dr 2
X3 ! 1
Can
=X —xg 7.—2=Jc2+x22 z3=13+sin(xl-x:,_) + 2x2{x3+sin(.\t1 -x3)]

serve as linearizing states? {Adapted from {Nijmeijer and Van der Schaft, 1990].}
6.8 Cilobaliy stabilize the nonlinear system
Gayted't =3
Fito2Teya2 =0
where u i3 the control input. Is the systemn minimum-phase?
6.9 Putin normal form the nonlingar system
jr+y22h1 I+ 1) = u
Fed4z3yz? = 54

where « is the contral input. Can the system be localiyfglobally stabilized? [s the system minimum-
phase?

6.10  Consider the system of Figure 6.9, which represents a link driven by an electric motor
through a rigid mechanism, in the vertical plane. The {stable} motor electrical dynamics is assumed
to be slow, so that it cannot be neglected.

Using a procedure similar to that of Example 6.10, perform input-state linearization and
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Voltage input u

Figure 6.9 : A link driven by a siow motor

design a controller for this system in the following cases (where A is simply a scaling factor between

units):
* The motor dynamics {s linear and first-order:
t+lhAt=Lu
& The motor dynamics is linear and second-order:
T+l i+Mht=Ay
s The motor dynamics is nonlinear and second-order;
Taatdenin,ti=a3’
What variables do you assume to be available for measurement?

In the above calculations, the back-emf of the motor has been neglected. It actually
introduces a damping torque. /o1, §. Assuming that the motor dynamics is linear and first-order
{which is often a reasonable modei, simply corresponding o an equivalent “RL" circuit), perform
input-state linearization and design a controller for the system. What variables do you assume to be
available For measurement?

6.11  Globally stabilize the nonlinear system

F+zyt =)
Fev—1):2425 =0

where u is the control input. Is the system minimum-phase?

6,12 Consider the nonlinear system
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y+z3er?’ = u
T-GryEt+ D+ ey = 0

where # is the control input. Can the system be locally/globally stabilized?

6.13  Globally stabilize the nonlinear system

where ¥ is the control input. Is the system minimum-phase?
6.4  Globally stabilize the nonlinear systern
Y+x?y = (2224 Q) u

F+yle??ex =0

T334y =0
" where u is the control input, Js the system minimum-phase?
- 615 Discuss the stabilization of the MIMO system
Frayl=u +2u
ja+x3=2u| + du,
using dynamic extension and inversion techniques,
Same question for the system
E+ ke = + 21,
jJ+y2=2u| + 4y

6.16  Consider again the system of Exercise 6.10 (including metor back-emf) but assume now that
the "link" actually consists of the three blades of an underwater propeller, so that the gravitational
torque — M pglsing is repiaced by the hydrodynamic torque

Cehrase = -1 | 7l

{where the notation T, comes from the fact that the thrust generated by the propeller is
proportional to T, . cf. Exercise 4.4}, Assuming that the motor dynamics is linear and firse-order,
pecform input-state linearization and design a controller for the system, Indicate what variables you

assume to be available for measurement.



Chapter 7
Sliding Control

In this chapter, we consider again the control of nonlinear systems of the general form -
studied in chapter 6, but we now allow the models to be imprecise. Model
imprecision may come from actual uncertainty about the plant (e.g., unknown plant
parameters), or from the purposeful choice of a simplified representation of the
system’s dynamics (e.g., modeling friction as linear, or neglecting structural modes in
a reasonably rigid mechanical system). From a control point of view, modeling :
inaccuracies can be classified into two major kinds: '

¢ structured {or parametric) uncertainties
& unstructured uncertainties (or unmodeled dynamics)

The first kind corresponds to inaccuracies on the terms actually included in the model,
while the second kind corresponds to inaccuracies on {i.¢., underestimation of) the

system order.

As discussed earlier, modeling inaccuracies can have strong adverse effects on
nonlinear control systems. Therefore, any practical design must address them
explicitly. Two major and complementary approaches to dealing with model
uncertainty are robust control, which we discuss in this chapter, and adaptive control,
which is the subject of chapter 8. The typical structure of a robust controller is
composed of a nominal part, similar to a feedback linearizing or inverse control law,
and of additional terms aimed at dealing with model uncertainty. The structure of an
adaptive controller is similar, but in addition the model is actually updated during

276
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operation, based on the measured pertormance.

A simple approach to robust control, and the main topic of this chapter, is the
so-called sliding control methodology. Intuitively, it is based on the remark that it is
much easier to control 1Storder systems (ie., systems described by 1%%-order
differential equations), be they nonlinear or unceriain, than it is to control general
nth-order systems {i.e., systems described by at-order differential equations).
Accordingly, a notational simplification is introduced, which, in effect, allows
nf-order problems to be replaced by equivalent 15t-order problems. It is then easy to
show that, for the transformed problems, "perfect” performance can in principle be
achieved in the presence of arbitrary parameter inaccuracies. Such performance,
however, is obtained at the price of extremely high control activity, This is typically at
odds with the other source of modeling uncertainty, namely the presence of neglected
dynamics, which the high control activity may excite. This leads us to a modification
of the control laws which, given the admissible control activity, ts aimed at achieving
an effective trade-off between tracking performance and parametric unceriainty,
Furthermore, in some specific applications, particularly those involving the control of
electric motors, the unmodified control laws can be used directly.

For the class of systems to which it applies, sliding controller design provides a
systematic approach 1o the problem of maintaining stability and consistent
performance in the face of modeling imprecisions. Furthermore, by allowing the
trade-offs between modeling and performance to be quantified in a simple fashion, it
can illumninate the whole design process. Sliding control has been successfully applied
to robot manipulators, underwater vehicles, automotive transmissions and engines,
high-performance electric motors, and power systems.

The concepts are presented first for systems with a single control input, which
allows us (o develop intuition about the basic aspects of nonlinear controller design.
Specifically, section 7.1 introduces the main concepts and notations of sliding control,
and illustrates the associated basic controller designs. Section 7.2 describes
modifications of the control laws aimed at eliminating excessive control activity.
Section 7.3 discusses the choice of controller design parameters. Section 7.4 then
studies generalizations to multi-input systems.

11 Sliding Surfaces

Consider the single-input dynamic system

A = F(x) + B(X) 1 (7.1)
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where the scalar x is the output of interest {(for instance, the position of a mechanical
system), the scalar « is the control input (for tnstarce, a motor torque), and
x=[x x ... x® T is the state vector. In equation (7.1) the function f(x) (in
general nonlinear) is not exactly known, but the extent of the imprecision on f(x) is
upper bounded by a known continuous fiunction of x ; similarly, the control gain &(x) is
not exactly known, but is of known sign and is bounded by kmown, continuous
functions of x. For instance, typically, the inertia of a mechanical system is only
known to a certain accuracy, and friction models only describe part of the actual
friction forces. The control problem is to get the state x to track a specific time-
varying state x;={xy X; -+ xDIT in the presence of model imprecision on
f(x) and b(x).

For the tracking task to be achievable using a finite control u, the initial desired
state X 7(0) must be such that

X4(0) = x(0) (7.2)

in a second-order system, for instance, position or velocity cannot “jump”, so that any
destred trajectory feasible from time ¢ = 0 necessarily starts with the same position and
velocity as those of the plant. Otherwise, tracking can only be achieved after a
transient.

7.1.1 A Notational Simplification

Let ¥ = x — x4 be the tracking error in the variable x, and let

¥ ... ey

-

§=x—xd=[

be the tracking error vector. Furthermore, let us define a linie-varying surface S(7) in
the state-space R(?) by the scalar equation s(xir) = 0, where

s(x30) = (i+ 1)”_1} (13}
dt 3
and X is a strictly positive constant, whose choice we shall interpret later. For
instance, if n=2,
S=F + A%
Le., 5 issimply a weighted sum of the position esror and the velocity ecror; if =3,

ST+ 20T+ A2F
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Given initial condition (7.2, the prablem of tracking x =x is equivalent to that of
remaining on the surface S(t) for all t > 0 ; indeed s = 0 represents a linear differential
equation whose unique solution is X =0, given initial conditions (7.2). Thus, the
problem of tracking the n-dimensional vector x; can be reduced to that of keeping the
scalar quantity s at zero.

More precisely, the problem of tracking the n-dimensional vector x4 (i.¢., the
original n™-order tracking problem in x) can in effect be replaced by a /5-order
stabilization problem in 5. Indeed, since from (7.3) the expression of s contains
1= we only need to differentiate 5 once for the input  to appear.

Furthermore, bounds on s can be directly translated into bounds on the tracking
error vector X, and therefore the scalar s represents a true measure of tracking
performance. Specifically, assuming that X(0) = 0 (the effect of non-zero initial
conditions in ¥ can be added separately), we have

V20, [s@)] £ D = V20, |30 < Qe (7.4
i=0,...,n-1
1 it 1 1 .
$ pt+ A - 7+ A - - P+ A — *
M g
v
n -1 blocks

Figure 7.1.a : Computing bounds on ¥
where € = @ /A" ! Indeed, by definition (7.3), the tracking error ¥ is obtained from
s through a sequence of first-order lowpass filters (Figure 7.1.a, where p = (d/d1) is the
Laplace operator). Let y| be the output of the first filter. We have
vty = [ e NDsyar
[
From |s| <@ we thus get

01 < @ [ M-TdT = (@Y1~ e M) < D

We can apply the same reasoning to the second filter, and so on, all the way to
Yu_f =% . Wethen get

.
i
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1% € ofa-l=¢

Similarly, ¥9 can be thought of as obtained through the sequence of Figure 7.1.b,
From the previous result, one has |zy] € @A~ | where z| is the output of the
(n—i— ¥ filter. Furthermore, noting that

Po_prRR-R A

p+A prA p+A

z .

s 1 1 ! r P il
—_ - —] - R -
p+h PrA P+ A pt+h
\_______,ﬁ J oo J
L
n-i-1blocks i blocks

Figure 7.1.b : Computing bounds on ¥
one sees that the sequence of Figure 7.1.b irnplies that
i
< @ Ay - i
5O (F55) (1) =@M

ie., bounds (7.4). Finally, in the case that X(0) =0, bounds (7.4} are obtained
asymptotically, i.e., within a short time-constant {# — 1}/,

Thus, we have in effect replaced an nM-order tracking problem by a 15--order
stabilization problem, and have quantified with (7.4) the corresponding
transformations of performance measures.

The simplified, 13-order problem of keeping the scalar 5 at zero can now be
achieved by choosing the control law u of (7.1) such that outside of S(¢)
td oo
30 52 -1l {1.5)
where 1 is a strictly positive constant. Essentiafly, (7.5) states that the squared
“distance" to the surface, as measured by 52, decreases along all system trajectories.
Thus, it constrains trajectories to point towards the surface 5(¢), as illustrated in Figure
7.2. In particular, once on the surface, the system trajectories remain on the surface.
In other words, satisfying condition (7.5), or sliding condition, makes the surface an
invariant ser. Furthermore, as we shall see, (7.5) also implies that some distusbances
or dynamic uncertainties can be tolerated while still keeping the surface an invariant

4

g T

BT Y T




Sect, 7.1 Sliding Surfaces 281

set. Graphicalty, this corresponds to the fact that in Figure 7.2 the trajectories off the
surface can "move™ while still pointing towards the surface. §(¢) verifying (7.5) is
referred to as a gliding surface, and the system’s behavior once on the surface is cailed
sliding regime or sliding mode.

Ste)

Figure 7.2 : The sliding condition

The other interesting aspect of the invariant set S(f) is that once on it, the system
irajectories are defined by the equation of the set itself, namely

(di‘f_+ 1)11#1.? -0

In other words, the surface $(¢) is both a place and a dynamics, This fact is simply the
geometric interpretation of our earlier remark that definition (7.3) allows us, in effect,
to replace an ntf-order problem by a [5-order one.

Finally, satisfying {7.5) guarantees that if condition (7.2) is not exactly verified,
ie, if x(r=0) is actually off x £r=0) , the surface ${r) will nonetheless be reached in a
finite time smaller than [s(z=0)/n. Indeed, assume for instance that s(z=0) > 0, and let
tfeach be the time required to hit the surface s=0. Integrating (7.5) between
(=0 and f =, leads to

0 - 5t=0) = s(1=1,p5cp) — SO=0 < -Nreney — 0)
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which implies that

Lraach € sC=0)n

One would obtain a similar result starting with s(r=0) < 0, and thus

Teach < [sU=0)l/n

Furthermore, definition {(7.3) implies that once on the surface, the tracking ervor tends
exponentially to zero, with a time constant (r — 1)/A {from the sequence of (n—1)
filters of time constants equal to 1/A).

The typical system bebavior implied by satisfying siiding condition (7.5) is
illostrated in Figure 7.3 for n = 2, The sliding surface is 2 line in the phase plane, of
slope — A and containing the (time-varying) point x;=[x; X77. Starting from any
initial condition, the state trajectory reaches the time-varying surface in a finite time
smaller than {s{t=0}/1, and then slides along the surface towards x; exponentially,
with a time-constant equal to 1/A.

sfiding mode

finsie-time
exponential corvergence

reaching phase

stope - A

Figure 7.3 : Graphical interpretation of equations {7.3) and (7.5) (n = 2)

In summary, the idea behind equations (7.3} and (7.5) is 10 pick-up a well-
behaved function of the tracking error, s, according to (7.3), and then select the
feedback control law u in (7.1) such that 52 remains a Lyapunov-like function of the
closed-loop system, despite the presence of model imprecision and of disturbances.
The controller design procedure then consists of two steps. First, as will be illustrated
in section 7.1.3, a feedback control law u is selected so as to verify sliding condition
(1.5). However, in order to account for the presence of modeling imprecision and of

P!

- R
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disturbances, the control law has to be discontinwous across Sfr). Since the
implementation of the associated conirol switchings is necessarily imperfect (for
instance, in practice switching is not instarttaneous, and the value of s is not kaown
with infinite precision), this leads to chattering (Figure 7.4). Now (with a few
importani exceptions that we shall discuss in section 7.1.4), chattering is undesirable
in practice, since it involves high control activity and further may excite high-
frequency dynamics neglected in the course of modeling (such as unmodeled
structural modes, neglected time-delays, and so on}. Thus, in a second step detailed in
section 7.2, the discontinuous control law u is suitably smoothed to achieve an optimal
trade-off between control bandwidth and tracking precision: while the first step
accounts for parametric uncertainty, the second step achieves robustness to high-
frequency unmodeled dynamics.

chattering

Figure 7.4 : Chattering as a result of imperfect control switchings

7.1.2 ¥ Filippov’s Construction of the Equivalent Dynamics

The system’s motion on the sliding surface can be given an interesting geometric
interpretation, as an "average” of the system’s dynamics on both sides of the surface.

The dynamics while in sliding mode can be written as
$=0 (7.6)

By solving the above equation formally for the control input, we obtain an expression
for u called the equivalent control, Hog » which can be interpreted as the continuous
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control taw that would maintain §=0 if the dynamics were exactly known. For
instance, for a system of the form

¥=f+u

we have
Hoq=—f+X4— A¥

and the system dynamics while in sliding mode is, of course,
X=f4upy =5y AF

Geometrically, the equivalent control can be constructed as

Upg=Chity + {1 ~o}u_ (1N
i.e., as a convex combination of the values of u on both sides of the surface 5(r). The
value of & can again be obtained formally from (7.6), which corresponds to requiring
that the system (rajectories be tangent to the surface. This intuitive construction is
summarized in Figure 7.5, where f, =[x f+u, )T , and similarly
f={t f+u_ )T and feq =[x f+ Hog }. Its formal justification was derived in

the early 196{’s by the Russian mathemaiician A. F. Filippov.

s

Figure 7.5 : Filippov’s construction of the equivalent dyaamics in sliding mode

Recalling that the sliding motion on the surface corresponds to a limiting
behavior as control switchings occur infinitely fast, the formal solution « of (7.6) and
(7.7} can be interpreted as the average "residence time” of the trajectory on the side

s>0.
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7.1.3 Perfect Performance - At a Price

Given the bounds on uncertainties on f(x) and b(x), constructing a control law to
verify the sliding condition (7.3) is straightforward, as we now illustrate.

A BASIC EXAMPLE
Consider the second-order system
¥=f+u (1.8)

where u is the control input, x is the (scalar) output of interest, and the dynf\xmics f
(possibly nonlinear or time-varying) is not exactly known, but estimated as f. The
estimation error on £ is assumed to be bounded by some known function F = F(x,X) :

M

tf ~fISF (7.9)
For instance, given the system

¥+atilcosdx=u (7.10)
where «(r) is unknown but verifies

l<at) <2
one has

) . . )

f=—151%cos 3x F=0.5%{cos3x|

In order to have the system track x(f} = x (1), we define a sliding surface 5 =0
according to (7.3), namely:

s=(§;+x)z=3‘z+n (7.11)

We then have:
§=X - Ry AR =f+u-Ny+ AT (7.12)
The best approximation & of a continuous control law that would achieve ¥ = 0 is thus
f=—f+3%- A% (7.13)

Note that in terms of the discussion of section 7.1.2, # can be interpreted as our best

estimate of the equivalent control. In order to satisfy sliding condition (7.5) despite
. . A . .

uncertainty on the dynamics f, we add to u a term discontinuous across the surface
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s=0:

=1 — ksgnis) (7.14)
where sgn is the sign function:

sgnis} = + 1 ifs>0
sgn(sy = ~ 1 ifs<Q

By choosing k = k(x,%) in (7.14) to be large enough, we can now guarantee that (7.5)
is verified. Indeed, we have from (7.12)~(7.14)
1d

Yd s sapf-f-ksgn® )s=(f—F)s - k]s]
24t

s that, letting
k=Fa+n (7.15)
we get from (7.9)

1d »

Rl 2

55 SN
as desired. Note from (7.15) that the control discontinuity & across the surface s =0
increases with the extent of parametric uncertainty. Also, note that f and F need not
depend only on x or . They may more generally be functions of any measured
variables external to system (7.8), and may also depend explicitly on time.

We can see on this basic example one of the main advantages of transforming
the original tracking control problem into a simple first-order stabilization problem in
s. Namely, the intuitive feedback contrel strategy “if the error is negative, push hard
enough in the positive direction {and conversely)" actuaily works for first-order
systems {recall also Example 3.9). It does not for higher-order systems.

INTEGRAL CONTROL
A similar result would be obtained by using integral control, i.e., formally letting

(J” X{r} dr} be the variable of interest. The system (7.8) is now third-order relative (o
7]

i

this variable, and (7.3) gives:
d 2 i : ~ 2 L
S=(EE+7&) (Lxdr‘)=f+27\.x+ljnxdr

We then obtain, instead of {7.13),

oty
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= 43~ E-A2%
with (7.14) and (7.15) formally unchanged. Note that _[’Idr can be replaced by
[x}

J"Edr, i.e., the integral can be defined to within a constant. The constant can be
chosen to obtain s(t=0) =0 regardless of x4(0}, by letting

s=5f+2156+x2j’}dr—i=(0)—2m0)

GAIN MARGINS
Assume now that (7.8) is replaced by
X=Ff+bu (7.16)

where the (possibly time-varying or state-dependent) control gain b is unknown but of
known bounds {themselves possibly time-varying or state-dependent)

0 < by £ b S by (.17

Since the control input enters multiplicatively in the dynamics, it is natural to choose
our estimate b of gain b as the geometric mean of the above bounds:

FAl
b= by, "-L".ta'flra!,\r}]"“2
Bounds (7.17) can then be written in the form

A
pl< g <B (7.18)

where

B= ("t);'m;t\-"'r"ba'm'.l'r)”2

Since the conirol law will be designed to be robust to the bounded multiplicative
uncertainty (7.18), we shall call § the gain margin of our design, by analogy 1o the
terminology used in linear control. Note that § may be time-varying or state-
dependent, and that we also have

Bl< 2 <p
b

Also note that the uncertainty on 5 may come directly in the form (7.18), e.g., if the
control action « itself is generated by a linear dynamic system.
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With s and # defined as before, one can then easily show that the control law

u= 3—1[3 -k sgnis)) (7.19)
with

k2 PE+M+ G- (7.20)
satisfies the sliding condition. Indeed, using {(7.19} in the expression of § leads w0 I’

$=(f— bb™1 ) + (1 - 6b-1)(=%4 + AZ) — bb 1k sgn(s)
so that & must verify

k 2 166717~ 4 (bb) — (=%, + AP | + b~
Since f=f + (f~F ), where | f1 | < F, this in turn leads to

k 2 bb~LF +nbbL + (bb™! — 11{f — %, + A%

and thus to (7.20). Note that the control discontinuity has been increased in order to
account for the uncertainty on the contrel gain b,

Example 7.1; A simplified model of the motion of an underwater vehicle car be writien

my+cx|x|=u (7.21)

where x defines position, i is the control input (the force provided by a propeller), m is the mass
of the vehicle (including the so-called added-mass, associated with motion in a fluid), and ¢ is a
drag coefficient. In practice, m and ¢ are not known accurately, because they only describe
loosely the complex hydrodynamic effects that govemn the vehicle’s motion.

Defining 5 as s =¥ + AX , computing § explicitly, and proceeding as before, a control law

satisfying the sliding condition can be derived as

u = A ,'\"(';—?Lf;?] + ?ﬂfrl—ksgﬂs (725
with

k=(F+Bny + A B-1){%,- %] (7.23)

Nete thal expression {7.23} is "tighter” than the general form (7.28), reflecting the simpler
structure of paramelric uncertainty: intuitively, # can compensate for ¢ i | X | directly, regardless
of the ancertainly on m. [n general, for a given probiem, it is a good idea to quickiy rederive 2
control law satisfying the sliding condition, rather than apply some pre-packed formula. O

It is useful to pause at this point, and wonder whether a different control action,

4
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obtained by some other method, could achieve the same task. The answer to this
question is that, given a feasible desired trajectory, there is a umigue smooth control
time-function that tracks it exactly, namely

w(ey = bxgy [ Ey—fx )] (7.24)

Thus, whatever the method, the resulting control time-function will be the same, and
therefore using this particular approach simply provides a straightforward way of
arriving at that time-function. Because we require perfect tracking to be achieved even
in the presence of parametric uncertainty, this time-function is constructed through a
process of averaging infinitely fast discontinuous switchings, into what we called in
sectien 7.1.2 the equivalent control, which is precisely (7.24).

Control laws which satisfy sliding condition (7.3), and thus lead to "perfect”
tracking in the face of model uncertainty, are discontinuous across the surface S(¢),
thus leading in practice to control chattering. In general, chattering is highly
undesirable, since it involves extremely high control activity, and farthermore may
excite high-frequency dynamics neglected in the course of modeling. In section 7.2,
we shall show how to modify the switching control laws derived above so as to
eliminate chattering.

In specific (if exceptional} applications, however, control chattering is
acceptable, and the pure switching control laws derived above can yield extremely
high performance. We now discuss such direct applications of the previous
development,

7.1.4 Direct Implementations of Switching Control Laws

The main direct applications of the above switching controllers include the control of
electric motors, and the use of artificial dither to reduce stiction effects.

SWITCHING CONTROL IN PLACE OF PULSE-WIDTH MODULATION

In pulse-width modulated electric motors, the control input « is an electrical voltage
rather than a mechanical force or acceleration. Control chattering may then be
acceptable provided it is beyond the frequency range of the relevant unmodeled
dynamics. Provided that the necessary computations (including both control law and
state estimation) can be handled on-line at a high enough rate, or implemented using
analog circuitry, pure sliding mode control using switched control laws can be a viable
and extremely high-performance option,
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SWITCHING CONTROL WITH LINEAR OBSERVER

e il

The difficulty in obtaining meaningful state measurements at very high sampling rates
can be trned around by using state observers. For linear systems, the design of such i
observers is well known and systematic. The principle of the approach to designing a
switching controller using an observer is then very simple. Instead of tracking the
surface s = 0, the system is made to track the surface s, = 0, where s, is obtained by
replacing the state x by its estimate x,, in the expression of 5. This can be achieved by
computing a dynamic compensation term ure based on the available state estimates,
and using switching terms of the form —k(x,) sgn(s.), where k(x,) is chosen large
enough to compensate both for parametric inaccuracies and for observer inaccuracies,
This yields 5, — 0 {as 1 — ©°). Then, if the observer has been properly designed so
that it converges despite modeling uncertainties (which, again, is easy to achieve in
the linear case), we also have s — 3, . Therefore, s = 0, and the actual state
converges towards the desired state. Furthermore, sliding mode and its robust
properties are maintained on the surface s, =0, which tends towards the desired
sliding sarface as the observer converges.

SWITCHING CONTROL IN PLACE OF DITHER

When uncertainty consists of effects small in magnitude but difficult to model, such as
stiction or actuator ripple, switching in s may be advantageously used in place of a
more standard "dither” signal. Ideally, the frequency of the switching should be
chosen well beyond that of significant structural vibration modes (in mechanical
systems), while remaining below the actuators’” bandwidth, This assumes again that
meaningful state estimates can be provided at the selected switching frequency. Such
an approach can particularly improve the quality of low-speed behavior, which
otherwise is extremely sensitive to friction.

The exampies above represent the few specific applications where chattering
cari be tolerated and actually exploited. In the general case, however, the question is
how to derive control laws that maintain the system close to the surface s = 0 while
avoiding chattering altogether. This is the subject of the next section.

7.2 Continuous Approximations of Switching Control Laws

In general, chattering must be eliminated for the controlier to perform properly. This
can be achieved by smoothing cut the control discontinuity in a thin boundary laver
neighboring the switching surface

B(#) = {x, [sCun| < D} ®>0 (7.25)

4
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Figure 7.6.a : The boundary layer

where @ is the boundary layer thickness, and £ = &A% is the boundary layer width,
as Figure 7.6.a illustrates for the case n = 2. In other words, outside of B(f), we choose
control law u as before (i.e., satistying sliding condition (7.5)), which guarantees that
the boundary layer is attractive, hence invariant: all trajectories starting inside B(r=0)
remain inside B{f) for all =0 ; and we then interpolate & inside B(f) — for instance,
replacing in the expression of u the term sgn(s) by s/, inside B(r), as illustrated in
Figure 7.6.b.

Given the results of section 7.1.1, this leads to tracking to within a guaranteed
precision € (rather than "perfect” tracking), and more generally guarantees that for all
trajeciories starting inside B(r=0)

Vizo, fOM<2)ie =0, ... n-1

Example 7.2: Consider again the system (7.10), and assume that the desired trajectory is
Xy =sin(mif2),
Figure 7.7 shows the tracking error and control law using the switched control law (with

A=20,5=01

i
o=~ ksgnis)
=1.53%c0s 3x + ¥;~ 207 = (0.5 2] cos 3x |+ 0.1) sgnl ¥ + 20 7]



292 Sliding Control ' Chap. 7

Figure 7.6.b : Coutrol interpolation ia the boundary layer

at a sampling rate of 1 kHz. The actual value of a{f) used in the simulations is a(?} = |sinf| « 1
{which verifies the assumed bound on 2(f)). We see that rracking performance is excellent, but is
obtained at the price of high control chattering.

Assume now that we interpolate the above control input in a thin boundary layer of thickness
0.1

u=h ~ k sat{ 5/}
=1.5%2cos 3+ %, - 20 % - (0.532 Jcos 3x |+ Q1) sat[(X + 20%)/0.1 ]

As shown in Figure 7.8, the tracking performance, while not as "perfect” as above, is still very
good, and is now achieved using a smooth control iaw. Note that the bounds on tracking esror are

0

consistent with (7.25}.

60

401

control input
iracking error

0
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-4.0 Il | — — Sle-04 1 1 1 —
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time{sec) time{sec)

Figure 7.7 : Switched control input and resuliing tracking performance
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Figure 7.8 : Smooth control input and resulting tracking performance

The intuitive understanding of the effect of control interpolation in a bouadary
layer can be carried on further, and guide the selection of the design parameters A and
. As we now show, the smoothing of control discontinuiry inside B{1) essensially
assigns a lowpass filter structure to the local dynamics of the variable s, thus
eliminating chattering. Recognizing this filter-like structure then allows us, in
essence, to tune up the control law so as to achieve a trade-off between tracking
precision and robustness to unmodeled dynamics. Boundary layer thickness < can be
made time-varying, and can be monitored so as to well exploit the control "bandwidth"
available. The development is first detailed for the case f§ = | (no gain margin), and
then generalized.

Consider again the system (7.1) with b= 3 =1. In order to maintain
attractiveness of the boundary layer now that @ is allowed to vary with time, we must
actually modify condition (7.5). Indeed, we now need to guarantee that the distance ro
the boundary layer always decreases

d
sz2@ > dr[s i i1
ss-® = dp-coyzq
dr

Thus, instead of simply requiring that (7.5) be satisfied outside the boundary layer, we
now require that (combining the above equations)
2o = +L2<@d-nys (7.26)
2dr
The additional term & [s] in (7.26) reflects the fact that the boundasy layer atiraction
condition is more stringent during boundary layer contraction (@ < 0) and less
stringent during boundary layer expansion (9 > 0). In order to satisfy (7.26), the
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quantity - @ is added to control discontinuity gain k(x) , ie, in our smoothed
implementation the {erm &(x) sgn(s) obtained from switched control law u is actuaily

replaced by E(x) sat(s/D} , where

K (x) = k(x) - b 727
and sat is the saturation function, which can be formally defined as

sat{y)=y iflylg1
sat{y) = sgn{y) otherwise

Accordingly, control law u becomes:

u = 1t — k (x) sat{s/®)

Let us now consider the system irajectories inside the boundary layer, where
they lie by construction: they can be expressed directly in terms of the variable 5 as

s T s
§=-kt0 2 - Af (7.28)

where Af:jf\—f. Now since & and Af are continuous in X, we can exploit (7.4) to
rewrite (7.28) in the form

f=-Exg) o+ (- A0+ 0@) (7.29)

We see from (7.29) that the variable s (which is a measure of the algebraic distance to
the surface $(1)) can be viewed as the output of a first-order filter, whose dynamics
only depends on the desired state X A7), and whose inpuis are, to the first order,
"perturbations,” ie., uncertainty Af(x;). Thus, chattering can indeed be eliminated, as
long as high-frequency unmodeled dynamics are not excited. Conceptually, the
structure of the closed-loop error dynamics can be summarized by Figure 7.9:
perturbations are filtered according to (7.29) to give s, which in trn provides tracking
error X by further lowpass filtering, according to definition (7.3). Control action « is a
function of x and x, Now, since A is the break-frequency of filter (7.3), it must be
chosen to be "small" with respect to high-frequency unmodeled dynamics {such as
unmodeled structural modes or neglected time delays). Furthermore, we can now tune
the boundary layer thickness @ so that (7.29) also represents a first-order filter of

y
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bandwidth A. [t suffices to let

k (xp _

= =h (7.30)

which can be written from (7.27) as

b + AD = k(xy) (7.31)
-AFIX L)+ Ofe 5 I
Y Xy (e) 1™ order fitter l ¥
, -
(7.29) (p+M)
CHOICEQF ¢ DEFINITION OF 5

Figure 7.9 ; Structure of the closed-loop error dynamics

Equation (7.31) defines the desired time-history of boundary layer thickness @, and, in
the light of Figure 7.9, shall be referred to as the balance condition. Intuitively, it
amounts to tuning up the closed-loop system so that it mimics an »™ order critically
damped system. Furthermore, definition (7.27) can then be rewritien as

k(x) = k(x) - k(x ) + AP (7.32)

The s—trajectory, i.e., the variation of 5 with time, is a compact descripior of the
closed-loop behavior: control activity directly depends on s, while by definition ¢7.3)
tracking error ¥ is merely a filtered version of 5. Furthermore, the s-trajectory
represents a time-varying measure of the validity of the assumptions on model
uncertainty.  Similarly, the boundary layer thickness @ describes the evolution of
dynamic model uncertainty with time. It is thus particularly informative to plot
s(r}, @(¢), and — ®{) on a single diagram, as illustrated in Figure 7.10.

Exawple 7.3: Consider again the systemn described by (7.10). The complete control law is now
w = ¥,—A¥ + 1.5 cos 3x — (0.542[cos 3x [+ M - b ) satl(¥ + A5)D]
with ® = - + (055 cos Iyl + )

and, assuming e.g., that J'rd{O) =0 initially, ®0} =1 /A . As in Example 7.2, we let n=0.1 and
A, =20, Typically, the arbitrary constant 7| {which, formally, reflects the time to reach the
boundary layer starting from the outside) is chosen to be small as compared to the average value
of k(x,), so as to fully exploit our knowledge of the structure of parametric uncertainty. The
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Figure 7.10 : The s—trajectories can convey much information on a single plot

value of A is selected based on the frequency range of unmodeled dynamics, as we shall discuss

later,

The wacking error, contro! input, and s-irajectories are plotied in Figure 7.11 for the same
desired trajectory x ;= sin(ms/2} as in Example 7.2. We see that while the maximum value of the
time-varying boundary layer thickness @ is the same as that originally chosen (purposefully) as
the constant value of @ in Example 7.2, the tracking error is cousistently better (up 1o 4 times
better) than that in Example 7.2, because varying the thickness of the boundary layer allows us to

make belzer use of the available bandwidth. O
— 1)
% 6.0 g 203
= LH
T 40 2 103
£ %
o 20 £ tesnol
0.0 -1e-03 |
-20 -2e-3 |-
41 L Fl — Il -3e-03 £ L L 2
a0 1.0 20 R 4.0 X)) 1.0 2.0 340 40
time(sec) time{sec)

Figure 7.11a : Control input and resulting tracking performance
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s-trajectories

297

) 1.0 2.0 3.0

n
40

time(sec)

Figure 7,.11b : s-trajectories with time-varying boundary layers

In the case that B = 1, one can easily show that (7.31) and (7.32) become (with

Ba=Pix)

> _)1'32 = (i’ + lq) = Bdk(xd) r(x} = k(x) - d.)!ﬁ
o

k(xd)

kxp) < AP = b+ AQ k(X MP 4 k(%) = k(x) p b
Ba B2

with initial condition ®(}) defined as:
B(0) = Py kix O)/A
Indeed, in order (o satisfy (7.26) ir the presence of uncertainty § on the control gain we [et

b0 = k_(x) = J'((‘K)—-bel.))

D<) = EFx)=kx-pd

Furthermore, the balance condition can be written, instead of (7.30), as

EDED),

Bix gy max

that is5.

k(x)=A0/B,

(7.33)

(7.34)

(7.35)

(7.36)

(7.37)

(7.38)
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Applying this relation o (7.36), {7.37) leads to the desired behavior of @ :

b0 = .@zk{xd)—(bfﬁd
B4

Pl = @=k(xd}—|3d¢'
Ba

which we can combine with (7.36)-(2.37) and rewrite as (7.33)-{7.34}. Finally, remark that if

B =B, . one has

) = (k_(x) - E(xd)) +E(xp) = k)~ kixg) + ADiBy

Note that the balance conditions (7.33) and (7.34) imply that & and thus ¥ are
bounded for bounded x; .

The balance conditions have a simple and intuitive physical interpretation:
neglecting time constants of order 1/A , they imply that

Mg = Bd k(xd)
that is

(bandwidth)"! x (tracking precision)
= {parametric uncertainty measured along the desired trajectory)

Such trade-off is quite similar to the situation encountered in linear time-invariant
systems, but here applies to the more general nonlinear system structure (7.1), all
along the desired trajectory. In particular, it shows that, in essence, the balance
conditions specify the best tracking performance aftainable, given the desired control
bandwidth and the extent of parameter uncertainty. Stmilarly, expression (7.20)
allows one to easily quantify the trade-off between accuracy and speed along a given
path, for instance.

Example 7.4: Let us consider again the underwaler vehicle of Exampte 7.1, and smoothen the
control tnput using time-varying boundary layer, as described abave. The a priori bounds on m
and ¢ are

l<m=5 0.5<¢=1.5

and. accordingly,
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= '\I—S— c=1
The actual values used in the simulation are
m=3+1.5sin(1xin c= 1.2+ 2sin(1xln

which are used as a metaphor of the complexity of the actual hydredynamic effects. We let
n=0.1 and A=10.

The desired trajectory consists of a constant-acceleration phase at 2 m/s2 for two seconds, n
constant-velocity phase {at 4 ma/s) for two seconds, and a constant-acceleration phase at — 2 m/s?
fior two seconds. The corresponding tracking error, control input, and s-trajectories are plotted in

Figure 7.12. (]
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Figure 7.12a : Control input and resulting tracking performance
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Figure 7.12b : s-trajectories with time-varying boundary layers
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REMARKS

(i) The desired trajectory x; must itself be chosen smooth enough not to excite
the high-frequency unmodeled dynamics.

(ii) An argument similar to that of the above discussion shows that the choice of
dynamics (7.3) used to define sliding surfaces is the "best-conditioned” among tinear
dynamics, in the sense that it guarantees the best tracking performance given the
desired control bandwidth and the extent of parameter uncertainty.

(iii) If the model! or its bounds are so imprecise that & can only be chosen as a

large constant, then ¢ from (7.31) is constant and large, so that the term 3 sat(s/d)
simply equals A s/p in the boundary layer, and therefore acts as a simple P.D. : there is
no free lunch,

(ivi A well-designed controller should be capable of gracefully handling
exceptional disturbances, fe., disturbances of intensity higher than the predicted
bounds which are used in the derivation of the control law, For instance, somebody
may walk into the laboratory and push violenily on the system “to see how stiff it is";
an industrial robet may get jammed by the failure of some other machine; an actuator
may saturate as the result of the specification of an unfeasible desired trajectory. If
integral control is used in such cases, the integral term in the control action may
become unreasonably large, so that once the disturbance stops, the system goes
through large amplitude oscillations in order to return to the desired trajectory. This
phenomenon, known as infegrator windup, is a potential cause of instability because
of saturation effects and physical limits on the motion. It can be simply avoided by
Stopping integration (i.e. maintaining the integral term constant) as long as the system
is outside the boundary layer. Indeed, under normal circumstances the system does
remain in the boundary layer; on the other hand, when the conditions return to normal
after an exceptional disturbance, integration can resume as soon as the system is back
in the boundary layer, since the integral term is defined (o within an arbitrary constant.

(v) In the case that A is ime-varying {as further discussed in the next section),
the term

W=—AX
should be added to the corresponding i, while augmenting gain k(x) accordingly by
the quantity | « J(B ~ 1),

The degree of simplification in the systern model may be varied according to
the on-line computing power available: in essence, the balance conditions quantify the

FeiRRL e
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trade-off between model precision and tracking accuracy, as further detailed next,
Furthermore, the s—trajectories provide a measure of the validity of the assumptions
on madel uncertainty and of the adequacy of bound simplifications.

7.3 The Modeling/Performance Trade-Offs

The balance conditions (7.33)-(7.34) have practical implications in terms of
design/modeling/performance trade-offs. Neglecting time-constants of order I/A,
conditions {7.33) and (7.34) imply that

Alg = Bd kd (?39}

as noticed in section 7.2. If we now consider the structure of control law (7.19), we
see that the effects of parameter uncertainty on f have been "dumped” in gain k.
Conversely, better knowledge of f reduces & by a comparable quantity. Thus (7.39) is
particularly useful in an incremental mede, ie., to evaluate the effects of model
simplification (or conversely of increased model sophistication) on tracking
performance:

Ae = ARy kAN (7.40)

In particular, marginal gains in performance are critically dependent on control
bandwidth A: if large X’s are available, poor dynamic models may lead o respectable
tracking performance, and conversely large modeling efforts produce only minor
absolute improvements in tracking accuracy.

It is of course not overly surprising that system performance be very sensitive to
control bandwidth A : (7.1} only represents part of the system dynamics - e.g., its
rigid-body component — while A accounts for the unmodeled part. In the right-hand
side of (7.4(), the effects of parametric uncertainty in (7.1} are reflected in the
numerator, while the presence of dynamics neglected in the model is reflected in the
denominalor, since it both transiates into the order n of the model, and imposes upper
bounds on the choice of A.

Thus, given model (7.1}, a key question is 10 determine how iarge A can be
chosen. Alhough the tuning of this single scalar may in practice be done
experimentally, considerable insight on the overall design can be obtained by
explicitly analyzing the various factors limiting A. In mechanical systems, for
instance, given clean measurements, A is typically limited by three factors:

(i) structural resonans modes: & must be smaller than the frequency vp of the
lowest unmodeled structural resonant mode; a reasonable interpretation of this
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constraint is, classically k1
2n 3
although in practice this bound may be modulated by engineering judgment, taking :
notably into account the natural damping of the structurai modes. Furthermore, it
may be worthwhile in certain cases to account for the fact that Ap may actually
vary with the task (e.¢., given configuration or loads).
(i1) neglected time delays: along the same lines, we have a condition of the
form
l B
AShy=-_—— (1.42)
ATIT A P
E=1
when T4 is the largest unmodeled time-delay (for instance in the actuators), «é
(iii} sampling rate: with a full-period processing delay, one gets a condition of ;
the fﬂﬁl’l '.i:::
1
l < R'S = -5— Vsampling (7.43}

Where Vg nling 18 the sampling rate.

The desired control bandwidth A is the minimum of the three bounds (7.41)-(7.43).
Bound (7.41} essentially depends on the system’s mechanical properties, while (7.42)
reflects limitations on the actuators, and {7.43) accounts for the available computing
power. Ideally, the most effective design corresponds te matching these limitations,
i.e., having

Ag=hg=hg= M (7.44)

Now (741) and (7.42) are “hard” limitations, in the sense that they represent
properties of the hardware itself, while (7.43} is "soft" as far as it reflects the
performance of the computer environment and the compiexity of the congrol
algorithm. Assume for instance that bound (7.43) is the most stringent, which means
that the system’s mechanical potentials are not fully exploited. This may typically
accur in modemn high-performance robots (such as direct-drive arms) which feature
high mechanical stiffness and high resonan¢ frequencies. It may be worthwhile, before
embarking in the development of dedicated computer architectures, to first consider
simplifying the dynamic model used in the conirol algorithm. This in tum allows one
to replace A = Ay, by a larger A = Ag, which varies inversely proportionally to the
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required computation time. From (7.40) and assuming that neither of bounds (7.41) or
(7.42) is hit in the process, this operation is beneficial as long as

A, & Mo 2
Bykg) < fasr) - (7.45)
Bd kd stow

Conversely, equality in (7.43) defines the threshold at which model simplification
starts degrading performance despite gains in sampling rate. This threshold is rarely
reached in practice: even assuming that marginal gains in maodel precision depend
linearly on the computation time involved, A~ 2 still varies as the square of the
required sampling period. Thus it is often advisable to reduce model complexity until
computation can be achieved at a rate fully compatible with the mechanical
capabilities of the arm, in other words until Ag is no longer the "active” limit on A.
The performance increase resulting from this simple operation may in turn be
adequate and avoid major development efforts on the computer hardware.

The trade-off between modeling inaccuracy and performance can be further
improved only by updating the model on-line. This can indeed be achieved when
some components of the modet depend linearly on unknown but constant parameters,
allowing the corresponding uncertainties o be mapped in terms of a single unknown
constant vector. This is the topic of chapter 8, adaptive control.

7.4 ¥ Multi-Input Systems

This section discusses extensions of the previous development to multi-input systems.
The point of view taken here is essentially mathematical. In chapter 9, we shall discuss
how the exploitation of known physical properties of the systems, such as
conservation of energy, may often make such multi-input extensions simpler and more
powerful.

Consider a nonlinear multi-input system of the form

"
X = fix) + Zlbg(x)uj i=L ....m j=1....m
i=

where the vector u of components u; is the control input vector, and the state X is
composed of the x;"s and their first (n; — 1) derivatives. As mentioned in chapter 6,
such systems are called square systems, since they have as many control inputs u; as
outputs to be controlled x; . We are inierested again in the problem of having the state
x track a desired time-varying state x4 , in the presence of parametric uncertainties.
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We make two assumptions. First, we assume that the maiching conditions
discussed in chapter 6 are verified, f.e., that parametric uncertainties are within the
range space of the input matrix B (of components &;;3. Since B 1s a square m Xm
matrix, this simply means that B is invertible over the whole state-space, a
controllability-like assumption. Second, we assume that the estimated input r}\lalrix
B is invertible, continuously dependent on parametric uncertainty, and such that B =B
in the absence of parametric uncenainty.

As in the single-input case, we shali write uncertainties on [ in additive form,
and uncertainties on the input matrix B in multiplicative form

A

AR izt ...,m (7.46)
A

B=(+A)B IA1€D; sl ...m  j=l....m (14D

where 1 is the n % »n identity mawrix. Note that the structure of expression (7.46) is
slightly different from that of (7.47), since the notion of a gain margin is mostly a
scalar concept, while (7.47) shall prove more convenient for the purpose of matrix
manipulation.

Let us define a vector s of components s; by

1
5= (% + x,-)”’ 7,

which, for notational compaciness, we shali write
o =1y e (-]
Sr = x,( ] I”( ¥ )

This defines a vector x,*— 1 of components x,{" = V) | whick can be computed from x
and x; . As in the single-input case, the controbler design can be translated in terms of
finding a control law for the vector u that verifies individual sliding conditions of the

form

%%53 < -0l ;>0 (7.48)

in the presence of parametric uncertainty. Letting ksgn(s) be the vector of
components k; sgn{s;) , and choosing the control law to be of the form

i3 A
u=BI(x" U f-Kksgis)) (7.49)

similariy to the single-input case, we can write

sty i B i,
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i f [,
5= fimf + DAy V-
i=1
Z Agikpsgnis;) — (1 +8;) & sgn(s)
_,la‘l i

Thus, the sliding conditions are verified if

=Dk 2 Fy + YDyl =V =Fii = 3 Dyl +
ji=1

e

i=1,....n

and, in particular, if the vector k is chosen such that

L3

P

=Dk + Y Dyky = Fi + _X{D,}-uﬂ(ﬂr D-Fl+m; (7.50)

Jri j=

i=1, ... ¢

Expression (7.50) represents a set of m equations in the m switching gains &; .

Do these equations have a solution k (then necessarily unique), and are the

components &; all positive (or zere)? The answer to both questions is yes, thanks (0 an
interesting result of matrix algebra, known as the Frobeniuws-Perron theorem.

Theorem (Frobenius-Perron) Consider a square matrix A with non-negative
elemenis. Then, the largest real eigenvalue py of A of is non-negative. Furthermore,
consider the equation

A-playy=z2

where all components of the vector T are non-negative. If 0> p, , then the above
equation admits a unique solution y, whose components y; are afl non-negative.

Applying the Frobenius-Perron theorem to the matrix of components D;; , and noticing
that our second assumption on the system implies that p| < I, shows that equation
(7.50) uniquely defines a set of non-negative &; . Thus, the control law (7.49), with k
defined by (7.50), satisfies the sliding condition in the presence of parametric
uncertainties bounded by (7.46).

As in the single-input case, the switching control laws derived above can be
smoothly interpolated in boundary layers, so as to eliminate chattering, thus leading to
a trade-off beiween parametric uncertainty and performance. The reader is referred 1o
section 7.6 for details.

Note that the point of view taken in this section is essentially mathematical.
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Chapter 9 shall discuss how the exploitation of physical properties of the systems,
such as conservation of energy, often makes multi-input designs simpler and more
pawetful. This will become particularly important in adaptive versions of the designs,

e e

7.5 Summary

The aim of a sliding controller is to
(i} Design a control law to effectively account for

¢ parameter uncertainty, e.g., imprecision on the mass properties or
loads, inaccuracies on the torgue constants of the actuators, friction,
and so on,

¢ the presence of wnmmodeled dynamics, such as structural resonant
modes, neglected time-delays (in the actuators, for instance), or finite
sampling rate.

(it Quantify the resulting modeling/performance trade-offs, and in
particular, the effect on tracking performance of discarding any particular
term in the dynamic model,

The methodology is based on 3 notational simplification, which amounts to
replacing an #'h order tracking problem by a first order stabilization problem.
Ajthough "perfect” performance can in principle be achieved in the presence of
arbitrary parameier inaccuracies, unceriainties in the model structure (J.e., unmodeled
dynamics) lead te a trade-off between tracking performance and parametric
uncertainty, given the available "bandwidth." In praciice, this corresponds to replacing  #
a switching, chattering control law by its smooth approximation. In specific :
appiications where control chattering is acceptable, the pure swiiching coniro! laws
can yield extremely high performance.

Sliding controller design provides a systematic approach (o the problem of
maintaining stability in the face of modeling imprecisions. Furtherimore, it quantifies &
the modeling/performance trade-offs, and in that sense can illuminate the whole
design and testing process. Finally, it offers the poteatial of simpiifying higher-level
programming, by accepting reduced information about both task and system.
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7.6 Notes and References

The concept of a sliding surface originated in the Soviet literature [e.g., Aizerman and Gantmacher,
1957, Emelyanov, [957; Filippov, 1960} (see also (Tsypkin, 1955; Flugge-Lotz, er af, 1958]),
mosily in the context of “variable-structyre™ regulation of linear systems, see [Utkin, 1977) for a
review {atso [Young, 1978]). Classical sliding mode control, however, had important drawbacks
limiting its practical applicability, such as chattering and large control autherity. The development of
sections 7.1-7.3 is based on [Slotine, 1984).

The combination of sliding controllers with state abservers is discussed in {Bondarev, et af,,
1985) in the linear case, and {iiedrick and Ragavan, 1990) in the nonlinear case. Observers based on
sliding surfaces are discussed in [Drakunov, 1983; Slotine, ef 2., 1986, 1987; Walcott and Zak,
1987]. The development of section 7.4 is adapted from [Slotine, 1985; Hedrick and Gopalswamy,
1989]. The reader is referred 1o, e.g., [Luenberger, 1979] for a simple proof of the Frobenius-Perron
theorem. Somne details on boundary layer interpolations in the mufti-input case can be found in
[Slotine, 1985].

Practical implementations of sliding control are described, e.g., in {Yoerger, ef al., 1986]
(underwater vehicles), [Hedrick, er af., 1988] (automotive applications), [Harashimna, er al., 1988]
{rohot manipulators). The literature in the field has been extremely active in the past few years.

Related approaches to robust contro! include, e.g., [Corless and Leitmann, [981; Gutman and
Paimor, 1982; Ha and Gilberi, 1985).

7.7 Exercises

7.1  Consider the underwater vehicle of Example 7.4, and assume there is an unmodeled
*pendulum mode” of the vehicle at 2 Hz. Cheoose A accordingly, and simulate the vehicle's
perfermance on the same trajectory as in Example 7.4, What is the minimum sampling rate required

to implement your design?

Discuss the performance of the sysiem on various trajectories, which you may want 10
generate using a reference model, as in equation (IL5}, with k; = 2&, k, = A2,

Simulate the unniodeled 2 Hz mode by first passing the control law through 4 second-order
lowpass filter of unit d.c. gain before actually inputting it in the system. Tune A “experimentally”
argund the value given by (7.41), for different values of the filter’s damping,

7.2 For the system
ky = sinx, + ‘\(Ht Xs

oy (¥} x{‘cos Xy + az{r} u

n

¥
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design a controller to track an arbitrary desired trajectory x, (¢} . Assume that the state [x) x, 1
is measured, that x, {0, X(0), X7 (1) are all known, and that o (r) and ot,(r) are unknowa lime-
varying functions verifying the known bounds

VizQ, o< 10 Lean<?

Write the full expression of the controtler, as a function of the measured state [x; Xy ]T, Check
your design in simple simulations. (Hinr: First feedback linearize the systemn by differentiating the

first equation.)

7.3 Consider again the system of Exercise 7.1, but define s so as to use integral control (as
discussed in section 7.1.3}. Simulate the controller’s performance and compare with the resules of
Exercize 7.1, on various trajectories. Show that, besides allowing the system to always start at 5 =0,
the integral control term keeps adjusting the control law as long as the effects of bounded

disturbances are not compensated.

7.4  Consider a system of the form (7.1}, but where b is now constane and of known constarit
positive bounds. Divide both sides of the equation by &, and write the sliding condition as

%%MZ < —nhls
where k= 1/5. By representing uncertainty on » additively, design a simple switching contreller 1o

satisfy the above condition.

Smooth out the switching controller in boundary layers, and derive the corresponding balance

conditions.

Show that the accuracy of the approximate “"bandwidth” analysis in the boundary layer

increases with &,

7.5 Consider a system of the form (7.1), and assume that not onfy x but also 5 can be measured
{e.g.. that 2 can be measured). An additional term of the form - @ s (with o >0} can then be

included in the control law.

Write the corresponding expression of §. Assuming for simpiicity that the gain margin B is
constanl, show that, given the bandwidth A and the parametric uncertainty, the effeci of the
additional term in u is to reduce the maximum value of 5 by a factor (1 + /B ). Show that this
implies that the tracking error ¥ can in principle be made arbitrarily small simply by increasing c.

What are the limitations of this approach? In particular, assume that there is /% uncertainty
on the value of "' How small must / be to make the approach worthwhile? (Adapted from {Asada

and Slotine, 19861.}
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7.6  Show that a condition similar to (7.68) can atso be obtained by requiring that the system take
at least two sampling periods to cross the boundary layer.

Assume that sampling is the active limit on bandwidth, and that chattering is acceptable.
Based on the above resuli, how do the tracking performances of a switching controller and a smooth
sliding controller compare?

7.7 Design a switching controller for the system
Frognlx|i2+opDadcosy = Si+u

where &,(1) and 0,(1) are unknown time-varying functions verifying the known bounds
YizQ, fo,mist 120,03

{Him: let v =35 iz + u . Discuss the effect of chauering tn v )

7.8  In the context of section 7.2, define
sy = 5 — ®sa{s/D)

as a measure of distance to the boundary layer. Show that the time derivative of s ﬁz is well defined
and continuous in time, and, specifically, that one can write

id . .
E&Sﬂl =545 — |su1

Show that equation (7.26) can be written

id 2. _
iasg £ -Mis,al
(Adapted from [Slotine and Coelsee, 1.986].)

7.9 In the context of tracking control, discuss alternate definitions of 5. For instance, consider
choices based on Butterworth filters rather than (7.3), and how they would modify bounds (7.4).

7.10  Design & sliding controller for the system
LT o ¥ £ (0 Psindx = by
where o{7), 05(1), and H{r) are unknown time-varying functions verifying the known bounds

V20, Jodnil RIS 12hin<d
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Assume that the s1ate s measused, and that the sfowest wninodeled dynamics is the actuator
dynamics, with a lime-constant of about 1/50. Simulate the performance of the system on various
trajectories (which you may want (0 generate vsing a reference modef).




Chapter 8
Adaptive Control

Many dynamic systems to be controlled have constant or slowly-varying uncertain
parameters. For instance, robot manipuiators may carry arge objects with unknown
inertial parameters. Power systems may be subjected io large variations in loading
conditions. Fire-fighting airerafl may experience considerable mass changes as they
load and unload large quantities of water. Adaptive control is a approach to the
control of such systems. The basic idea in adaptive control is to estirnate the uncertain
plant parameters (or, equivalently, the comresponding controller parameters) on-line
based on the measured system signals, and use the estimated parameters in the conirol
input computation. An adaptive control system can thus be regarded as a control
system with on-line parameier estimation. Since adaptive control systems, whether
developed for linear plants or for nonlinear plants, are inherenily nonlinear, their
analysis and design is intimately connected with the materials presented in this book,
and in particular with Lyapunov theory.

Research in adaptive control started in the early 1950°s in connection with the
design of autopilots for high-performance aircraft, which operate at a wide range of
speeds and aliitudes and thus experience large parameter variations. Adaptive control
was proposed as a way of automatically adjusting the controller parameters in the face
of changing aircraft dynamics. But interest in the subject soon diminished due to the
lack of insights and the crash of a test flight. It is vonly in the last decade that a
colerent theory of adaptive control has been developed, using various toels from
nonlinear control theory. These theoretical advances, together with the availability of
cheap computation, have lead to many practical applications, in areas such as robotic

311
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manipulation, aircraft and rocket control, chemical processes, power systems, ship
steering, and bioengineering.

The objective of this chapter is to describe the main fechniques and resuits in
adaptive control. We shall start with intvitive concepts, and then study more
systematically adaptive controller design and analysis for linear and nonlinear
systems. The study in this chapter is mainly concemed with singie-input systems,
Adaptive control designs for some complex multi-input physical systems are discussed

in chapter 9.

8.1 Basic Concepts in Adaptive Control

In this section, we address a few basic questions, namely, why we need adaptive
control, what the basic structures of adaptive control systeins are, and how to go about

designing adaptive conirol systems.

8.1.1 Why Adaptive Control ?

In some control tasks, suchk as those in robot manipulation, the systems to be
controlled have parameter uncertainty at the beginning of the control eperation. Unless
such parameter uncestainty is gradually reduced on-line by an adaptation or estimation
mechanism, it may cause inaccuracy or instability for the control systems. In many
other tasks, such as those in power systems, the system dynamics may have weli
known dynamics at the beginning, but experience unpredictable parameter variations
as the control operation goes on. Without continuous "redesign” of the controller, the
initially appropriate controller design may not be able to control the changing plant
well. Generally, the basic objective of adaptive control is to maintain consistent
performance of a system in the presence of uncertainty or unknown variation in plant
parameters. Since such parameter uncertainty or variation occurs in many practical
problems, adaptive control is usefui in many industrial contexts. These inctude:

» Robot manipulation: Robots have to manipulate loads of various sizes, weights,
and mass distributions (Figure 8.1). It is very restrictive to assume that the inertial
parameters of the loads are well known before a robot picks them up and moves
them away. If controllers with constant gains are used and the load parameters are
not accurately known, robot motion can be either inaccurate or unstable. Adaptive
control, on the other hand, allows robots to move Ioads of unknown parameters

with high speed and high accuracy.

T g NI B
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+ Ship steering: On long courses, ships are usually put under automatic steering.
However, the dynamic characteristics of a ship strongly depend on many uncertain
parameters, such as water depth, ship loading, and wind and wave condiiions
(Figure 8.2). Adaptive control can be used to achieve good conirel performance
under varying operating conditions, as well as to avoid energy loss due to excessive
rudder motion.

* Aircraft control: The dynamic behavior of an aircraft depends on its altitude,
speed, and configuration. The ratio of variations of some parameters can flie
between 10 to 50 in a given flight. As mentioned earlier, adaptive control was
originaily developed to achieve consistent aircraft performance over a large flight
envelope.

« Process control: Models for metallurgical and chemical processes are usually
complex and also hard to obtain. The parameters characterizing the processes vary
from batch to batch. Funthermore, the working conditions are usually time-varying
{e.g., reactor characteristics vary during the reactor’s life, the raw materials
entering the process are never exactly the same, atmospheric and climatic
conditions also tend to change). In fact, process control i5 one of the most
important and active application areas of adaptive control.

- obstacles

desired trajectory . ) \\

" unknown load

Figure 8.1 : A robot carrying a load of uncertain mass properties
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Adapiive control has also been applied to other areas, such as power systems
and biomedical engineering. Most adaptive conirol applications are aimed at handling
inevitable parameter variation or parameter uncertainty. However, in some
applications, particulariy in process control, where hundreds of control loops may be
present in a given system, adaptive control is also used to reduce the number of design
parameters to be manually tuned, thus vielding an increase in engineering efficiency
and practicality,

Figure 8.2 : A freight ship under various loadings and sea conditions

To gain insights about the behavior of the adaptive control systems ard also to
avoid mathematical difficulties, we shall assume the unknown plant parameters are
constant in analyzing the adaptive control designs. In practice, the adaptive control
systems are often used to handle time-varying unknown parameters. In order for the
analysis results to be applicable (o these practical cases, the time-varying plant
parameters must vary considerably slower than the parameter adaptation, Fortunately,
this is often satisfied in practice. Note that fast parameter variations may also indicate
that the modeling is inadequate and that the dynamics causing the parameter changes
should be additionally modeled.

Finalty, let us note that robtst control can also be used to deal with parameter
uncertainty, as seen in chapter 7. Thus, one may naiurally wonder about the
differences and relations between the robust approach and the adaptive approach. In
principle, adaptive control is superior to robust control in dealing with uncertainties in
constant or slowly-varying parameters. The basic reason lies in the leaming behavior
of adaptive control systems: an adaptive controller improves its performance as
adaptation goes on, while a robust controller simply attempts to keep consistent
performance. Another reason is that an adaptive controlier requires little or no a
priori information about the unknown parameters, while a robust controller usually
requires reasonable @ priori estimates of the parameter bounds. Conversely, robust
control has some desirable featwres which adaptive control does not have, such as its
ability to deal with disturbances, quickly varying parameters, and unmodeled

A
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dynamics. Such features actually may be combined with adaptive control, leading to
robust adaptive controllers in which wncertainties on constant or slowly-varying
parameters is reduced by parameter adaptation and other sources of uncertainty are
handled by robustification techniques. It is also important to point out that existing
adaptive techniques for nonlinear systems generally require a linear parametrization
of the plant dynamics, i.e., that parametric uncertainty be expressed linearly in terms
of a set of unknown parameters. In some cases, full linear parametrization and thus
adaptive control cannot be achieved, but robust control (or adaptive control with
robustifying terms) may be possible.

8.1.2 What Is Adaptive Control ?

An adaptive controller differs from an ordinary controller in that the controller
parameters are variable, and there is a mechanism for adjusting these parameters on-
line based on signals in the system. There are two main approaches for constructing
adaptive controllers. One is the so-called model-reference adaptive control method,
and the other is the so-called self-tuning method.

MODEL-REFERENCE ADAPTIVE CONTROL (MRAC)

Generally, a model-reference adaptive control system can be schematically
represented by Figure 8.3. It is composed of four parts: a plans containing unknown
parameters, a reference model for compactly specifying the desired output of the
control system, a feedback comtro! law containing adjustable parameters, and an
adaptation mechanism for updating the adjustable parameters.

J’
] reference m
model
F / u y - e
controller plant ~(_)

adaptation law

4 -— estimated parameters

Figure 8.3 : A model-reference adaptive control system
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The plant is assumed to have a known structure, although the parameters are
unknown. For linear plants, this means that the number of poles and the number of
zeros are assumed to be known, but that the locations of these poles and zeros are not,
For nonlinear plants, this implies that the structure of the dynamic equations is known,

but that some parameters are not.

A reference model is used to specify the ideal response of the adaptive control
system (0 the external command. Intuitively, it provides the ideal plant response
which the adaptation mechanism should seek in adjusting the parameters. The choice
of the reference model is part of the adaptive control system design. This choice has to
satisfy two requirements. On the one hand, it should reflect the performance
specification in the control tasks, such as rise time, settling time, overshoot or
frequency domain characteristics. On the other hand, this ideal behavior should be
achievable for the adaptive control system, {.e., there are some inherent constrainis on
the structure of the reference model (e.g., its order and relative degree)} given the
assurned structure of the plant medel.

The controller is usually parameterized by a number of adjustable parameters
(implying that one may obtain a family of controllers by assigning various values to
the adjustable parameters). The controller should have perfect tracking capacity in
order to allow the possibility of tracking convergence. That is, when the plant
parameters are exactly known, the corresponding controller parameters should make
the plant output identical to that of the reference model. When the plant parameters
are not known, the adaptation mechanism will adjust the controller parameters so that
perfect tracking is asymptotically achieved. If the control law is linear in terms of the
adjustable parameters, it is said to be linearly paramererized. Existing adaptive
control designs normally require linear parametrization of the cortroller in order to
obtain adaptation mechanisms with guaranteed stability and tracking convergence.

The adaptation mechanism is used o adjust the parameters in the control law.
In MRAC systems, the adaptation law searches for parameters such that the response
of the plant under adaptive control becomes the same as that of the reference model,
ie., the objective of the adaptation is to make the tracking error converge to zero.
Clearly, the main difference from conventional control lies in the existence of this
mechanism. The main issue in adaptation design is to synthesize an adaptation
mechanism which will guarantee that the control system remains stable and the
tracking error converges to zero as the parameters are varied. Many formalisms in
nonlinear control can be used to this end, such as Lyapunov theory, hyperstability
theory, and passivity theory. Although the application of one formalism may be more
convenient than that of another, the results are often equivalent. In this chapter, we

shall mostly wse Lyapunov theory.
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As an illustration of MRAC control, let us describe a simple adaptive control
system for an unknown mass,

Example 8.1; MRAC control of an unknown mass

Consider the control of 2 mass on a frictionless surface by a motor force i, with the plant

dynamics being

mYX=u (8.1

Assurne that a huran operator provides the positioning command r{t) 1o the contrel system
(possibly through a joystick). A reasonable way of specifying the ideal response of the controlled

mass to the external command r(?) is o use the following reference model
Ko+ Ay Ky + Ry, = Agr(l) (8.2)

1

with the positive constanis & and ., chosen 10 reflect the performance specifications, and the
reference model output x,, being the ideal output of the control system {i.e., ideally, the mass
should go to the specified position r{r) like a well-damped mass-spring-damper system).

If the mass # is known exactly, we can use the following control law to achieve perfect
tracking

w=m(¥, — 2% -A2%)

with X = x(¢) — x,, (1) representing the tracking error and X a strictly positive number. This control
law leads to the exponentiaily convergent tracking error dynamics

F+20%+22%=0
Now let us assume that the mass is #or known exacily. We may use the following control law
w= (s, - 20% - A2%) (8.3)

which contains the adjustable parameter #.  Substitution of this conirol law into the plant

dynamics leads to the closed-toop error dynamics

mi+ Ams=my (8.4)
where 5, a combined tracking error measure, is defined by

=X +AF (8.9)
the signal quantity v by

v= X, —2hF-A2F

and the parameter estimation error # by
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Fi=m-m
Equation (8.4) indicates that the combined tracking error s is related to the parameter error
through a stable filter refation. One way of adjusting parameter i {for reasons ta be seen later) is
0 use the following update law

f=- Tvs {8.6)

where ¥ is a positive constant called the adaptation gain, One easily sees the nonlinear nature of
. . AL . .

the adaptive control system, by noting that the parameter m is adjusted based on system signals,

and thus the controtler (8.3) is nonlinear.

Pt

The stability and convergence of this adaptive control system can be amalyzed using
Lyapunov theory. For the closed-loop dynamics {8.4) and (8.6), with 5 and # as states, we can
consider the following Lyapunov function candidate,

V:%[m52+%r?12] 8.7

Its derivative can be easily shown to be

¥=—dms2 (8.8)

Using Barbalat's lemma in chapter 4, one can ¢asily show that 5 converges to zerce. Due 1o the
relation (8.5, the convergence of s to zero implies that of the position tracking error X and the
velocily tracking ervor .

For illustration, simulations of this simple adaptive control system are provided in Figures
8.4 and 8.5. The true mass is assumed to be m=2. The initial value of # is chosen to be zero,
indicating no a préioré parameter knowledge. The adaptation gain is chosen to be y=0.5, and the
othey design parameters are taken fo be A, =10, %, =251 =6. Figure 8.4 shows the results
when the commanded position is r(f) = 0, with initial conditions being ¥(0) =%, (0) =0 and
(0} = x, {0) = 0.5, Figure 8.5 shows the results when the desired position is a sinusoidat signal,
r(6) = sin(4£} . Tt is clear thal the position tracking errors in both cases converge o zero, while the
parameter error converge to zero only for the latter case. The reason for the non-convergence of
parameter ecror in the first case can be explained by the simplicity of the tracking task: the
asymptotic tracking of x,, (1) can be achiecved by many possible values of the estimated parameter
i, besides the Lrue parametes, Therefore, the parameter adaptation [aw does not bother to find out
the true parameter, On the other hand, the convergence of the parameter error in Figure 8.5 is
because of the complexity of the tracking task, f.e., tracking error convergence can be achieved
only when the true mass is used in the control law. One may examine Equation (8.4) to see the
mathematical evidence for these statememts (also see Exercise 8.1). It is also helpful for the
readers to sketch she specific structure of this adaptive mass control system. A more dezailed
discussion of parameter convergence is provided in section 8.2, 0
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SELF-TUNING CONTROLLERS (§TC)

In non-adaptive control design (¢.g., pole placement), one computes the parameters of
the controllers from those of the plant. If the plant parameters are not known, it is
intuitively reasonable to replace them by their estimated values, as provided by a
parameter estimator. A controller thus obtained by coupling a controller with an on-
line (recursive} parameter estimator is called a self-tuning controlier. Figure 8.6
illustrates the schematic structure of such an adaptive controller. Thus, a self-tuning
controlter is a controller which performs simultaneous identification of the unknown

plant.

The operation of a self-tuning controller is as follows: at each time instant, the
4 . A, -
estimator sends to the controller a set of estimated plant parameters (a in Figure 8.6),
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which is computed based on the past plant input & and output y; the computer finds the
corresponding controller parameters, and then comiputes a control input i based on the
contreller parameters and measured signals; this control input & causes a new plamt
output to be generated, and the whole cycle of parameter and input updates is
repeated. Note that the controller parameters are computed from the estimates of the
plant parameters as if they were the true plant parameters. This idea is often called the

cerfainty equivalence principie,

/

r H ¥
~] controller plant -

=

estimator

4 --- estimated parameters

Figure 8.6 : A self-tuaing controller

Parameter estimation can be understood simply as the process of finding a set of
parameters that fits the available input-output data from a plant. This is different from
parameter adaptation in MRAC systems, where the parameters are adjusted so that the
tracking errors converge to zero, For linear plants, many techniques are available to
estimate the unknown parameters of the plant. The most popular one is the least-
squares method and its extensions. There are also many control techniques for linear
piants, such as pole-placement, PID, LQR (linear quadratic control), minimum
variance control, or A designs. By coupling different control and estimation
schemes, one can obtain a variety of self-tuning regulators. The self-tuning method
can also be applied to some nonlinear systems without any conceptual difference,

In the basic approach to self-tuning control, one estimates the plant parameters
and then computes the controlier parameters. Such a scheme is often called indirect
adaptive_controf, because of the need to translate the estimated parameters info
controller parameters, [t is possible to eliminate this part of the computation. To do
this, one notes that the control law parameters and piant parameters are refated to each
other for a specific control method. This implies that we may reparameterize the plant
model using controller parameters {(which are also unknown, of course}, and then use
standard estimation techniques on such a model. Since no translation is needed in this
scheme, it is called a direct adaptive controf scheme. In MRAC systems, one can

O S g,
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similarly consider direct and indirect ways of updating the controller parameters.
Example 8.2 : Seif-tuning control of the unknown mass

Consider the self-tuning control of the mass of Example 8.1. Let us still use the pole-placement
(placing the poles of the tracking error dynamics} control law (8.3) for generating the control
input, but let us now generate the estimated mass parameter using an estimation law.

Assume, for simplicity, that the acceleration can be measured by an accelerometer. Since the
only unknown variable in Equation {8.1) is s, the simplest way of estimating it is to simply
divide the control input w(#) by the acceleration X, i.e.,

A

hn =40 (3.9
¥

However, this is not a good method because there may be considerable noise in the measurement

¥, and, furthermore, the acceleration may be close to zero. A better approach is to estimate the

parameter using a least-squares approach, i.e., choosing the estimate in such a way that the total
prediction error

J=J“ez(r)dr (8.10)
a

is minimal, with the prediction error ¢ defined as
e(d) = MO ¥ — u(h)

The prediction error is simply the error in fitting the knewn input # using the estimated parameter
m. This total error minimization can potentiaily average out the effects of measurement noise.
The resulting estimate is

I
I widr _
=2 (8.1

'
j widr
el

with w=¥. If, actually, the unknown parameter m is slowly time-varying, the above estimate has
10 be recalculated at every new time instant. To increase computational efficiency, it is desirable
to adopt a recursive formulatton instead of repeatedly using (8.11}). To do this, we define

PU) = — I (3.12)
I widr
o

The function P(¢} is called the estimation gain, and its update can be directly obtained by using
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dep 22
3 (P-l]=w {8.13%

Then, differentiation of Equation (8.11) (which can be written P~ 1 M= J' witdr } leads 10
. [}

== P(Hwe (8.14)

In implementation, the parameter estimate # is obtained by numerically integrating equations
{8.13) and (8.14), instead of using (2.11). Note that a number of other estimation methods can be
used to provide the estimase of the rmass. Such methods and their properties are discussed in more
detail in section 8.7, together with a technigue for avoiding the use of acceleration measvrement
3, using instead velocity or position measurements, a

It is seen fiom this example that, in self-uning control, estimator design and
controller design are separated. The estimation law (using y and &) is independent of
the choice of the control law, unlike in MRAC design where the parameter adaptation
law is affected by the choice of the control law (it is also interesting to note that, in
self-tuning control, saturation of the control input has no direct consequence on the
convergence of parameter estimation). While this implies flexibility in design and
simplicity in concept, the analysis of the convergence and stability of the self-tuning
control system is usually more complicated.

RELATIONS BETWEEN MRAC AND ST METHODS

As described above, MRAC control and ST control arise from different perspectives,
with the parameters in MRAC systems being updated s0 as o minimize the tracking
errors between the plant output and reference model output, and the parameters in ST
systems being updated so as to minimize the data-fitting error in input-output
measurentents.  However, there are strong relations between the two design
methodologies. Comparing Figures 8.3 and 8.6, we note that the two kinds of systems
both hiave an inner foop for conirol and an outer [oop for parameter estimation. From
a theoretical point of view, it can actually be shown that MRAC and ST controllers
can be put under a unified framework.

The two methods can be quite different in terms of analysis and
implementation. Compared with MRAC controllers, 8T controllers are more flexible
because of the possibility of coupling various controllers with various estimators {i.e.,
the separation of control and estimation). However, the stability and convergence of
self-tuning controllers are generally quite difficult to guaraniee, often requiring the
signals in the system to be sufficiently rich so that the estimated parameters converge
to the true parameters. If the signals are not very rich (for example, if the reference
signal is zero or a constant), the estimated parameters may not be close to the true
pamareters, and the stability and convergence of the resulting control system may not
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be guaranteed. In this sitvation, one raust either introduce perturbation signals in the
input, or somehow modify the control law. In MRAC systems, however, the stability
and tracking error convergence are usually guaranteed regardless of the richness of the
signals.

Historically, the MRAC method was developed from optimal control of
deterministic servomechanisms, while the ST method evolved from the study of
stochastic regulation problems. MRAC systems have usually been considered in
continuous-time forrn, and ST regulators in discrete time-form. In recent years,
discrete-time version of MRAC controliers and continuous versions of ST controllers
have also been developed. In this chapter, we shall mostly focus on MRAC systems in
continuous form. Methods for generating estimated parameters for self-tuning control
are discussed in section 8.7,

8.1.3 How To Design Adaptive Controllers ?

In conventional (non-adaptive} control design, a controller structure (e.g., pole
placement) is chosen first, and the parameters of the controller are then computed
based on the known parameters of the plant. In adaptive control, the major difference
is that the plant parameters are unknown, so that the controller parameters have to be
provided by an adaptation law. As a result, the adaptive control design is more
involved, with the additional needs of choosing an adaptation law and proving the
stability of the system with adaptation.

The design of an adaptive controller usually involves the following three steps:
» choose a control law containing variable parameters
+ choose an adaptation law for adjusting those parameters
» analyze the convergence properties of the resulting control system
These steps are clearly seen in Exampie 8.1.

When one uses the self-tuning approach tor linear systems, the first two steps
are quite straightforward, with inventories of control and adaptation {estimation) laws
available. The difficulty lies in the analysis. When one uses MRAC design, the
adaptive controller is usually found by trial and error. Sometimes, the three steps are
coordinated by the use of an appropriate Lyapunov function, or using some symbolic
construction tools such as the passivity formalism. For instance, in designing the
adaptive control system of Example 8.1, we acwally start from guessing the Lyapunov
function V' (as a representation of total error) in (8.7) and choose the control and
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adaptation laws so that V decreases. Generally, the choices of control and adaptation
laws in MRAC can be quite complicated, while the analysis of the convergence

properties are relatively simple,

Before moving on to the application of the above procedure to adaptive control
design for specific systems, let us derive a basic lemma which will be very vseful in
guiding our choice of adaptation laws for MRAC systems.

Lemma 8.1: Consider two signals e and § related by the following dynamic equation

e(r) = Hpy e o7 () v(n)] ®.15)

where e(t) is a scalar output signal, H(p) is a strictly positive real transfer function, k
is an unknown constant with known sign, §(&) is a mx1 vector function of time, and
V(1) is a measurable nix1 vector. If the vecior & varies according to

&) = — sgn(k) ye v(1) (8.16)

with ¥ being a positive constant, then e(t) and §{t) are globatly bounded. Furthermore,
if v is bounded, then

ety -0 as f—oc0

Note that while (8.15) invelves a mixture of time-domain and frequency-domain
notations (with p being the Laplace variable), its meaning is clear: e(f) is the response
of the linear system of SPR transfer function H(p) to the input [kq:T{f}v(:}} (with
arbitrary initial conditions). Such hybrid notation is common in the adaptive control
literature, and later on it will save us the definition of intermediate variables.

In words, the above lemma means that if the input signal depends on the output
in the form (8.16), then the whole system is globally stable (i.e., all its states are
bounded). Note that this is a feedback system, shown in Figure 8.7, where the plant
dynamics, being SPR, have the unique properties discussed in section 4.6.1.

Proof: Let the state-space representation of (8.15) be

%=Ax+b{&4Tv] (8.17a)

e=clx (8.17b)

Since H{p) is SPR, it follows from the Kalman-Yakubovich lemma in chapter 4 that given a
symmetric positive definite matrix @, there exists another symmetric positive definite matrix P

such that

ATP+PA=-Q

A

"
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v(t) SPR
=]

H(p)

C7

- sgnlk) ¥ vty
Figure 8.7 : A systern containing a SPR transfer function

Pb=c¢

Let V be 2 positive definite function of the form

Vix, ¢} =x"Px +U;J¢T¢ (8.18)

Its time derivative along the trajectories of the system defined by (8.17) and (8.16) is
V= xT(PA+ATP)x + 2xTPb (k¢7v) - 24T (kev)
= -xTQx<0 (8.19)

Therefore, the system defined by (8.15) and (8.16) is globally stable. The equations ¢8.18) and
(8.19) also tmply that e and $ are globally bounded,

If the signal v(s) is bounded, % is also bounded, as seen from (8.17a). This implies the

uniform continuity of 1 , since its derivative
V=-2xQk

is then bounded. Application of Barbalat’s lemma of chapter 4 then indicates the asymplotic
convergence of e(f) to zero. D

It is useful to point cut that the system defined by (8.15) and (8.16) not only
guarantees the boundedness of ¢ and ¢, but also that of the whole state x, as seen from
(8.18). Note that the state-space realization in (8.17) can be non-minimal (implying
the possibility of unobservable or uncontrollable modes) provided that the
unobservable and uncontrollable modes be stable, according to the Meyer-Kalman-
Yakubovich lemma. Intuitively, this is reasonable because stable hidden modes are
not affected by the choice of ¢.

In our later MRAC designs, the tracking error between the plant gutput and
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reference model output will often be related to the parameter estimation errors by an
equation of the form (8.15). Equation (8.16} thus provides a technique for adjusting
the controller parameters while guaranieeing system stability. Clearly, the tracking-
error dynamics in (8.4) satisfy the conditions of Lemma 8.1 and the adaptation law is
in the form of (8.16).

8.2 Adaptive Control of First-Order Systems

Let us now discuss the adaptive contro! of first-order plants wsing the MRAC method,
as an illustration of how to design and analyze an adaptive control system. The
development can also have practical value in itself, because a number of simple
systems of engineering interest may be represented by a first-order model. For
example, the braking of an automobile, the discharge of an electronic flash, or the
flow of fluid from a tank may be approximately represented by a firsi-order
differential equation

y=-ayy+byu @20y
where y is the plant output, « is its input, and a,, and b, are constant plant parameters. :
PROBLEM SPECIFICATION

In the adaptive control problem, the plant parameters a, and b, are assumed to be
unknown. Let the desired performance of the adaptive control system be specified by
a first-order reference model

Fin == @ ¥p t bt {8.21)

where a,, and &, are constant parameters, and r{r} is a bounded external reference
signal. The parameter a,, is required to be strictly positive so that the reference model
is stable, and b,,, is chosen strictly positive without loss of generality. The reference
model can be represented by its transfer function M

Y =Mr
where
M = b
prag

with p being the Laplace variable. Note that M is a SPR function.

The objective of the adaptive conirol design is to formulate a control law, and

i
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an adapiation law, such that the resuvlting model following eror y(r) -y,
asymptotically converges te zero. In order to accomplish this, we have to assume the
sign of the parameter & to be known. This is a quite mild condition, which is often
satisfied in practice. For example, for the braking of a car, this assumption amounts to
the simple physical knowledge that braking stows down the car,

CHOICE OF CONTROL LAW
As the first step in the adaptive controller design, let us choose the control law to be
u= &,(Or+any (8.22)

where 3,, and 3}, are variable feedback gains. With this control law, the closed-loop
dynamics are

5= (a,—ayby)y + &, b, r(t) (8.23)

The reason for the choice of control law in (8.22) is clear: it allows the
possibility of perfect model matching. Indeed, if the plant parameters were known, the
following values of control parameters

* bﬁl &

a == af =T (8.24)

bP P

would lead to the closed-loop dynamics

}.’=_am}’+bmr

which is identical to the reference model dynamics, and yields zero tracking error. In
this case, the first term in (8.22) would result in the rght d.c. gain, while the second
term in the controt law {8.22) would achieve the dual objectives of canceling the term
(- a,y) in (8.20} and imposing the desired pole —a,,y.

In our adaptive control problem, since a, and bp are unknown, the control input
will achieve these objectives adaptively, i.e., the adaptation law will continuously
search for the right gains, based on the tracking error y — v, , 50 as to make y tend to
¥,, asymptotically. The structure of the adaptive controlier is illustrated in Figure 8.8.

CHOICE OF ADAPTATION LAW

. A A
Let us now choose the adaptation law for the parameters a,. and ay. Let

E=Y " Viy

be the tracking error. The parameter errors are defined as the difference between the
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Figure 8.8 : A MRAC system for the first-order plant

controller parameter provided by the adaptation law and the ideal parameters, i.e.,

a a,-at
ao=1"1={n . (8.25)
a, a,—a,
The dynamics of tracking error can be found by subtracting (8.23) from (8.21),
e==an(y =y +(ay - ap+ bpfz\y)y + (bpﬁr -b,)r
=-a,e+ bp(E,.r-!- Eyy) (8.26)
This can be conveniently vepresented as
by . . Uy
¢ = (a,r+ ayy} = -—;M(arr+ayy) (8.2

p + am ar
with p denoting the Laplace operator.

Relation (8.27) between the parameter errors and tracking error is in the familiar
form given by (8.15). Thus, Lemma 8.1 suggests the following adaptation Jaw

3,. =-sgnb,)yer (8.28a)
a,=~sgnib,)yey (3.28b)

with 7y being a positive constant representing the adaptation gain. From (8.28), it is
seen that sgn(bp) determines the direction of the search for the proper controlier
parameters.
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TRACKING CONVERGENCE ANALYSIS

With the control law and adaptation law chosen above, we can now analyze the
system’s stability and convergence behavior using Lyapunov theory, or equivalently
Lemma 8.1. Specifically, the Lyapunov function candidate

I [,
Vie, ) =7 e+ 5 bol(@,2 + @, (8.29)

can be easily shown to have the following derivative along system trajectories
7 — 2
V=—ape

Thus, the adaptive control system is giobally stable, i.e., the signals ¢, &, and 5J, are
bounded. Furthermore, the global asymptotic convergence of the tracking error e{r) is
guaranteed by Barbalat’s lemma, because the boundedness of e, 4, and 4, implies the
boundedness of ¢ (according to (8.26)) and therefore the uniform continuity of V.

It is interesting to wonder why the adaptation law (8.28) leads to tracking error
convergence. To understand this, let us see intuitively how the control parameters
should be changed. Consider, without loss of generality, the case of a positive
sgn(bp)‘ Assume that at a particular instant ¢ the tracking ermor ¢ is negative,
indicating that the plant cutput is too small. From (8.20), the centrol input # should be
increased in order te increase the plant output. From (8.22), an increase of the control
input x« can be achieved by increasing 3,, (assuming that r{(r) is positive). Thus, the
adaptation law, with the variation rate of 3, depending on the product of sgn{b), r and
¢, is intuitively reasonable. A similar reasoning can be made about 3y .

The behavior of the adaptive controller is demonstrated in the following
simuiation example,

Example 8.3: A first-order plant
Consider the control of the unstable plant
P=y+3u

using the previously designed adaptive controller. The plant parameters o p=—l.b,=3 are
assumed 10 be unknown fo the adaptive controller. The reference model is chosen to be

Xy ==dxy,+4r

ie, a,=4,b,=4. The adaptation gain y is chosen to be equal to 2. The initial values of both
parameters of the controller are chosen to be 0, indicating no a priori knowledge. The initial
conditiens of the plant and the medel are both zero.
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Two different reference signals are used in the simulation:

Chap. 8

» r(¢) = 4. Tt is seen from Figure 8.9 that the tracking error converges to zero but the
parameter ertor does not.

* rity=4sin(30). It is seen from Figure 28.10 that both the wacking error and

parameter ermor Converge 1o zero.
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Figure 8.9 : Tracking performance and parameter estimation, H{1) = 4
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Figure 8.10 : Tracking performance and parameter estimation, r{f) = 4sin{3 1)

Note that, in the above adaptive control design, although the stability and
convergence of the adaptive controller is guaranteed for any positive v, g, and b, , the
performance of the adaptive controller wiil depend criticatly on y. If a small gain is
chosen, the adaptation will be slow and the transient tracking error will be [arge.
Conversely, the magnitude of the gain and, accordingly, the performance of the
adaptive control system, are limited by the excitation of unmodeled dynamics, because
too large an adaptation gain will lead to very oscillatory parameters.
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PARAMETER CONVERGENCE ANALYSIS

In order to gain insights about the behavior of adaptive control system, let us
understand the convergence of estimated parzmeters. From the simulation results of
Exarmple 8.3, one notes that the estimated parameters converge to the exact parameter
values for one reference signal but not for the ather. This prompis us to speculale a
relation between the features of the reference signals and parameter convergence, i.e.,
the estimated parameters will not converge 1o the ideal contreller parameters unless
the reference signal r{f} satisfies certain conditions.

Indeed, such a relation between the features of reference signal and
convergence of estimated parameters can be intuitively wnderstood. In MRAC
systems, the objective of the adaptation mechanism is to find out the parameters which
drive the tracking error y -y, to zero. If the reference signal r(7) is very simple, such
as a zero or a constant, it is possible for many vectors of controller parametets, besides
the ideal parameter vector, to lead to tracking error convergence, Then, the adaptation
law will not bother to find out the ideal parameters. Let £ denote the set composed of
all the parameter vectors which can guaraniee tracking error convergence for a
particular reference signal history r{7). Then, depending on the initia! conditions, the
veclor of estimated parameters may converge to any point in the set or wonder around
in the set instead of converging to the true parameters. However, if the reference
signal r(s) is so complex that only the true parameter vector a“= [a,,* .cr;"]jr can lead
to wracking error convergence, then we shall have parameier convergence.

Let us now find out the exact condirtons for parameter convergence. We shall
use simplified arguments to avoid tedious details. Note that the ourput of the stable
filter in (8.27) converges to zero and that its input is easily shown to be uniformly

continuous. Thus, &,r +4dy ¥ TOUSEL COnverge 1o zero. From the adaptation law (8.28)
and the (racking ervor convergence, the rate of the parameter estimates converges 10
zero. Thus, when time ¢ is {arge, 3 is almost constant, and

Hna, + yoa,=0
ie.,

viina=0 (8.30)
with

valr 37T a=la, a)’

Here we have one equation {with time-varying coeflicients) and two vasiables. The
issue of parameter convergence is reduced to the question of what conditions the
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vector {r(£) ()] should satisfy in order for the equation to have a unique zero
solution.
If r(¢) is a constant r , then for large 7,
o=y, =0r,
with ¢ being the d.c. gain of the reference model. Thus,
{ryl=1l alr,
Equation (8.30) becomes
4, +od,=0
Clearly, this implies that the estimated parameters, instead of converging to zero,
converge to a straight line in parameter space. For Example 8.3, with ¢t = 1, the above

equatien implies that the steady state errors of the two parameters should be of equal
magnitudes but opposite signs. This is obviouwsly confirmed in Figure 8.9.

However, when r(¢) is such that the corresponding signal vector v(1) satisfies the
so called “persistent excitation” condition, we can show shat (8.28) will guarantee
parameter convergence, By persistent excitation of v, we mean that there exist strictly
positive constants 0, and T such that for any 7 > 0,

(8.31)

1+T

[ evTdrzoql
!

To show parameter convergence, we note that multiplying (8.30) by v(s) and

integrating the equation for a period of time T, leads to

t+T
I vwwlidri=0
i
Condition (8.31) implies that the only solution of this equation is @ = 0, i.e., parameter
error being zero. Intuitively, the persistent excitation of v(¢) implies that the vectors
v(f) corresponding o different times ¢ cannot always be linearly dependent.

P ;
4
£
i
-
i

The only remaining question is the relation between r(f) and the persistent
excitation of v{r). One can easily show that, in the case of the first order plant, the
persistent excitation of v can be guaranteed, if r(r} contains at least one sinusoidal

component.
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EXTENSION TO NONLINEAR PLANTS

The same method of adaptive control design can be used for the nonlinear first-order
plant described by the differential equation

y=- Y~ cpf(y} + bpu (8.32)

where £ is any known nonlinear function. The noulinearity in these dynamics is
characterized by its linear parametrization in terms of the unknown constant ¢. Instead
of using the control law (8.22), we now use the control law

w=a,y+afO) +a,r (8.33)

where the second term is introduced with the intention of adaptively canceling the
nonlinear term.

Substituting this controf law into the dynamics (8.32) and subtracting the
resulting equation by (8.21), we obtain the error dynamics

= -kl—*M( 3,y + 3 f0) +G,r)

.
where the parameter error Ef is defined as
A < P

=T
bP
By choosing the adaptation law

ay = - sgn(bp) Yey (8.34a)
ar = ~sgalb,) yef (8.34b)
a, = —sgn(b) yer (8.34¢)

one can similarly show that the tracking error ¢ converges to zero, and the parameter
error remains beunded.

As for parameter convergence, similar arguments as before can reveal the
convergence behavior of the estimated parameters. For constant reference input
r=r,, the estimated parameters converge to the line (with ¢ still being the d.c. gain of
the reference model)

rol,+a,(0r,) +deflary) =0

which is a straight line in the three-dimensional parameter space. In order for the
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parameters to converge to the ideal values, the signal vector v ={r{f} (¥} f(v}]T
shouid be persistently exciting, f.e.. there exists positive constants ¢y and 7 such that
for any time 2 0,

+T
[ vvldrzoyl
i

Generally speaking, for linear systems, the convergent estimation of m
parameters require at least m/2 sinusoids in the reference signal r(t), as will be
discussed in more detail in sections 8.3 and 8.4. However, for this nonlinear case,
such simpie refation may not be vaiid. Usually, the qualitative relation between r(f)
and v{¢) is dependent on the particular nonlinear functions f(}. It is unclear how many
sinusoids in (¢} are necessary to guaraniee the persistent excitation of v(t).

The following example illustrates the behavior of the adaptive system for a
nonlinear plant.

Example 8.4: simulation of a first-order nonlinear plant
Assume that a nonlinear plant is described by the equation
b= pryt v bu (8.3%

This differs from the unstable plant in Example 8.3 in that a quadratic term is introduced in the
plant dynarnics.

Let us use the same reference model, initial parameters, and design parameters as in Exarnple
8.3, For the reference signal #{r) =4, the results are shown in Figure 8.11. It is seen that the
tracking errar converges (o zero, but the parameter errors are only bounded. For the reference
signat +(r) = 4sin{3 1), the results are shown in Figure 8.12. It is noted that the tracking error and
the parameter errors for the three parameters all converge 10 zero. (8

In this example, it is interesting to note two poinis, The first point is that a
single sinusoidal component in (/) allows three parameters to be estimated. The
second point is that the various signals (including a and y) in this system are much
more escillatory than those in Example 8.3, Let us understand why. The basic reason
is provided by the observation that nonlinearity usually generates more frequencies,
and thus v{t) may contain more sinusoids than +(r). Specifically, in the above example,
with r(1) = 4sin(3 ), the signal vector ¥ converges to

v =[r(6) 3. (0 fi (]

where y,.(2) is the steady-state response and f_(f) the corresponding function value,
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Figure 8.11 : Adaptive control of a first-order noniinear system, Hr) =4
upper left: tracking performance
upper right: parameter 3,, ; lower left: parameter & :lower right: parameter 3f

Yel} =y, (1) =4Asin(3¢ + )

fis(0 = y5 2 = 16A25in2(3 1 + §) = 8 A2(1 - cos(6¢ +2¢))

where A and ¢ are the magnitude and phase shift of the reference model at w =3,
Thus, the signal vector v(t) contains fwo sinusoids, with f(y) containing a sinusoid at
twice the original frequency. Intuitively, this component at double frequency is the
reason for the convergent estimation of the three parameters and the more oscillatory

behavior

of the estimated parameters.

8.3 Adaptive Control of Linear Systems With Full State
Feedback

Let us now move on to adaptive control design for more general systems.

I this

section, we shall study the adaptive control of linear systems when the full state is

measurable,

We consider the adaptive control of a-order linear systems in
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Figure 8.12 ; Adaptive conirol of a first-order nonlinear system, r(f) = 4sin{3 1)
upper left: tracking performance .
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companion form:
a, W+ a, ¥V va,y=u (8.36)

where the state components y, ¥, ..., y" "1} are measurable. We assume that the
coefficient vectora=fa, .. a; a,]7 is unknown, but that the sigr of a, is assumed
to be known. An example of such systems is the dynamics of a mass-spring-damper
system

my+ey+ky=u

where we measure position and velocily (possibly with an optical encoder for position
measurement, and a tachometer for velocity measurement, or simply numerically
differentiate the position signals).

The objective of the control system is to make y closely track the response of a
stable reference model
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I+ oy YT Ay, = (D) (8.37)
with r(f) being a bounded reference signal.
CHOICE OF CONTROL LAW
Let us define a signal z(7) as follows

K=y, =B, 1D - -Be (8.38)

with By. ..., B, being positive constants chosen such that p” + B, _ 1p”‘1 +..+B,isa
stable (Hurwitz) polynomial. Adding {(—a,z2()} to both sides of (8.36) and
rearranging, we can rewrite the plant dynamics as

ay[y® -zl=u-a,2-a, 1y V- -a,y
Let us choose the control law to be

w= Gz +d, YD 4+ 8,y =) AW (8.39)
where v(7) =[z() ¥*=D .5 37 and

a0 =18, y_y o 4 8,17

denotes the estimated parameter vector. This represents a pole-placement controller
which places the poles at positions specified by the coefficients f; . The tracking error
e =y ~y, then satisfies the closed-loop dynamics

a, (et +B, 17U+ L +P el =v{DE(D (8.40
where

o M

a=&—2a
CHOICE OF ADAPTATION LAW

Let us now choose the parameter adaptation law. To do this, let us rewrite the closed-
loop error dynamics (8.40) in state space form,

%= Ax +b((l/a,) v73] (8.41a)
e=cx (8.41b)

where
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0 1 0 0 W 70, ]
0 o0 1 . o
A= + . - - a - b=
o o 0 .. 1 0.
|~B, By ~By - - ~Bu_y N

e={10.. 00]

Congider the Lyapunov function candidate
Vix, &) =xIPx +afT-13
where both I" and P are symmetric positive definite constant matrices, and P satisfies
PA+ATP=-Q Q=07>0
for a chosen Q. The derivative V can be compuied easily as
V= —xTQx +2aTvbTPx + 237115
Therefore, the adaptation law
i = -TvbTPx (8.42)
leads to
V=~xTQx

One can easily show the convergence of x using Barbalat’s lemma. Therefore, with
the adaptive controtler defined by control law (8.39) and adaptation law (8.42), ¢ and
its {#-1) derivatives converge w0 zero. The parameter convergence condition can
again be shown to be the persistent excitation of the vector v. Nole that a similar
design can be made for nonlinear systems in the controllability canonical form, as
discussed in section 8.5.




Sect, 8.4 Adaptive Control of Linear Systems With Qutput Feedback 339

8.4 Adaptive Control of Linear Systems With Output
Feedback

In this section, we consider the adaptive control of linear systems in the presence of
only oulput measurement, rather than full state feedback, Design in this case is
considerably more complicated than when the full state is available. This partly arises
from the need to introduce dynamics in the controller structure, since the output only
provides partial information about the system state. To appreciate this need, one can
simply recall that in conventional design (n0 parameter uncertainty) a controller
obtained by multiplying the state with constant gains (pole placement) can stabilize
systems where all states are measured, while additional observer structures must be
used for systems where only outputs are measured.

A linear time-invariant system can be represented by the transfer function

Z,p}

- 843
PR (P) (49

Wip)=k

where
Rp)=a,+a\p+..+ appt+pt

Zp(p)=b0+b]p+...+bm_1p’"‘l + p

where kp is called the high-frequency gain. The reason for this tesm is that the plant
frequency response at high frequency verifies

WGl =
i.e., the high frequency response is essentially determined by & ,. The relative degree r
of this system is r =n—m. In our adaptive control problem, the coefficients a;, b},-
(d=01,..8-1;§=0, 1, ..., m—1) and the high frequency gain kp are all assumed 1o
be unknown.

The desired performance is assumed to be described by a reference model with
transfer function

Zm
Winlp) = &p = (8.44)
m
where Z,, and R,, are monic Hurwitz polynamials of degrees n,, and m,, and &, is
positive, 1t is well known from linear system theory that the relative degree of the
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reference model has to be larger than or equal to that of the plant in order to allow the
possibility of perfect tracking. Therefore, in our treatment, we will assume that

Ry — My, 2 00— M,
The objective of the design is to determine a control law, and an associated
adaptation law, so that the plant output y asymptotically approaches y,. In
determining the contrel input, the output y is assumed to be measured, but no
differentiation of the output is allowed, so as to aveid the noise amplification
associated with numerical differentiation. In achieving this design, we assume the

following a priori knowledge about the plant:
« the plant order # is known
» the relative degree n — s is known
 the sign of & p is known

+ the plant is minimum-phase

Among the above assumptions, the first and the second imply that the model
structure of the plani is known. The third is required to provide the direction of
parameter adaptation, similarly to (8.28) in section 8.2. The fourth assumption is
somewhat restrictive. It is required because we want to achieve convergent tracking in
the adaptive control design. Adaptive control of non-minimum phase systems is still a
topic of active research and will not be treated in this chapter.

In section 8.4.1, we discuss output-feedback adaptive control design for linear
plants with retative degree one, i.e., planis having one more pole than zeros. Design
for these systems is relatively straightforward. In section 8.4.2, we discuss output-
feedback design for pilants with higher relative degree.  The design and
implementation of adaptive contrellers in this case is more complicated because it is

not possible to use SPR functions as reference models.

8.4.1 Linear Systems With Relative Degree One

When the relative degree is 1, i.e., m = n — 1, the reference model can be chosen to be
SPR. This choice proves critical in the development of globally convergent adaptive
controllers.

CHOICE OF CONTROL LAW

To deterrnine the appropriate control law for the adaptive controller, we must first
know what control law can achieve perfect tracking when the plant paramerers are
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perfectly known. Many controller structures can be used for this purpose. The
following one, although somewhat peculiar, is particularly convenient for later
adaptation design.

Example 8.5: A contraller for perfect tracking

Consider the plant described by

kip+h,)
y=2"77pu (B.45)
Fid +ap|p+ap2

and the reference model

kip+b,)
Vi = Ti"_._i__ (8.46)
pe+ ﬂ'mlp + ﬂm2
y (©
f2)
=W (p)
e) =
i =2
ky M u Yy "y €
W (o)
+ + P +
+ +
%
ptb,
BByl
p+ by,
Figure 8.13 : A model-reference control system for relative degree 1
Let the controtler be chosen as shown in Figure 8,13, with the control law being
+
u= oy B::bj:zy + kr (8.47)

where 2 = ufip + b}, i ¢., z is the output of a first-arder filter with input &, and ¢, , Bl .ﬂz Jfare
controller parameters. If we take these parameters to be

) =b,—b,
g —
ml 'l

BI I ——r—

k,
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Im2 ~ Tp2
B=0 2

one can straightforwardly show that the transfer function from the reference input r to the plant
output y is
k (p+b )
_ " ] -
W= 5= W, (p)
Peva, ptan,

Therefore, perfect tracking is achieved with this control law, i_e., y() = y, (), Ve 2 0.

1t is interesting 10 see why the closed-loop transfer function can become exactly the same as
that of the reference model, To do this, we note that the control input in (8.47) is composed of
three paris. The first part in effect replaces the plant zero by the reference model zero, since the
transfer function from «| to ¥ (see Figure 8.13) is

_p+bm kp(p+bp) _ kp(p+bm)
P"'bp ,'_)2-harp]Ip—l-ap2 p2+ap1p+ap2

Wul\y
The second part places the closed-loop poles at the locations of these of the reference model.
This is seen by noting that the transfer function from u 10 ¥ is (Figure 8,13)
W

Wiy = b = 5@ O
T Ty pP e (e, + Bk, @Bk,

The third part of the control law (k. /k )7 obviously replaces £, , the Tigh frequency gam of the
plant, by £,. As aresult of the above three pants, the closed-loop system has the desired transfer
function, (W}

The controtler structure shown in Figure 8.13 for second-order plants can be
extended to any plant with relative degree one. The resulting structure of the control
system is shown in Figure 8,14, where £*, 0,%,0," and 0" represents controlier
parameters which iead to perfect tracking when the plant parameters are known.

The structure of this control system can be described as follows. The block for
generating the filter signal e represents an {(n - D™ order dynamics, which can be
described by

@y =Aw, +hu

where @ is an (n— 1)x1 state vector, A is an (n—1)x{n— 1} matrix, and h is a constant
vector such that (A, h) is controllable, The poles of the matrix A are chosen to be the
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* 2
ei
6%
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Figure 8,14 : A control system with perfect tracking

same as the roots of the polynomial Z, (p), i.e.,
det(pl-Al=2Z,(p) (8.48)

The block for generating the (#—1)X1 vector o), has the same dynamics but with y as
input, i.e.,

(b2=A(I]2+hy

It is straightforward to discuss the controller parameters in Figure 8.14, The scalar
gain £" is defined to be

Ko

kP

and is intended to modulate the high-frequency gain of the control system. The vector
9]* contains (#—1) parameters which intend to cancel the zeros of the plant. The
vector 92* contains (#—1) parameters which, together with the scalar gain 90* can
move the poles of the closed-loop contro! system to the locations of the reference
model poles. Comparing Figure 8.13 and Figure 8.14 will help the reader become
familiar with this structure and the comesponding notations.

k=

As before, the control input in this system is a linear combination of the
reference signal r{(r}, the vector signal @ obtained by filtering the control input &, the
signals @, obtained by filtering the plant output y, and the output itself. The control
input u can thus be written, in terms of the adjustable parameters and the various
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signals, as

WO = £r +0 0 +8,7 0+ 0"y (8.49)
Corresponding to this control law and ary reference input r(¢), the output of the plant
is

B(p) »
o) = E‘% (1) = W, (1) (8.50)

since these parameters result in perfect tracking. At this point, one easily sees the
reason for assuming the plant to be minimum-phase: this allows the plant zeros to be
canceled by the controller poles.

In the adaptive control problem, the plant parameters are unknown, and the
ideal control parameters described above are also unknown. Instead of (8.49), the
control law is chosen to be

u= k(@r+ 0N + 000, +8,()y 8.50)

where £(1), Bi(t) ,82(1) and 8,(s) are controller parameters to be provided by the
adapiation law.

CHOICE OF ADAPTATION LAW

For notational simplicity, let © be the 2nx I vector. containing all the centroller
parameters, and o be the 271 % 1 vector containing the corresponding signals, i.e.,

O =[k0 0 0x) 8,0
o ={1N o exn ¥l
Then the control law (8.51) can be compactly written as
u = 0T(Ha( (8.52)

Denoting the ideal value of © by ©° and the error between 9(r) and 8" by
o0 = 0(1) - 0, the estimated parameters 0{t) can be represented as

8(1) = 0" + $(1)
Therefore, the control law (8.52) can also be writien as
u=0Tw+¢T(Hw

In order to choose an adaptation law so that the tracking error e converges to zero, we
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have to first find out how the tracking error is related to the parameter error. Let us use
a simple technique for this purpose.

With the control [aw given in (8.52), the control system with variable gains can
be equivalently represented as shown in Figure 8.15, with ¢7(/)o/k™ regarded as an
external signal. Since the ideal parameter vector 8° is such that the plant output irt
Figure 8.15 is given by {8.50), the output here must be

=W, (pyr+ W () {T(Ho/k] (8.53)
"t u u y
*
" k ++J " d “;,(p) [ -
+ +
][]
1122_. " g 0)2
k* 0
5
(a5
Y

Figure 8.15 : An equivalent control system for time-varying gains

Since y,(f) = W (p}r, the tracking error is seen to be related to the parameter error by
the simple equation

e(t) = W, () [T(D ()" (8.54)

Since this is the familiar equation seen in Lemma 8.1, the following adaptation law is
chosen

0 =—sgn(k,) v e(t) () (8.55)
where 7y is a positive number representing the adaptation gain and we have used the
fact that the sign of &* is the same as that of kp . due to the assumed positiveness of
k

-

Based on Lemma 8.1 and through a straightforward procedure for establishing
signal boundedness, one can show that the tracking ervor in the above adaptive control
system converges to zero asymptotically.
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8.4.2 Linear Systems With Higher Relative Degree

The design of adaptive controller for planis with relative degree larger than 1 is both
similar to, and different from, that for plants with relative degree 1. Specifically, the
choice of control law is quite simtlar but the choice of adaptation law 1s very different.
This difference comes from the fact that the reference model now cannat be SPR.

CHOICE OF CONTROL LAW

We can show that the controller part of the system in Figure 8.15 is also applicable to
plants with relative degree larger than 1, leading to exact tracking when the plant
parameters are exaclly known. Let us again start from a simple example.

Example 8.6: Consider the second order plant described by the transfer function

- -('pu

2
PEra, pydy,
and the reference model

k_r

"

ymz__i__._._.____._,
potay, ptdy,

which are similar to those in Exampie 8.5, but now contain no zeros.

Let us consider the contro! structure shown in Figure 8.16 which is a stight modification of
the controller structure in Figure 8.13. Note that b, in the filters in Figure 8.13 has been replaced
by a positive number A , . Of course, the iransfer functions W, and W, in Figure 8.16 now have
relative degree 2,

The closed-loop tfransfer function from the reference signal r 1o the plant outpui v is

P, kp

o p+a”+a]p2+aplp+aﬂ

£y . p+ir, Bp+hy kp
prhvo pri, PZ*“p:f’*"pz

kk,(p +X,)

(p+d ra)(piea,pra) +k,Bp+ By
Therefore, if the controtler parameters ¢ . B , i, . and k are chosen such that
(prh, + o) (P24 ayp+ ) +k,(Bip+B) =+ ) (7 + dy P+ ay)

and

e
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Figure 8.16 : A model-reference control system for relative degree 2

ol
1]
Mo P

then the closed loop transfer function Wy becomes identically the same as that of the reference
maodel. Cleasly, such choice of parameters exists and is unique. a

For general plants of relative degree larger than 1, the same control structure as
given in Figure 8.14 is chosen. Note that the order of the filters in the confrol law is
still (v —1). However, since the model numerator polynomial Z,(p) is of degree
smaller than (n - 1), it is no fonger possible to choose the poles of the filters in the
controller so that det[pl — A] =2, (p) as in (8.48). Instead, we now choose

Mpy=Z4m A{(p) (8.57)

where A{p}=det[pl - AT and ll(p) is a Hurwitz polynomial of degree (n — 1 — m).
With this choice, the desired zeros of the reference model can be imposed.

Let us denote the transfer function of the feedforward part (u/u;) of the
controller by A(p}/(A(p) + C(p)), and that of the feedback part by D(p)/A{p), where
the polynomial C(p) contains the parameters in the vector 8|, and the polynomial
D(p} contains 6, and the parameters in the vector €;. Then, the ctosed-loop transfer
function is easily found to be

kkpzpll{p)zm(p)

W.o=_
YR P pY+ C(P) + K, 2, D(p)

(8.58)
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The question now is whether in this general case there exist choice of values for

k, 0, ,0; and 0) such that the above transfer function becomes exactly the same as

W, (p}, or equivalently
Rp(Apy+ C(pY) + k ,2,D(p) = M Z R, (P} (8.59)
The answer to this question can be obtained from the following lemma:

Lemma 8.2: Ler A(p) and B(p) be polynomials of degree ny and n;, respectively. If
A(p) and B(p) are relarively prime, then there exist polynomials M(p} and N(p) such
thar

A(PIM(p) + B(p)N(p) = A (p) (8.60)
where A¥( p) is an arbitrary polynomial.

This lemma can be uwsed straightforwardly to answer our question regarding
(8.59). By regarding Rp as A(p) in the lemma, kpzp as B(P) and Ry(p) ZpRm as
A*(p). we conciude that there exist polynomials {A{p)+ C(p)) and D{p) such that
(8.59) is satisfied. This implies that a proper choice of the controller parameters

k=k* 8,=6," 0,=0, 8,=0,"
exists so that exact model-following is achieved.
CHOICE OF ADAPTATION LAW

When the plant parameters are unknown, we again use a control faw of the form
(8.52), ie.,

u=8T(na (8.61)

with the 2x controller parameters in ©(¢) provided by the adaptation law. Using a
similar reasoning as before, we can again abtain the output y in the form of (8.53) and
the tracking error in the form of (8.54), i.e.,

e(ry = W,(p) (¢ 0/&*] (8.62)

However, the choice of adaptation law given by (8.55) cannot be used, because now
the reference mode! transfer function W, (p} is no Jonger SPR. A famous technique
called error augmentation can be used to avoid the difficulty in finding an adaptation
law for (8.62). The basic idea of the technique is to consider a so-called augmented
error £{1) which correlates to the parameter evor ¢ in a more desirable way than the
tracking error e(r).

j
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wit) eft) e (1)

- Wmfp) - % "
_.@ W (p)

()

Figure 8.17 : The augmented error

Specifically, let us define an auxiliary error 1(f) by
0 = 6T W, (P 0] - W,(p) [67(He)] (8.63)

as shown in Figure 8.17. It is useful to note two features about this error. First, n(¥)
can be computed on-line, since the estimated parameter vector 0(r) and the signal
vector @(f) are both available. Secondly, this error is caused by the time-varying
nature of the estimated parameters @(7), in the sense that when 0(f) is replaced by the
true {consiant) parameter vector 0%, we have

' TW, (o] - W, (M8 Ta()] =0
This also impties that 1 can be written
W0 = ¢ W, (@) - W, (67 @)

Now let us define an augmented error £(t), by combining the tracking error e{(r)
with the auxiliary error (s} as

() =e() + ()M (8.64)

where oY) is a time-varying parameter to be determined by adaptation. Note that o(r)
is not a controller parameter, but only a parameter used in fornting the new error £(¢).
For convenience, let us write o(f) in the form

o) = ;C'; + gD

where ¢, = oi(f) ~ kl Substituting (8.62) and (8.63) into (8.64), we obtain
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&) = 5100 0 + 1) (8.65)
where
o) =W, (p)lo] (8.66)

This implies that the augmented ervor can be linearly parameterized by the parameter
errors §(7) and ¢,. Equatton (8.65) thus represents a form commonly seen in system
identification. A number of standard techniques to be discussed in section 8.7, such as
the gradient method or the least-squares method, can be used to update the parameters
for equations of this form. Using the gradient method with normalization, the
controller paramesters 0(f) and the parameter o(f) for forming the augmented error are
updated by

sgn(kp)'yu_o

o= (8.67a)
1+olo
o=-—1N {8.67b)
1+ole

With the control law (8.61) and adaptation law (8.67), global convergence of the
tracking error can be shown. The proof is mathematically involved and will be
omitted here.

Finatly, note that there exist other techniques to get around the difficulty
associated with equation (8.62). In particular, it can be shown that an alternative
technique is to generate a different augmented error, which is related to the parameter
error © through a properly seiected SPR transfer function.

8.5 Adaptive Control of Nonlinear Systems

There exists relatively little general theory for the adaptive control of nonlinear
systems. However, adaptive control has been successfuily developed for some
important classes of nonlinear control problems. Such problems usually satisty the
following conditions:

t. the nonlinear plant dynamics can be linearly parameterized
2. the full state is measurable

3. nonlinearities can be canceled stably (f.e., without unstable hidden
modes or dypamics) by the controf input if the parameters are known
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In this section, we describe one such class of SISO systems to suggest how to design
adaptive controllers for nonlinear systems (as an extension of the technique in section
8.3). In chapter 9, we shall study in detail the adaptive control of special classes of
MIMO nonlinear physical systems.

PROBLEM STATEMENT

We consider nt-order nonlinear systems in companion form

YO+ Y o fix, 1) = bu (8.68)
=l

where x = [y ¥ ... "~ DH is the state vector, the f; are known nonlinear functions
of the state and time, and the parameters ¢; and & are unknown constants. We assume
that the state is measured, and that the sign of & is known. One example of such
dynamiics is

mi + cfy(®) + kfy(x) = u (8.69)

which represenis a mass-spring-damper system with nonlinear friction and nonlinear
damping.

The objective of the adaptive control design to make the output asymptotically
tracks a desired output y,(¢) despite the parameter uncertainty. To facilitate the
adaptive controller derivation, let us rewrite equation (8.68) as

i
hy W+ afi(x.0 = u (8.70)
=
by dividing both sides by the unknown constant b, where & = 1/b and o; = o/b.
CHOICE OF CONTROL LAW

Similarly to the sliding contro] approach of chapter 7, let us define a combined error
s=elo-1) 4 ?Ln_ze(”_z) +..the=A(ple

where e is the output tracking error and A(p)=p®=l+h, Hp("= P+ L +hA, isa
stable (Hurwitz) polynomial in the Laplace variable p. Note that s can be rewritten as

§= y(n“l} _yr(n— 1)
where 47~ 1} is defined as

yf(”_ 1) :yd(n" . ln_ze(n_z) - 2.03
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Consider the control law

u=hy W —ks+ Yy a;fi(x, 0 (8.71)
=l

where k is a constant of the same sign as 4, and y, (" is the derivative of y, ("~ 1), i,
},r(n) = yd(ﬂ) - ln_ze(""l) — eeen - loé'

Note that y,{?) | the so-called “reference” value of y(#), is obtained by modifying
y4*) according to the tracking ervors.
If the parameters are all known, this choice leads to the tracking error dynamics
hi+ks=0

and therefore gives exponential convergence of s, which, in tumn, guarantees the
convergence of e,

CHOICE OF ADAPTATION LAW

For our adaptive control, the control law (8.71) is rephaced by

w=hy® ks + 3 & fux. 0 8.72)

=T
where h and the a; have been replaced by their estimated values. The tracking error
from this control law can be easily shown to be

hivks=hy M+ & fx.0 (8.73)
=

This can be rewritten as

i 874
= o +Z,a,f,(x,:)1 .

Since this represents an equation in the form of (8.13) with the transfer function
obviously being SPR, Lemma 8.1 suggests us 1o choose the following adaptation law

A
h=—ysgnthy sy,
3,— =-ysgn(h)sf;

Specifically, using the Lyapunov function candidate
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Vo= It 4y [R24 3 3;2)

i=1

it is straightforward to verify that
V==-2lkls2

and therefore the global tracking convergence of the adaptive control system can be
easily shown.

Note that the formulation used here is very similar to that in section 8.3.
However, due to the use of the compact tracking error measure s, the derivation ard
notation here is much simpler, Also, one can easily show that global tracking
convergence is preserved if a different adaptation gain v, is used for each unknown
parameter.

The sliding control ideas of chapter 7 can be used further to create controllers
that can adapt to constant wnknown parameters while being robust to unknown but
bounded fast-varying coefficients or disturbances, as in systems of the form

h y(n) + Z fa, + a1 fix, 1} = u
i=1

where the f; are known nonlinear functions of the state and time, A and the q; are
unknown constants, and the time-varying quantities &;,{f) are unknown but of known
(possibly state-dependent or time-varying) bounds (Exercise 8.8).

8.6 Robustness of Adaptive Control Systems

The above macking and parameter convergence analysis has provided us with
considerable insight inte the behavior of the adaptive centrol system. The analysis has
been carried out assuming that no other uncertainties exist in the control system
besides parametric uncertainties. However, in practice, many types of non-parametric
uncertainties can be present. These include

» high-frequency unmodeled dynamics, such as actwator dynamics or
siructurat vibrations

#» low-frequency unmodeled dynamics, such as Coulomb friction and stiction
* measurement noise

« computation roundoff error and sampling delay
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Since adaptive controllers are designed to control real physical systems and such non-
parametric uncertainties are unavoidable, it is important to ask the following questions
concerning the non-parametric uncertainties:

« whar effects can they have on adaptive control systems ?
« when are adaptive control systems sensitive to them ?
» how can adaptive control systems be made insensitive to them ?

While precise answers 1o such questions are difficult to obtain, because adaptive
control systems are nonlinear systems, some qualitative answers can improve our
understanding of adaptive control system behavior in practical applications. Let us
now brietly discuss these topics.

Non-parametric uncertainties usually lead to performance degradation, i.e., the
increase of model following error. Generally, small non-parametric uncertainties
cause small tracking error, while larger ones cause larger tracking error. Such
relations are universal in control systems and intuitively understandable. We can
naturally expect the adaptive control system to become unstable when the non-
parametric uncertainties become too large.

PARAMETER DRIFT

When the signal v is persistently exciting, both simulations and analysis
indicate that the adaptive control systems have some robustness with respect to non-
parametric wncertainties. However, when the signals are not persistently exciting,
even small uncertainties may lead to severe problems for adaptive contrellers. The
following example illustrates this sitwation.

Example 8.7: Rohrs's Exampie

The sometimes destructive consequence of non-parametric unceriainties is clearly shown in the
well-known example by Rohrs, which consists of an adaptive first-order control system
comfaining unmodeled dynamics and measurement noise. In the adaptive control design, the plant
is assumed to have a the following nominal model

k
Hypy=—L
P + ap

The reference model has the following SPR function

L 3
Mip) T

[ 2+

ki
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The real plant, however, is assumed to have the tzansfer functien relation
2 229
!

y=_S_ 7y
P+l p2 4 30p+229

This means that the real plant is of third order while the nominal plant is of only first order. The
uamodeled dynamics are thus seen to be 229/(p? + 30p + 229), which are high-frequency but
lighily-damped poles at (— 15 + f) and (— 15 - ).

Besides the unmodeled dynamics, it is assumed that there is some measurement noise #(¢) in
the adaptive system. The whole adaptive control system is shown in Figure 8.§8. The
measurement noise is assumed to be #(r) = 0.5sin{16.17).

reference v {1
3 model i
p+3
- 1,
i nominal  unmodeled nit) eft)

oo 229 | B

Figure 8.18 : Adaptive control with unmodeled dynamics and measurement noise

Corresponding to the reference input +{f} = 2, the results of the adaptive control system are shown
in Figure 8.19. It is seen that the output ¢} initially converges to the vicinity of y =2, then
operates with a small oscillatory efror refated to the measurement noise, and finally diverges to
infinity. O

In view of the global tracking convergence proven in the absence of non-
parametric uncertainties and the smafl amount of non-parametric uncertainties present
in the above example, the observed instability can seem quite surprising. However,
one can gain some insight into what is going on in the adaptive control system by
examining the parameter estimates in Figure 8.19. It is seen that the parameters drift
slowly as time goes on, and suddenly diverge sharply. The simplest explanation of the
parameter drift problem is that the constant reference input contains insufficient
parameter information and the parameter adaptation mechanism has difficulty
distinguishing the parameter information from noise. As a result, the parameters drift
in a direction along which the tracking error remains small. Note that even though the
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Figure 8.19 : Instability and parameter drift

tracking error stays at the same leve! when the parameters drift, the poles of the
closed-loop system coniinuously shift (since the parameters vary very slowly, the
adaptive control system may be regarded as a linear time-invariant system with three
poles). When the estimated parameters drift (o the point where the closed-loop poles
enter the right-half complex plane, the whole system becomes unstable. The above
reasoning can be confirmed mathematically.

In general, the following points can be made about parameter drift. Parameter
drift occurs when the signals are not persistently exciting; it is mainly caused by
measurement noise; it does not affect tracking accuracy until instability occurs; it
icads 10 sudden failure of the adaptive control system (by exciting unmodeled
dynamics).

Parameter drift is a major problem associated with non-parametric uncertainties
{noise and disturbance). But there are possibly other probiems. For example, when
the adaptation gain or the reference signal are very large, adaptation becomes fast and
the estimated parameters may be quite oscillatory. If the oscillations get into the
frequency range of unmodeled dynamics, the unmodeled dynamics may be excited
and the parameier adaptation may be based on meaningless signals, possibly leading
to instability of the control system. For parameter oscillation problems, techniques
such as normalization of signals (divide vby | + v v ) or the compaosite adaptation in
section 8.8 can be quite useful.

DEAD-ZONE

Even though the possibility of small disturbances leading to instability is quite
undesirable, it does not mean that adaptive control is impractical. A number of
techniques for modifying the adaptation law are available to avoid the parameter drift
problem. The simplest is called the "dead-zone" technique. Because of its simplicity
and effectiveness, it is most frequently used.
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The dead-zone technique is based on the observation that small tracking ersors
contain mostly noise and disturbance, therefore, one should shut the adaptation
mechanism off for small tracking errors. Specifically, we should replace an adaptation
law

A
a=-vyve (8.75)

by

A r—yve el A
a= (8.76
{0 le|< A ' )

where A is the size the dead-zone. As the following example shows, such a simple
madification can greatly reduce the effects of the disturbances.

Example 8.8: Use of Dead-Zone

Consider again the adaptive control system of Example 8.7, but modify the adaptation law by
incorporating a dead-zone of A=0.7. The results are shown in Figure 8.20. It is seen that
tracking error stays around the ideal response of y = 2, with an oscillation due to the measurement
noise. The parameters now do not have any indication of drifting. It is interesting to point out
that the oscillation appears very fast because the time-scale in the figure is large and the noise

itself is of quite high frequency. a
-
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Figure 8.20 : Adaptive coutrol with dead-zone

A number of other technigues also exist to relieve the problem of parameter
drift. One invalves the so-called ¢-madification, which approximates the original
integrator in the adaptation law by a lowpass filter. Another is the “regressor
replacement” technique. By "regressor”, we mean the vector v(#} in (8.75). Note that
v({) is usually computed based on the plant measurement y and thus affected by
measurement noise #(#}. Since the adaptation law (8.75) invelves the mudtiplication of
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v(f) by e(s), the update rate is related o the square of the measurement noise and
causes parameter drift. For example, in the presence of measurement noise n{r),
(8.28b) can be written

f}y == sg(BY Y (¥y + 1 = ¥,,) 3y + 1)
=—sgB VI = V) ) + BC2Y) — Ip) + 2]

where y| is the true plant output. It is noted that the first term truly contains parameter
information, the second term tends o average out, and the third term — sgn(b) 'ynz is
the reason for the drifting of ay in Figure 8.19 (3, drifts accordingly so that the
tracking error remains small). As a result of this observation, one can relieve
parameter drift by replacing y in (8.28b) by y,, which is independent of n. i is
desirable to start this replacement after the tracking error has converged well.

8.7 * On-Line Parameter Estimation

When there is parameter uncertainty in a dynamic system (linear or nonlinear), one
way to reduce it is to use parameter estimation, i.e., inferring the values of the
parameters from the measwrements of input and owtput signals of the system.
Parameter estimation can be done either on-line or off-line. Off-line estimation may
be preferable if the parameters are constant and there is sufficient time for estimation
before control. However, for parameters which vary (even though slowly) during
operation, on-line parameter estimation is necessary to keep track of the parameter
values, Since problems in the adaptive contro! context usually involve slowly time-
varying parameters, on-line estimation methods are thus more relevant.

In this section, we study a few basic methods of on-line estimation. Unlike
most discussions of parameter estimation, we use a continuous-time formalation rather
than a discrete-time formulation. This is miotivated by the fact that nonlinear physicat
systems are continuous in nature and are hard to meaningfully discretize.
Furthermore, digital contro! systems may be treated as continuous-time systems in
analysis and design if high sampling rates are used. The availability of cheap
computation generaily allows high sampiing rates and thus continuous-time models to
be used.

Nate that, although the main purpose of the on-line estimators may be to
provide parameter estimates for self-tuning control, they can also be used for other
purposes, such as load monitoring or failure detection.
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8.7.1 Linear Parametrization Model

The essence of parameter estimation is to extract parameter information from
available data concemning the system. Therefore, we need an estimation model to
relate the available data to the unknown parameters, similarly to the familiar
experimental data fitting scenario, where we need to hypothesize the form of a curve
before finding specific coefficients describing it, based on the data. This estimation
model may or may not be the same as the mode] used for the control purpose. A quite
general model for parameter estimation applications is in the linear parametrization
form

¥(n=W(a (8.77)

where the »x-dimensional vector y contains the “outputs” of the system, the
m-dimensional vector a contains unknown parameters to be estimated, and the nmxm
matrix W(z) is a signal matrix. Note that both ¥ and W are required to be known from
the measurements of the system signals, and thus the only unknown quantities in
(8.77) are the parameters in a. This means that (8.77) is simply a linear equation in
terms of the unknown a. For every time instant ¢, there is such an equation. So if we
are given the continuous measurements of y(r} and W(¢) throughout a time interval, we
have an infinite number of equations in the form of (8.77). If we are given the values
of y(r) and W(r) at & sampling instants, we have k sets of such equations instead. The
objective of parameter estimation is to simply solve these redundant equations for the
m unknown parameters. Clearly, in order to be able to estimate rm parameters, we
need at least a total of m equations. However, in order to estimate the parameters a
well in the presence of inevitable noise and modeling error, more data points are
preferable.

In off-line estimation, one collects the data of y and W for a period of time, and
solves the equations ence and for all. In on-line estimation, one solves the equation
recursively, implying that the estimated value of dis updated once a new set of data y
and W is available,

How well and how fast the parameters a are estimated depends on two aspects,
namely, the estimation method used and the information content (persistent excitation)
of the data y and W. Qur primary objective in this section is to examine the properties
of some standard estimation methods. The generatien of informative data is a
complex issue discussed extensively in the system identification literature. While we
shall not study this issue in detail, the relation between the signal properties and
estimation results will be discussed.

Model (8.77), although simple, is actually quite general. Any linear system can
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be rewritten in this form after filiering both sides of the system dynamics equation
through an exponentially stable fiiter of proper order, as seen in the foliowing
example.

Example 8.9: Filtering Linear Dynamics
Let us first consider the first-order dyramics
Fe—ayy+byu (8.78)

Assume that @ and b in the model are unknown, and that only the output y and the input u are
available. The above model cannot be directly used for estimation, because the derivative of y
appears in the above equation (note that numerically differentiating y is usuaily undesirable
because of noise considerations), To eliminate ¥ in the above equation, let us filter (multiply) both
sides of the equation by 1/p +1f) {where p is the Laplace operator and lf is a known positive
constant). Rearranging, this leads to the form

WO =y y~a)) +upby (8.79)
where
=7 -
Yp= = 4= ——
Ty Ty

with the subscript f denoting filtered quantities. Note that, as a result of the filtering operation,
the only unknown quantities in (8.79) are the parameters (lf— ayand b).

Note that the above filtering introduces a d.c. gain of 1 ﬂ\f i.., the magnitudes of y; and u,
are smaller than those of y and « by a factor of }7' at low frequencies. Since smaller signals may
lead to slower estimation, one may multiply both sides of (8.7%3) by a constant number, ¢.g., lf,

Generally, for a linear single-input single-output system, its dynamics can be described by
Alp)y = B(p)u (8.80
with
Alpy=a,+ap+.. wa,_ pt L +p"
Bipy=b,+byp+...+b, p"~ !
Let us divide both sides of (8.80) by a known monic polynomial of order n, leading (o

A -A
R P} (P]y+ Bp) , (8.8
Afp) AP

where
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A= O+ 0y p+. .+, ptleph
has known coefficients. In view of the fact that
AP —APY = (e~ a)+(oy—a)p+ ..+, _y—a,_)p")
we can write (8.81) i the basic form
y=0Tw() (3.82)

with @ containing 2 # unknown parameters, and w containing the fillered versions of the input and
output, defined by

0= [(ao_ao} (al_al} (U'n—l_au—l) bo bﬂ—l}T

n—1 n—i
W=[l E—y pA ¥ im pA H]T
AO L4 a2 AG o
Note that w can be computed on-line based on the available values of y and «. a

The dynamics of many nonlinear systems can also be put into the form (8.77).
A simple example is the nonlinear mass-spring-damper system (8.69), for which the
input force is obviously linear in terms of mass, friction coefficient, and spring
coefficient. For some maore complicated nonlinear dynamics, proper filtering and
parameter transformation may be needed to put the dynamics into the form of (8.77),
as we now show.

Example 8.10; Linear parametrization of robot dynamics

Consider the nonlinear dynamics (6.9) of the two-link robot of Example 6.2, Clearly, the joint
torque vector g is nonlinear in terms of joint positions and velocities. It is also nonlinear in terms
of the physical parameters !(.l A

proper reparametrization and a filtering operation.

and so on. However, it can be put into the form of (8.77) by a

Consider the reparametrization first, Let us define
a; =ty
ay =my f{.g
a,=4f, +m ;2
A=t
ag=ty+myl 2
4 2 2%,
Then, one can show that each term on the left-hand side of (6.9) is linear in terms of the
equivalent inettia parametersa = [a) ay a3 a4]T. Specifically
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Hy =ay+a +a {2+ 2a,( cosq,
Hy=a4
Hyy=Hyy=apljcosgy+ay

Nate that ¢, ard /, are kinematic parameters, which are assumed to be known {they can be
similarly treated if not known}. The above expressions indicate that the inertia tarque terms are
linear in terms of a. It is easy to show that the other terms are also linear ina. Thus, we can write

=Y g4 Ga (8.83)

with the matrix Y| expressed (nonlinearly) as a function of only q, q and §; and a being a mx|
vector of equivalent parameters. This linear parametrization property actually applies to any
mechanical system, including multiple-link robots.

Relation (8.83} cannot be directly used for parameter estimation, because of the presence of
the unmeasurable joint acceleraiion §. To avoid the joint acceleration in this relation, we can use
the above filtering technique, Specifically, let w(f) be the impuise response of a stable, proper
filter (for example, for the firsi-order filter A/(p + A), the impulse response is M ). Then,
conveolving both sides of {6.9) by w yields

J' fw(!—r) () dr = I"w(r—-r)[ H§+Cq+Gldr (8.84)
o o

Using partial integration, the first term on the right-hand side of (§.84) can be rewritien as

' " . " d .,
Jow(;-r)mm dr = \o\s(l—-r)quo—-[o Sl Hiqd
¥ .
= {0} H{q)q — w(0) Hlq()] 4(0) - j [w(t~rYH G - wte-ryH §ldr
a2

This means Ihat equation {(8.84) can be rewritten as
yn=wig.da (8.85)

where y is the filtered torque and W is the fltered version of ¥|. Thus, the matrix W can be
computed from available measurements of  and §. The filtered torque y can also be compured
(assuming no aciuator dynamics) becanse the 1oeque signals issued by the computer are known. [J

It is obvious at this point that the "output” ¥ in model (8.77) does not have to be
the same as the output in a consrol problem, In the above robotic example, the
"output” y is actualiy the filtered version of the physical input to the robot. From a
parameter estimation point of view, what we want is just a linear relation between
known data and the unknown parameters. The following example further demonstrates




Sect. 8.7 * On-Line Parameter Estimation 363
this point.
Example 8.11: An alternative estimation model for robots

Consider again the above 2-link robot. Using the principle of energy conversation, one sees that
the rate of change of mechanical energy is equal to the power input from the joint motors, i.e.,

T dE '
q= _,r ( )

where E£{(q,q) is the 1otal mechanical energy of the robot. Since it is easy 1o show that the
mechanical energy can be linearty parameterized, i.e.,

E=v(q.qa
one can write the energy relation {8.86) as

7§ = d___v(:, D,

with v computable from the measurement of q and §. To eliminate the joint acceleration g in this
relation, we can again use fiftering by a first-order filter 1/(p + A2 . This leads to

lf"

o
(edl = (v~ )

p+lf

This is in the form of {8.77), with

_ 1 s
y p%flt q)
A
wevy- L a
p'l"lf

In the above example, note that the control mode} and the estimation model are
drastically different. Actually, while the control model (6.9) has two eguations and
two outputs, the estimation model (8.86) has only one equation and one output
(actually, the scalar model (8.86) is applicable 1o robots with any number of links
because the energy relation is always scalar). With the energy refation (8.86), the
computation of w is greatly simplified compared with that of W in (8.85), because
there is no need 1 compute the complex centripeial and Coriolis forces (which may
contain hundreds of terms for multiple-DOF robots).
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8.7.2 Prediction-Error-Based Estimation Methods

Before studying the various methods for parameter estimation, let us first discuss the
concept of prediction error. Assume that the parameter vector in (8.77) is unknown,
and is estimated to be 3{:) at time £, One can predict the value of the output y{f) based
on the paramefer estimate and the model (8.77),

¥ = W(HAE (8.87)

where 9 is called the predicted output at time ¢. The difference between the predicted
output and the measured output y is called the prediction error, denoted by e, ie.,

e;(H =31y - y() {8.88)

The an-line estimation methods to be discussed in this section are all based on this
error, {.e., the parameter estimation law is driven by e . The resulting estimators
betong to the so-called prediction-error based estimators, 2 major class of on-line
parameter estimators. The prediction error is related to the parameter estimation error,
as can be seen from

¢, =Wi-Wa=Wi (8.89)
where & = & — a is the parameler estimation error.

In the following, we shall discuss the motivation, formulation and properties of
the following methods:

» Gradient estimation

» Standard [east-squares estimation

« L cast-squares with exponential forgetting

* A particular method of variable exponential forgetting

NMote that in the convergence analysis of these estimators we shall assume that the true
parameters are constant, so that insights concerning the estimator’s behavior can be
obtained. However, in the back of our mind, we will always be aware of the task of
handling time-varying parameters.

8.7.3 The Gradient Estimator

The simplest on-line estimator is the gradient estimator. Let us discuss its
formulation, convergence properties, and robustness properties.
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FORMULATION AND CONVERGENCE

The basic idea in gradient estimation is that the parameters should be updated so that
the prediction error is reduced, This idea is implemented by updating the parameters in
the converse direction of the gradient of the squared prediction error with respect to
the parameters, i.e.,

a[e[Te,]

Y

o

L

where p,, is a positive number called the estimator gain. In view of (8.88) and (8.87),
this can be written as

-l

=-p,Wle, (8.90)
To see the properties of this estimatoy, we use (8.90) and (8.89) to obtain
- P, WTWa
Using the Lyapunov function candidate
v=3ala
its derivative is easily found to be
V=—2p, 8 WTWa <0

This implies that the gradient estimator is always stable. By noting that V is actually
the squared parameter emor, we see ihat the magnitade of the parameter error is
always decreasing.

However, the convergence of the estimated parameters to the (rue parameters
depends on the excttation of the signals. To gain some insights on that point, lei us
consider the estimation of a single parameter.

Example 8.12: Gradient estimation of 2 single parameter
Consider the estimation of one parameter from ¢he model
y=wa
(with the mass estimation in Exarnple 8.2 being such a case). The gradient estimation law is
A
as-p we,

This implies that
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d=- p,w2a

which can be solved as
N . '
aif) = a{Mexp[- ‘[ PaW 2indr]
2]

This implies that the parameter error witl converge to zero if the signal w is such that

3
lim j w(rydr = o0

= oe ¢

Note that g will exponentially converge to zero if w is persistensly exciting, i.e,, if there exist
positive constants T and ¢ such that forall 120,

T
I wzdrzal
!

In fact, the convergenee rate is easily found to be p, ¢t [/T.

Clearly, in this case, a constant non-zero w can guarantee the exponential convergence of a.
However, if the signal w decays 100 fast {e.g., w=¢"}, one easily shows that the parameter etror
does not converge to zero, O

The above convergence result concerning the one-parameter case can by
extended to the estimation of multiple parameters. Specifically, if the matrix W is
persisiently exciting, i.e., there exist positive constants o and T such that ¥T 20

+T
{7 WIWar 2 o 1 @D

then the parameter error 4 will converge exponentially, as shown in [Anderson, 1977,
Morgan and Narendra, 1977] through a fairly involved procedure. Such a condition for
parameter convergence is easily understandable, analogously to the case of model-
reference adaptive control. In the case of linear systems, as described by (8.801, it is
gasy to verify that m sinusoids in the input signal u can guarantee the estimation of up
to 2m parameters. In the case of nonlinear systems, the refation between the number
of sinusoids and the number of parameters which can be estimated is not so clear. Itis
possible to estimate meore than 2mr parameters with an input « containing m sinusoids,
as explained in section 8.2,

A slightly more general version of the gradient estimator is obtained by
replacing the scalar gain by a positive definite matrix gain P,
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The global stability of the algorithm can be shown vsing the Lyapunov function
v=3aTP'a
The convergence properties are very similar,

EFFECTS OF ESTIMATION GAIN

The choice of estimation gain p, has a fundamental influence on the convergence
behavior of the estimator. For the single-parameter estimation case, one easily sees
that a larger p, implies faster parameter convergence. In fact, the convergence rate is
linearly related to the estimation gain p,, For the multiple-parameter case, however,
the relation between the magnitude of p, and the convergence rate of the estimated
parameters is not as simple. Generally speaking, in a small range, increasing
estimation gain leads to faster parameter convergence. But beyond seme point, further
increasing the estimation gain leads to more oscillatory and slower convergence, as
can be demonstrated with the estimation of the four load parameters in the robot
example 8.10. This phenomencn is caused by the gradient nature of the estimation,
similarly 10 what happens in the gradient search method in optimization: within a
small range, increase in step size in the gradient direction leads to faster convergence;
but beyond some point, larger size leads to more oscillatory and possibly slower
convergence.,

Besides the effect on convergence speed, the choice of p, also has implications
on the ability of the estimator to track time-varying parameters and withstand
disturbances, as will be discussed soon.

ROBUSTNESS PROPERTIES

The above analysis and simulations have been based on the assumed absence of
parameter variation and non-parametric uncertainties. In order for an estimator to
have practical value, however, it must have some robustness, i.e., maintain reasonably
good parameter estimation in the presence of parameter variation, measurement noise,
disturbances, efc.

The quality of the parameter estimates in a gradient estimator depends on a
nurber of factors, mainly,

« the level of persistent excitation of the signal W
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+ the rate of parameter variation and the level of non-parametric uncertainties

+ the magnitude of the estimator gain p,,

The tevel of persistent excitation in W is decided by the control task or
experiment design, Persistent excitation is essential for the robustness of the estimator.
If the signals in the original design are not persistently exciting, parameters will not
converge even in the absence of non-parametric uncertainties. In the presence of non-
parametric uncertainties, the estimator may possibly become unstable, ie., the
parameters may diverge. One may have o add some perturbation signals to the
control input 10 obtain good parameter estimation. The specific details in the data
generation may be complicated, but the bottom line is that one should produce as
much persist excitation as allowed by the involved constraints.

How fast the true parameters vary and how large the non-parametric
uncertainties also affect the quality of the parameter estimates, Qbviously, if the true
parameters vary faster, it is harder for the parameter estimator to estimate accurately,
If a lot of noise and unmodeled disturbances and dynamics are present, the estimates
also become poor. To see this, let us consider the mass estimation problem, but now in
the presence of disturbance (unmodeled Coutomb friction or measurement noise) and
time-varying mass. The mass dynamics becomes

e} = m(r) wi() + d(1)

where d(z) Is the disturbance and w is the acceleration. The prediction error in this
case is

Y ~—
e =T-1T= fw-d

By substituting this into (8.90), the parameter error is easily shown to satisfy
Sz p, Wl —d+p,wd (8.92)

This can be interpreted as a time-varying filter with “"output” 7 and “input"
(—a+p,wd). Clearly, larger parameter variation rate & and larger disturbance d{($)
leads to larger parameter error &. If parameter g varies too fast or the non-parametric
uncertainties have too large values, one should consider using more accurate models,
i.e., modeling the dynamics of the parameter variation and also the disturbance.

The magnitude of the estimator gain also has a considerable influence on the
robusiness of the estimator. If p, is chosen to be large, the "bandwidth" of the filter
Py w? becomes large (so that higher-frequency noise can pass) and the input
component p,wd o the filter becomes larger. This means that parameter estimation

a

1
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error due to disturbance will become larger. The increase of estimation gain has the
opposite effect on the estimator ability to estimate time-varying parameters. Consider
the case of w being a constant for example. The steady-state error of the estimated
parameter in (8.92) is #/(p - w2), which shows that the parameter error is decreased by
the increase of the estimation gain.

The following simple simulation illustrates the behavior of the gradient
estimator in the presence of measurement noise.

Example 8,13: Gradient estimation of a constant mass

Consider the problem of mass estimation for the dynamics
= mwil) + d(f)

with w(r) = sin{f), and &() is interpreted as either disturbance or measurement noise. The true
mass is assumed to be 1 =2, When the disturbance d(r) = 0, the estimation results are shown in
the left plot in Figure 8.21. [t is seen that larger gain comesponds to faster convergence, as
expected. When the disturbance is &r} = 0.5 5in{201), the estimation results are shown on the
right plot in Figure 8.21. It is seen that larger estimation gain leads to larger estimation error.
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Figure 8.21 : gradient method, left: without noise, right: with noise

The following simple simulation illustrates the behavior of the gradient
estimator in the presence of both parameter variation and measurement noise.

Example 8.14: Gradient estimation of a time-varying mass

Now suppose that the true parameter is slowly time-varying, with m(f) = 1 + (.5sin(0.5¢), Let us
take p,=1. The estimation results in the absence of disturbance is shown in the left plot in
Figure 8.22. In the presence of the disturbance of the previous examgle, the parameter estimation
result is shown in the right plot. It is seen that the gradient method works quite well in the
presence of parameter variation and distucbance. a
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Figure 8.22 : Time-varying gradient

8.7.4 The Standard Least-Squares Esfimator

We all have some experience with least squares estimation (data fitting). In this
subsection, we shall formalize the technique and carefolly study its properties.

FORMULATION

In the standard least-squares methad, the estimate of the parameters is generated by
minimizing the total prediction error

J = N 9~ Wa@ | 2dr 3.93)
a

with respect to ﬁ(r). Since this implies the fitting of all past data, this estimate
potertially has the advantage of averaging out the effects of measvrement noise, The
estimated paramelerﬁ satisfies

(| "WIWdr) A = | ‘WTydr (8.94)

o o

Define

P@) = | WY W()dr]=) (8.95)

To achieve computational efficiency, it is desirable o compuie P recursively, instead
of evaluating the integral at every time instant. This amounts to replacing the above
equation by the differential equation

dﬁr [P-3(01= W) W (8.96)

et
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Differentiating {8.94) and using (8.95) and (8.96), we find that the parameter update
satisfies

§=—PoWTe, 8.97)

with P(#) being called the estimator gain matrix, similarly to the case of gradient
estimation. In the implementation of the estimator, it is desirable to update the gain P
directly, rather than using (8.96) and then inverting the mauix P~1. By using the
identity

dipp-11=pp-l+Pdp-11=0
dr de

we obtaiﬁ
P=-PW/WP (8.9%)

In using (8.97) and (8.98) for on-line estimation, we have to provide an initial
parameter value and an initial gain valwe, But there is a difficulty with this
initialization, because (8.97) and (8.98) imply that P should be infinity, while 1is
initially undefined. To avoid this problem, we shall provide finite values to initialize P
and 4. Clearly, one should use the best guess to initialize the 4. The choice of the
initial gain P(0) should be chosen as high as allowed by the noise sensitivity. P(0) can
be chosen to be diagonal, for simplicity.

It is useful to remark that the above least-squares estimator can be interpreted in
a Kalman fiker framework, with a being the state to be estimated and P being the
estimation covariance matrix. Based on this perspective, the initial gain P(0) should
be chosen (o represent the covariance of the initial parameter estimates 3(0)‘

PARAMETER CONVERGENCE

The convergence property of the estimator can be best undersiood by solving
the differential equations (8.96) and (8.97), assuming the absence of noise and
parameter variation. From (8.96), (8.97) and (8.98), one easily shows that

P-'tn=P-li+ J‘wT(r}W(r)dr (8.99)
d oo lingn] -
- [P~ Y{nain]=190

Thus,
a(n =P P~L0) 3(0) (8.100)
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If W is such that
Ain [WIWdr] — 02 a5 (> o0 (8.101)
o

where L[] denctes the smallest eigenvalue of its argument, then the gain matrix
converges to zero, and the estimated parameters asymptotically (but usually not
exponentially) converge to the frue parameters, Note that the “infinite-integral”
condition (8.101) is a weaker condition than the persistent excitation (8.91). Indeed,
for any positive integer &,

&

jowWiwar= py j

@ = T

kE+8 ib+

&
WiWdrz koyl (8.102)

Thus, if W is persistently exciting, (8,102) is satisfied, P — 0 and @ — 0.

The effects of the initial gain and initial parameter estimates can be easily seen
from (8.100} and (8.99), Obviously, & small initial parameter error a(0) results in a
small parameter error all the time. A large initial gain P(0) also leads to a small
parameter error. This is particularly clear if we choose P(0) = p,, I, which leads to

a0 = (1+ p, [ WH{N W) dr -1 5(0)
ROBUSTNESS

Roughly speaking, the least-squares method has good robusiness with respect to noise
and disturbance, but poer ability in tracking time-varying parameters, The reason for
the good noise-rejection property is easy to uwnderstand: noise, particularly high-
frequency noise, is averaged out. The estimator’s inability in tracking time-varying
parameters can also be understood intuitively, from two points of views. From a
mathematical point of view, P{r) converges to zero when W is persistently exciting,
i.e., the parameter update js essentially shut off after some time, and the changing
parameters cannot be estimated any more. From an information point of view, the
least-square estimate attempts to fit alf the data up to the cument time, while, in reality,
the old data is generated by old parameters.

The following example illustrates the behavior of the least-squares estimator in
the presence of measurement noise.

Example 8.15: Least-squares estimation of one parameter

Consider again the estimation of the mass system, now with a leasi-square method. The
parameter estimation results in the absence of disturbance, are shown in the left plot of Figure
8.23, with the two curves corresponding Lo the initial gain p, =2 and p, = 10, respectively. It is
seen thai the parameter converges faster with larger initial gain,  Another feature is that least
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square converge fast initially, but slowly afterward.

The parameter ¢stimation results in the presence of disturbance are presenied in the right plot
of Figure 8.23. The same initial gain values are used. It is seen that the estimated parameters are

much smoother than these frem the gradient method. O
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Figure 8.23 : Least-squares method: left; without noise ; right: with noise

The inability of the least-squares method to estimate time-varying parameters is
demonstrated in the following example.

Example 8.16: Least-squares estimation of time-varying parameter

Now the true parameter m =1 is replaced by s} =1 + 0.5sin(0.5¢). The initial gain value is
chosen to be P(0} = L. The true and estimated parameters in the absence of disturbance are shown
in the left plot of Figure 8.24. Those ir the presence of disturbance are shown in the right plot. It
is seen that the estimaled parameters caanot follow the true parameler variation, regardless of the

disturbance. O
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Figure 8,24 ; Least-squares time-varying gradient
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8.7.5 Least-Squares With Exponential Forgefting

Exponential forgetting of data is a very useful technique in dealing with time-varying
parameters. Its intuitive motivation is that past data are generated by past parameters
and thus should be discounted when being used for the estimation of the current
parameters. In this subsection, we describe the general formulation of least square
methed with time-varying forgetting factor. In the next subsection, a desirable form of
forgetting factor variation will be discussed.

If exponential forgetting of data is incorporated into ieast-square estimation, one
minimizes

I={ rexp[-J‘!M"J“f"lli ¥(s)—W(s)a@)l 2ds

instead of (8.93), where A(f) 20 is the time-varying forgetting factor. Note that the
exponential term in the integral represents the weighting for the data. One easily
shows that the parameter update law is still of the same form,

a=-P@OWTe, (8.103)

but that the gain update law is now
% (P-1] =A@ P~ 1+ WIHW() (8.104)
In implementation, it is more efficient o use the following form of the gain update
c—‘:; [P]= M(OP-PWT(HW(n)P (8.103)
To understand the convergence properties of the estimator, ket us again solve for
the gain and parameter errors explicitly. The estimator gain can be explicitly solved
from (8.104) 10 be
Pl = P-(0)exp[- J:l(r)dr] + j:cxp[— jjl(v)dv} WIHWdr  (8.106)
To solve the explicit form of the parameter error, let us note that one can easily obtain

(%[P—lﬁ] = —Ap-la (3.107)

Therefore,




Sect. 8.7 * On-Line Parameter Estimation 375
an =exp [—Jfl{r}dr] P(HP LA (8.108)

That is,
an=[P —‘(0)+I‘ exp(er)dv)WT{r) W(r)dr]~IP ~1(0)3(0)

Comparing this and (8.100), and noting that
exp ['[r Av)dv] = 1
a2

one sees that exponential forgetting always improves parameter convergence over
standard least-squares. It also shows that the “infinite integral™ condition (8.101) for
standard least-squares still guarantees the asympiotic convergence of the estimated
parameters. This also implies that persistent excitation of the signal W can guarantee
the convergence of the estimated parameters.

It is easy to see that exponential forgetting leads to exponential convergence of
the estimated parameters, provided that A(7) is chosen to be larger than or equal to a
positive constant and that signals are p.e. Specifically, assume that A{) = X, , with A,
being a positive constant. Then, we have from (8.104)

% [P~1]= =2, P! + WIW + (Mt) AP~
P10 =P-l@c bt + [ e holt=-0) (WIW+ A()-A )P | dr

This guarantees from (8.92) that P=}(n = e‘koaa, I and, accordingly, that

A S
P < £ 1
o

for 7 2 8. This and (8.108) show the exponential convergence of () to zero with a rate
of at least A,

It is interesting to remark that, if the forgetting factor is constant, then the
exponential convergence rate of the estimated parameters is the same as the forgetting
factor. However, a constant forgetting factor may lead to diminishing magnitude in
certain directions of P~ (and accordingly, unbounded magnitude in certain directions
of P) in the absence of p.e., due to the exponential decaying components in (8.106).
Unboundedness (or even large magnitude) of the gain martrix is undesirable, since it
implies that the disturbance and noise in the prediction error may, through the update
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law (8.103), lead (o violent oscillations of the estimated parameters.

The following one-parameter example demonstrates the desirable and
undesirable properties for exponential forgetting with a constant forgetting factor.

Example 8.17 : Estimating one parameter with a constant forgetting factor

Consider the estimation of parameter @ from the equation ¥ = wa using the least-squares method
with a constant forgetting factor. The cost to be minimized is

I=[leteny Y- wir)an ]2 dr
The parameter update law is

é(r) == P{tyn{t)elt)
and the gain update law is

%[P"] = -3 P T+ww
The gain update is easily solved 1o be

¥
Pl = P10t 4 [ ehalt=htdr

o

and the parameter error is
an =er! Py P10 E0)

If the signal w is persistently exciting, P{f) will be upper bounded and @ will converge 1o zero
exponentiaily with a raze Xﬂ . I wis not persistently exciting (for example, for w=¢"", P~ L0}
may converge 16 zero and thus P(r} to infinity). O

Thus, we see that caution has to be exercised in choosing the forgetting factor.
A zero forgetting factor leads to vanishing gain (standard least-squares and thus
inability of tracking time-varying parameters) in the presence of persistent excitation,
while a constant positive factor leads to exploding gain in the absence of persisient
excitation. Since an estimator may encounter signals with different levels of persistent
excitation, an automatic tuning method for the forgetting factor is necessary,

8.7.6 Bounded-Gain Forgetting

To keep the benefits of data forgetting (parameter tracking ability) while avoiding the
possibility of gain unboundedness, it is desirable to tune the forgetting factor variation

ox
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so that data forgetting is activated when w is persistently exciting, and suspended
when w is not. We now discuss such a tuning technique and the resuiting estimator
convergence and robustness properties.

A FORGETTING FACTOR TUNING TECHNIQUE

Since the magnitude of the gain matrix P is an indicator of the excitation level of W, it
is reasonable to comrelate the forgetting factor variation with P(0)]. A specific
technique for achieving this purpose is to choose

Mo=2,(1-I, (8.109)
[

with A, and &, being positive constants representing the maximum forgetting rate and
prespecified bound for gain matrix magnitude, respectively. The forgetting factor in
(8.109) implies forgetting the dara with a factor 7“0 if the norm of P is small (indicating
strong p.e.), reducing the forgetiing speed if the norm of P becomes larger and
suspends forgetting if the norm reaches the specified upper bound. Since a larger
value of A, means faster forgetting (which implies both stronger ability in following
parameter variations, but also more oscillations in the estimated parameters due to
shorter-time “averaging” of noisy data poiats), the choice of A, represents a tradeoff
between the speed of parameter tracking and the level of estimated parameter
osciliation. The gain bound k, affects the speed of parameter update and also the
effects of disturbance in the prediction errer, thus involving a similar tradeoff. To be
consistent with our gain-bounding intention, we choose ||P(@®)| <k, (hence
P0) <k, I). We shall refer to the least-squares estimator with the forgetting factor
(8.109) as the bounded-gain-forgetting (BGF) estimator, because the norm of the gain
matrix can be shown to be upper bounded by the pre-specified constant &, regardless
of persistent excitation,

CONVERGENCE PROPERTIES

We now show that the form (8.109) of forgetting factor variation guarantees that the
resulting gain matrix P(t) is upper bounded segardless of the persistent excitation of
W, unlike the case of constant forgetting factor. With the forgetting factor form
(8.109), the gain update equation (8.104) can be expressed as

a%[P‘1}=—?&0P‘[+(7&(Jk0)liP||P*[ + WIW (8.110)

This leads to
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A
Pl =P 10)e o'+ j" e Roli=1)g k_"upup—l + WIW)ar

o

2 (PO -k, e Rol + (1;ko)l+j’e-la<f-r)WTWdr (8.111)

where we used the inequality || P()||P~ () 2 I, obtained from the fact that
PP -1-I=P-12(|IP{1-PIP-12 20
Note that $P(O)| £k, guarantees the positive-definiteness of (P~ l((})—-Ji’c“,," 1 D), and

therefore for all 12 0,

1
P-l(nz 1
)] I

a

so that P(r) € &, L Note that this implies, from (8.109), that
AMDz0

Thus, we have shown the boundedness of P and the non-negative nature of A(t).

If W(t) is p.e. as defined by (8.91), we can further show that A{#) = 4,>0, and,
thus, the estimated parameters are exponentially convergent. To show this, note that,
from (8.111) and (8.91),

P12 [L+ehoda, ]
k()

kO
Pns—— 1 (8.112)
| +k, 0 e~ Ho®
This, in turn, Jeads ¢o the uniform lower boundedness of the forgetting factor by a
positive constant,
A Ak e'lna
A = 20k, APl 2 0= (8.113)
‘{'() I+r(,'00:|€_ ﬂa
which in turn implies the exponential convergence of the estimated parameters, Note
that, if W is strongly p.e., i.e., o is very large, M#) = A,,.

Under p.e., one can also show that P(f) is vniformly lower bounded by a
constant p.d. matrix, a property which is desirable for estimating time-varying
parameters. Indeed, from (8,106} and (8.113),
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i
P-l(n<P-1(0) +[ exp[-A;(r -] WTWdr
[rd

The second term on the right-hand side can be regarded as the output of the stable
filter

M+A,M=WIw (8.114)

M is bounded if W is bounded. Thus, from (8.114) and (8.112), if W is p.e. and upper
bounded, P will be upper bounded and lower bounded uniformly, i.c.,

ISP < k]
where 0 <hy< iy <k,
The properties of the BGF estimator are summarized below:

Theorem 8.1 In the bounded-gain-forgetting estimator, the parameter ervors and
the gain matrix are always upper bounded; If W is persistently exciting, then the
estimated parameters converge exponentially and P(t) is upper and lower bounded
uniformly by positive definite marrices.

The advantage of the BGF method over the gradient method is that the
estimated parameters are smooth. This implies, given the allowable level of estimated
parameter oscillation, that much larger gain bound can be used in BGF method. As a
result, faster parameter convergence can be achieved.

AN ALTERNATIVE TECHNIQUE OF DATA FORGETTING

It is interesting to note that the bounded-gain forgetting is not the only way o keep
data forgeiting while avoiding gain explosion. In view of the fact that the problem
with the non-zero forgetting factor is the possibility of P~ ! diminishing, we may, as
an alternative to variable-forgetting approach, use the following simple gain update
modification

%P‘l = M) (P~ =K, = 1)+ WT'W 8.115)
where K, is a symmetric p.d. matrix specifying the upper bound of the gain matrix P,
and A(t) is a constant or time-varying positive forgetting factor independent of P. A(1)
is chosen to satisfy A, < A(f) < &y with &, and A| denoting two positive constants. The
parameter update law is still (8.103). One can easily show that this gain update leads
to similar properties as the bounded-gain forgetting.
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ROBUSTNESS PROPERTIES

Let us now look at the behavior of the estimator in the presence of parameter
variations and disturbances. Consider again the single-parameter estimation problem
of Example 8.12. The gain update is

S p=i(y = ~AHP~1 +w?

dr
One notes that the presence of noise and parameter variation does not affect the gain
value.

To see how the parameter error behaves, let us note that

%[P‘IE]+M:)P‘IE=—P”'é+wd 8.116)

This describes a first-order filter of "bandwidth" (s} with (=P~ 1& + wd) as input and
P13 as output. We can easily draw some conclusions about the estimater behavior
based on this relation, assuming that the signal w is persistently exciting, the
disturbance d is bounded, and the rate of parameter variation is bounded. Since P~ 1

has been shown to be upper bounded, the input to the filter is bounded. Furthermore,
since the forgetting factor A{#) has been shown to be lower bounded, equation (8.116)
represents an exponentially stable filter and its cutput P~13 is guaranteed to be
bounded. The upper boundedness of P further indicates the boundedness of @. Note
that the bound of & will depend on the magnitude of the disturbance and the parameter
variation rate &. It also depends on the persistent excitation level of the signal wiz)
(which affects A{r)).

If the signal w is not persistently exciting, then the estimator can no longer
guarantee the boundedness of parameter errors in the presence of parameter variation
and disturbances. We can only say that P(#) (being independent fo the additive
disturbances and parameter variations) is bounded and the parameter errers cannot
diverge too fast.

Example 8.18: BGF estimation of the single parameter

The BGF estimator is uvsed to estimate the time-varying parameter.  In the absence of
measurement noise, the estimated and true parameters are shown in the left plot of Figure 8.25. In
the presence of measurement noise, they are shown in the right-hand side plot of Figure 8.25. O
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Figure 8.25 : BGF least-squares estimation; left: without noise; right: with noise
USE OF DEAD-ZONE

Similarly to the MRAC case, one should use a small dead-zone in estimating
parameters by the previous methods. It is particularly important when the signal W(z)
is not persistently exciting, leading to the avoidance of parameter drift. The dead-zone
should now be placed on the prediction error. The size of the dead-zone should be
chosen to be larger than the range of noise and disturbance in the prediction error.
The motivation is still that stall error signals are dominated by noise and cannot be
used for reliable estimation.

8.7.7 Concluding Remarks and Implementation Issues

We have discussed a number of estimators in this section, Persistent excitation is
essential for good estimation. Most estimators do not have bath fast convergence and
good robustness. The gradient estimator is simple but has slow convergence. The
standard least-squares estimater is robust to noise but cannot estimate time-varying
parameters. Least-squares estimation with exponential forgetting factor has the ability
to track time-varying parameters but there is a possibility of gain windup in the
absence of persistent excitation.

A particular technique of gain tuning, called bounded-gain-forgetting, is
developed to maintain the benefits of data forgewting while avoiding gain-windup. The
resulting estimator has both fast convergence and good noise sensitivity. The
computation and analysis of this estimator is reasonably simple.

In order to have good estimation performance, many implementation issues
have to be considered carefully, including

» choice of the bandwidth of the filter for generating (8.77)
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» choice of initial parameter and initial gain matrix
« choice of forgetting rate and gain bound
+ choice of excitation signals

Tradeoffs and judgement have to be used in making the above choices. The filter
bandwidth should be chosen to be larger than the plant bandwidth, so that the system
signals are abie to pass through. But it should be smalies than frequency range (usually
high frequency) of the noise. Of course, the initial parameter estimates should be
chosen to be as accurate as possible. The initial gain matrix should be chosen to
obtain the proper convergence speed and noise robusiness. The forgetting facior
should be chosen to be large enough so that parameter variation can be tracked
sufficiently accurately. However, it cannot be chosen too large lest the gain matrix is
too large or too oscillatory. The gain bound is chosen based on the knowledge of the
noise magnitude and the allowable level of estimated parameter oscillation, with larger
noise leading to smaller gain bound. The excitation signals should contain sufficient
spectrum lines to aliow parameter convergence, and their frequencies should be within
the bandwidth of the plant so as to be able to excite the plant. Note that, although
unknown parameters can be time-varying, the speed of the variation should be much
smaller than the plant bandwidth, otherwise the parameter dynamics should be
modeled.

8.8 Composite Adaptation

In the MRAC controllers developed in sections 8.2-8.4, the adaptation laws extract
information about the parameters from the tracking errors e. However, the tracking
ertor is not the only source of parameter information. The prediction error e also
contains parameter information, as reflected in the parameter estimation schemes of
section 8.7. This section examines whether the ditferent sources of parameter
information can be combined for parameter adaptation, and whether sech a combined
use of information sources can indeed improve the performance of the adaptive
controller,

These questions are answered positively by a new adaptation method, called
composite adaptation, which drives the parameter adaptation using both tracking error
and prediction error. As we shall see, such an adaptation scheme not only maintains
the global stability of the adaptive control system, but also leads to fast parameter
convergence and smaller tracking errors. Indeed, the fundamental feature of
compesite adaptation is its ability to achieve quick adaptation.
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[

Composile

! | Adaptation

Figure 8.26 : Composite adaptation: e - racking error ¢ - prediction error

In the following, we first describe the concept of composite adaptation using the
simple mass control example, and then extend the results to more general linear and
nonlingar systems.

COMPOSITE ADAPTATION FOR A MASS

Although the benefits of composite adaptation are most obvious in adaptive control
problems involving multiple parameters, its mechanism is most easily explained first
on the simple example of controlling a mass. Consider the system mX=u. A MRAC
controller has been designed in Example 8.1 for this system, with the control law
being

w=hv (8.117)
and the adaptation law being
m==yvs (8.118)

If, instead, a prediction-error based estimator is used to estimate the parameter m, then
the parameter update law is

i=—ywe, (8.119)

Note that while the adaptation law (§.118) is driven by the tracking error s, the
estimation law (8.119) is driven by ¢,.

In the so-called composite adaptive control, the control is the same as (8.117),
but the adaptation law is now a "combination” of the earlier adaptation law and the
prediction-error based estimation law
r?z:—P[vH— wel
Note that this adaptation law now is driven by both 5 and e . Also note that the gain
£(r) is provided by any of the gain update laws in section 8.7,

To show the stability of the resulting adaptive control systenn, let us still use the
Lyapunov function candidate
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vs.;_ (ms2+P~172]

This is essentially the same as the V in (8.7) except for the replacement of ¥ by P(r).
If P(7) is chosen to be a constant, the derivative of V is easily found to be
V=—hms? - wlin?

Note that the expression of V now contains a desirable additional quadratic {only
semi-negative) term in /2. Using a similar reasoning as that in Example 8.1, ore can
now show that both s =0 and ey —> G as 100,

If £ is time-varying and generated as in BGF estimator, i.¢., using equation
(8.104), we obtain

f’=—lm32—%w25ﬁ2——%l(t)f"!%2

This can also be shown to lead to 5 -0 and ¢ = 0 as ¢ —o° . Furthermore, if w is
persistently exciting, one can easily show that both s and i are exponentially
convergent (o zero, i.e., the adaptive controller has exponential convergence.

COMPOSITE ADAPTIVE CONTROL OF FIRST-ORDER SYSTEMS

The advantages of composite adaptation are most clearly seea in systems with more
than one unknown parameters. In such cases, the composite adaptation law allows
high adaptation gain to be used without getting the oscillatory behavior and slow
convergence observed for the tracking-error-based adaptation laws (see section 8.2).
Let us use the first-order system in section 8.2 to illustrate the performance features of
composite adaptive controllers,

Tracking-Error Based Adaptive Control
Using the MRAC controller in section 8.2, the control law is of the form

w=vla (8.120)
The parameter adaptation law is

ér-—sgn(kp)yve (8.121)
with

a=(a, al’ v=[r yIT
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Prediction-Error Based Estimation

The estimation methoads of section 8.7 can also be used to estimate 4, and a,. But
before doing this we have to parameterize the plant in terms of these parameters. By
adding a,,y to both sides of (8.20), we obytain

yHany=—(ap—a,)y+b,u
This leads to

a,—

=1
b

u (p+a,)y +

P P

Since the ideal controller parameters and the plant parameters are related by (8.24), we
obtain

¥y

+a
ar(p bm)y

"

H =

ayy

Multiplying both sides by 1/(p + a,,} , we then obtain

i
p+a,

i
pta,

— Y
=a,2 +a
rb?‘-’! ’

This can be compactly expressed in the linear parametrization form

H]'—’wa
with
i T ¥ ¥
U= a=\|a a w=|—
! p+ﬂ‘m [ r )’] [bm P"'am}

Therefore, we can straighiforwardly use the estimation algorithms of section 8.7 to
obtain the following estimation laws

é:—Pwe[ (8.122)
where e is the prediction error on x; .

Composite Adaptive Control

The composite adaptation laws can be easily constructed, from (8.121) and (8.122), as

a=-Plsgnb yveraiwe] - (8.123)
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The controller is the same as in (8.120).

To analyze the stability and convergence of the composite adaptive controfler,
one can still use the Lyapunov function in (8.29). If P is chosen to be constant, one has

Va—a,et-e?
One can easily show that e »0 and ¢) =0 as 1 o0,

If P is updated by the least-squares type algorithms, one can obtain similar
results. For example, if P is updated by (8.104), we can use the Lyapunov function
candidate

v=lie2+ 57P- 15
2
whose derivative is
V=-a,e? -%elz—%&{r)ﬁrl’“lﬁ

From this, we can infer asymptotic and exponential convergence results, similarly to
the previous mass-control case.

Simulation Results
Simulations are used to illustrate the behavior of the composite adaptive controller.
Exampie 8.19: Composite adaptive control of first-order systems

The same first-order system as in section 8.2 is used for composite adaptive control. Everything is
as in section 8.2, except that now the prediction error term is incorporated info the adaptation law.
For the case of +{#) = 4, the tracking and estimation results are shown in Figure 8.27. The results
for r(f) =4 sin3¢ are shown in Figure 8.28. It is seen the parameter and tracking results are both
smooth. One can further increase the adaptation gain to obtain smalfer tracking errors without
incurring much oscillation in the estimated parameters, O

The advantage of the composite adaptive controller essentially comes from the
smoothness of the results. This has significant implications en the adaptive control
performance. Due to the possibility of using high adaptation gain, we can obtain
smaller tracking error, faster parameter convergence without exciting high-frequency
unmodeled dynamics. In fact, simulations show that composite adaptive controllers
perfoim inuch better than standard adaptive controllers when unmodeled dynamics are
present.
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Figure 8.27 : Tracking performance and parameter estimation
(1) = 4, composite adaptation
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Figure 8.28 : Tracking performance and parameter estimation
H(#) = 4sin3¢ , composite adaptation

Interpretation of Composite Adaptation

To gain an inteitive interpretation of the composite adaptation law, let us for
simplicity choose P{¢) = yI. Using (8.123) and (8.89), the composite adaptation law
can be expressed as

G+ywiwa=—yvle (8.125)
Without the prediction term, we obtain the original MRAC adaptation law (8.28)
i =—7vTe (8.126)

Comparing (8.125) and (8.126), one notes that (8.126) represents an integrator while
(8.125) a time-varying low-pass filter. Both tend to attenuate the high-frequency
compenents in e, and thus parameters in both cases tend to be smoother than the
tracking errors. However, an integrator aiso attenuates low frequency components, as
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can be seen from its Bode plot. The stable filter in (8.125), on the other hand, has
much less attenuation on the low frequency components in ¢ (for example, if w is a
constant, (8.125) is a stable filter with a bandwidth of 'ywz)‘ Therefore, the parameter
search in the composite adaptation goes along an "average” or “filtered™ direction as
specified by the low frequency components in the tracking error e. This explains the
smoothness of the parameter estimates in composite adaptive control.

As shown in this section, the principle of composite adaptation is to combine a
tracking-error based adaptation faw and a prediction-error based parameter estimation
law. This idea can be straightforwardly extended to adaptive control in general. Note
that one must parameterize both the plant model and the controller using a common
set of parameters in order to be able to combine the two types of errors for adaptation.
In chapter 9, we shall discuss the application of this idea to the adaptive control of
robot manipulators, an important class of multi-input multi-output nenlinear systems.

8.9 Summary

Adaptive control is an appealing approach for controlling uncertain dynamic systems.
In principle, the systems can be uncertain in terms of its dynamic structure or its
parameters. So far, however, adaptive control can only deal with parameter-uncertain
systems,  Furthermore, existing adaptation methods generally require linear
parametrization of the control law or the systemn dynamics.

Systematic theories exist on how to design adaptive controllers for general
linear systems. If the full state is available, adaptive control design and
implementation is quite simple. If only output feedback is available, however,
adaptive control design is much meore involved because of the need w0 introduce
dynamics into the controller. Some classes of nonlinear systems can also be adaptively
conirolled,

In MRAC systems, the adaptation law extracts parameter information from the
tracking errors. In self-tuning controllers, the parameter estimator extracts information
from prediction errors. In a new technique called composite adaptive control, the
adaptation law extracts parameter information from both sources. This new adaptation
method leads to faster adaptation without incurring significant oscillation in the
estimated parameters, thus yielding improved performance,
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8.10 Notes and References

Analyses and discussions on the material of this chapter can be found, e.g., in the recent books
[Narendra and Annasswamy, 198%], which provides a systematic treatment of model-reference
adaptive control theory for linear systems, and [Astrdm and Wittenmark, 1989], which includes
extensive studies of self-tuning algorithms as well as discussions of adaptive control implementalion
issues. The basic formulation of a Lyapunov formalism for model-reference adaptive control is due
to [Parks, 1966]. Detailed discussions of discrete versions and setf-tuning control can be found in
[Goodwin and Sin, 1984). Passivity interpretations of wmodel reference adapiive controliers are
discussed in [Landau, 1979]. Detailed studies of robustress can be found, e.g., in [loannou and
Kokotovic, 1983, Anderson, ef af., 1986; Sastry and Bodson, 1989] and references therein.

The theoretical framework in section 8.4 is based on [Narendra and Annasswamy, 19891,
from which Lemmas 8.1 and 8.2 and Figures 8.14 and &.17 are adapted. Example 8.7 and Figure
8.18 are based on (Rohrs, et of , 19851,

The development of section 8.5 is adapted from [Slotine and Coetsee, 1986], which also
details “robusi” combinations with sliding cortrol terms. Extensions and applications 1o specific
classes of nonlinear MIMO systems (robot manipulators) are developed in {Slotine and Li, 1986,
1987], and will be further detaited in chapter 9. [Taylor, er af., 1988, 1989] study extensions to
general MIMO systemns under certain matching conditions, and most interestingly a singular
perturhaticn analysis of the effects of unmodeled dyramics. [Kanellakepoulos, er al., 1989] develop
adaptive nenlinear controllers under some less siringent, "extended” maiching conditions. (Sastry
and Isidori, 1989] consider output tracking under the two assumptions of uniformly exponentially
stable zero-dynamics and of global Lipschitzness of the regressor. [Bastin and Campion, 1989;
Pomet and Praly, 1989] study indirect approaches to adaptive control of nonlinear systems.

Discrete-time parameter estimation is extensively studied in [Ljung, 1987]. The development
of section 8.7 is adapted from [Li and Slotine, 1987]. Related discussions can be found in
[Middieton, ef al., 1988]). [Nicolo and Katende, 1982; Atkeson, ef af., 1985; Khoshla and Kanade,
1985] detail linear parametrizations for robot dynamics.

Our discussion of section 8.8 is based on [Slotine and Li, 1987d, 1989] (see also chapter 9).
A closely related approach is presented in [Narendra and Duarte, F988, 1989] using separate

controller and regressor parametrizations.

8.11 Exercises

8.1 Draw the block diagram for the adaptive mass control system in Example 8.1. Discuss the

intuitive reasonablenass of the adaptation law.
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8.2 Simulate the adaptive control system for the nonlinear first order plant in section 8.2, but with
the noniinearity being fy) = siny.

8.3  Simulate the adaptive control system for the secoad arder plant
p+b
y= _T.___ﬂ__
e+ apl Pt dn
with ap = 0.1, ap=- 4,bp =2

8.4 Consider a secand-order linear system with a constant unknown disturbaace 4. Compare the
structure of a P.LD. controfler with that of a P.D. controller with adaptive compensation of 4.

8.5  Carty out the detailed proof of tracking error convergence for general linear systems with
relative degree 1 (section 8.4.1).

8.6  Simulate the adaptive control system for the second order plant
= _.___.bp_-_..
P Aps P+ 8y,

with a,; = 0.1, 5= -4.b, =2 for two cases. In the first case, the output y and its derivative y are
assumed f0 be available. In the secend case, only y is assumed 1o be available.

8.7 Forthe system
j:l = Sinx2 + Jf+1 EY)

4 .
0 X7 COSX, + O XpXpSinyy + o

*2
design an adaptive controller to track an arbitrary desired trajectory x4(1) . Assume that the state

ix, _rle is measured, that ,tdl{r),frd,(r),idl(r) are afl known, and that o, and ¢, are unknown
constants.

Write the full expression of the controller, as a function of the measured state [x, x2]TA
Check your design in simple simulations. (Hinr: First feedback linearize the system by differentiating
the first equation.}

8.8 Consider systems of the form

H
BYP LY Lo+ a (01 fix0 = u
i=l
where the state vector x ={y § ... 3*~ 7 is measured, the £, are known nonlinear functions of
the state and time, & and the g, are unknown constants (or very siowly varying "average”
coefficients), with 4 >0, and the time-varying quantities a,{f} are unknown but of known bounds




Sect. 8.11 Exercises 391
{possibly state-dependent or time-varying)
[a;, (0] = AL

Show that the ideas of chapter 7 and section 8.5 can be combined to yield a robust adaptive
controller. To do so, essentially replace s by s, =s5— ®sat{s/®) in the Lyapunov function of
section 8.3, Le., use

4
Vo= hsy? + (1,7 B2+ 318
i=1
For simplicity, you may first choose ¢ to be constant.

Show that, assuming that the noise level in the system is small, the boundary layer concept
leads to a natural choice of adaptation dead-zone (Hint; Choose the sliding control terms and the
boundary [ayer thickness 4 as if the constanr parameters a; were fnown, and note that 5, = 0 in the
boundary layer).

Ulustrate your desiga in simple simulations. (Adapted from {Slotine and Coetsee, 19861).

8.9 Forthe noniinear adaptive controlier of section 8.5, show that if 2 priorf bounds are known on
certain parameters, tracking convergence is preserved by temporarily stopping adaptation on a given
parameter estimate if the adaptation law would otherwise drive the estimate outside the known

bounds.

8.10 Discuss intuitively why parameter estimation can be easier on unstable systems than on
stable systerns.

3

811 Derive a composite adaptive controller for the nonlinear first-order plant in section 8.2,
Stmulate its behavior using different gains,



Chapter 9
Control of Multi-Input Physical Systems

As seen in the previous chapters, feedback contrel is well understood for large classes
of nonlinear systems with single inputs or uncoupled multiple inpuis. For general
multi-input nonlinear systems, however, feedback control and especially robustness
issues are still research topics, the urgency of which has been rendered more acute by
the recent development of machines with challenging nonlinear dynamicé, such as
robot manipulators, high-performance aircraft, or advanced underwater and space
vehicles.

In this chapter, we show that the new, richer control problems posed by
nonlinear systems may benefit from taking some distance from purely mathematical
approaches and having a closer look at the physics of the systems. The discussion
may be viewed as a renewed ermnphasis on the original motivation of Lyapunov theory,
which, as we saw in chapter 3, evolved from physical considerations.

In the following, we first motivate the approach by considering a specific
example, the trajectory control of robot manipulators. We then discuss generalizations
to other classes of controller design problems.

392
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9.1 Robotics as a Prototype

Robot manipulators are familiar examples of trajectory-controllable mechanical
systems. However, their nonlinear dynamics present a chatlenging control problem,
since traditional linear control approaches do not casily apply. For a while, the
difficulty was mitigated by the fact that manipulators were highly geared, thereby
strongly reducing the interactive dynamic effects between links (it can be easily shown
that, in geared manipulators, the nonlinear or time-varying dynamic effects are divided
either by the transmission ratio r or by r2, with typical values of » being about 100).
However, in recent years, as the need for achieving greater accuracy in tracking and
force control made designs evolve towards "cleaner" approaches, such as gear-free
direct-drive arms (featuring reduced friction and avoiding backlash altogether) or low-
reduction cable-driven mechanisms, explicit account of the nonlinear dynamic effects
became critical in order to exploit the full dynamic potential of the new high-
performance manipulator arms.

Consider, for instance, a planar, two-link, articulated manipulator (Figure 9.1),
whose position can be described by a 2-vector q of joint angles, and whose actuator
inputs consist of a 2-vector T of torques applied at the manipulator joints, The
dynamics of this simple manipulator is strongly nonlinear, and can be writien in the
general form

Hiq)q + Clq.q)q +gl@) =7 0.

where H{(q) is the 2x2 manipulator inertia matrix (which is symmetric positive
definite), C(q,q)q is a 2-vecior of centripetal and Coriolis torques (with C(q.q) a 2x2
matrix), and g(q) is the 2-vector of gravitational torques. The feedback control
problem for such a system is to compute the required actuator inputs to perform
desired tasks (e.g., follow a desired trajectory), given the measured systemn state,
namely the vector q of joint angles, and the vector § of joint velocities.

Note that the inertia matrix H depends on the joint position 4, consistently with
physical insight (for instance, as viewed from its "shoulder”, a stretched arm has a
larger inertia than a folded arm). The centripetal torques vary with the square of
individual joint velocities, while the Coriolis torques vary with the products of
velocities at two different joints,

Also, note that the kinetic energy of the manipulator is (similarly to 1/2 m v2
for a one degree-of-freedom system)

T:%(’]TH{q)(']
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vnknown lead

Figure 9.1 : An articulated two-link manipulator

This expression accounts for the positive definiteness of the inertia matrix H{q).
Indeed, the kinetic energy must be strictly positive for any joint position q and any
non-zero joint velocity 4. More precisely, in later developments, we shall use the fact
that H(q) is uniformiy positive definite, i.e., that there exists a constant o >0 such
that, for all positions q in the robot’s workspace,

Hig)2al

where I is the identity matrix, This property can be seen by noticing that, if there did
not exist such an ¢ > 0, then there would be a position q in the workspace where the
inertia matrix has a zero etgenvalue, because the workspace is a closed set; letting v,
be the eigenvector associated with this zero eigenvalue, the robot arm could move
with a unit velocity (v, /jlv ) but with zero kinetic energy, an impossibility. Thus,
H{q) is indeed uniformly positive definite.

9.1.1 Position Control

Let us assume that the manipulator of Figure 9.1 is in the horizontal plane (g(q) = 0},
and that the task is simply to move it to a given final position, as specified by a
constant vector q,4 of desired joint angles. It is physicaily clear (as already mentioned
in chapter 3) that a joint proportional-derivative (P.D.} controller, namely a feedback
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control law that selects each acwator input independently, based on the local
measurements of position errors EJ, = q;— 44 and joint velocities é),- j=12)

Y=~ ke~ kp; ©2)

will achieve the desived position control task. Indeed, the control law (9.2) , where kp y
and ij are strictly positive constants, is simply mimicking the effect of equipping
each of the manipulater’s joints with a passive mechanical device composed of a coil-
spring and a damper, and having the desired ¢,; as its rest position. The resulting
passive physical system would simply exhibit damped oscillations towards the rest

position q .

Yet, writing the system dynamics in the " f = m a " ({.e., Newtonian) form (9.1)
does not easily capture this simple fact. In order to formalize the above discussion, a
more appropriate approach is to rewrite the system’s dynamics in terms of energy
transfers (i.e., in a Hamiltonian form). We can write conservation of energy in the
form

1 d . T . T
- = H = . .
zm[q ql=q .7 (9.3)

where the lefi-hand side is the derivative of the manipulator’s kinetic energy, and the
right-hand side represents the power input from the actuators. Expression {9.3) does
not mean, of course, that the Coriolis and centripetal terms of (9.1) have disappeared,
but simply that they are now accounted for implicitly, since they stem from the time-
variation of the inertia matrix H. The stability and convergence proof for the P.D.
controller above can then be derived very simply. Let us actually take the control input
in a form slightly more general than (9.2), namely

T=—KPa—KDfl (9.4}

where Kp and Kp, are constant symimetric positive definite matrices (the vsual P.D.
contraller (9.2) corresponds to having Kp and K diagonai), and let us consider the
total mechanical energy V that would be associated with the system if control law
(9.4) were implemented using physical springs and dampers, namely

V =-[4"Hq+§TKpd ] (9.5)

2|

To analyze the closed-loop behavior of the controlled system, we shall use this virtual
mechanical energy V as our Lyapunov function, very similarly to what we chose for
the nonlinear mass-spring-damper systems of Chapter 3. The time-derivative of V can
be written, given (9.3), as
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V=47 (1+Kp§)

which, using conirol law (9.4}, simplifies as
Ve-§TKpq <0

Not surprisingly, we recognize V as the power dissipated by the virtual dampers. We
now only need to check that the system cannot get "stuck” at a slage where v equai 0
while q does rot equal q , or, to put it more techrically, invoke the invariant-set
theorem, Since V=0 implies that § =0, which in tumn implies that § = H-1K,q ,
one has that V {s identically 0 only if § equals 0. Therefore the system does converge
{0 the desired state, as the physical reasoning suggested.

Example 9.1 Let us illustrate the above result in & simple simulation. Consider the two-link
manipulator of Figure 9.1, whose dynamics can be written explicitly as

Hy Hip L) . ~kgy ~RQ i) 1y

Hy Hyp|ld hgy 0 I
where

H=a + 2aycosgy + 2asing

Hiy = Hy = ay + ayoosqy + agsin g,

Hy = a

h = aysing; — adyc0sq,
with

a =l +m .;“2 + 1+ mgfcez + mehz

a, = .", + met'cf,z

ay = mdy 1. cosd,

ay = m,dl sind,
In the simulation, we use
ay=1 &L=1 m,=2 §=30° {=.02 [ =05 [,=025 {,=00

The robot, initially at rest a (g=0,4,=0), is commanded a siep o
(g, =607 g, =907 . The comesponding transient positicn errors (translated in degrees, while
aff control computations and gains use radians) and control torques are plotied in Figure 9.2, with
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Kp=100L Kp = 20 Ky . We see that indeed the P.D. controller achieves position control afier

a stable transient. a
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Figure %.2a : Position ervors {in degrees) and control torques under P.D. conirol

9.1.2 Trajectory Control

We now consider the case when the manipulator is actuzlly required to follow a
desired trajectory, rather than merely reach a desired position, Note that a trajectory
control problem may arise even when the task is merely te move a load from its initial
position to a final desired position. This may be due to requirements on the maximum
time to complete the task, or may be necessary to avoid overshooting or otherwise
bumping into obstacles during the task. These needs in turn specify the required
"tracking" accuracy.

The simple P.D. controller above cannot be expecied to handle the dynamic
demands of trajectory tracking effectively. We consider first the use of feedback
linearization. We then discuss the extension of the robustness results of Chapter 7 to
this multi-input case. In section 9.2, we consider adaptive versions of the robust
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controiler, Note that the development is applicable to manipulators with an arbitrary
number of degrees of freedom, and having revolute or translational joints (or both}.

FEEDBACK LINEARIZATION

Given the simple structure of Equation (9.1), the derivation of a feedback linearizing
transformation is straightforward. Taking 1 of the form

© = H(@Q v+ Cq,4)§ + g@q) (9.6)
where v is the new control input, leads to
g=v

Expression (9.6} is known as the “"computed torque” in the robotics literature, Let us
define § = q - q; as the tracking error. Letting

v -2hG-A2F  (A>0)
then leads to the exponentially stable closed-loop dynamics
§+22§+22§ =0
This assumes, of course, that the dynamic model, used in (9.6), is exact.
ROBUST CONTROL

Consider now the derivation of a robust trajectory controller. In the multi-input case,
many possibilities are available to specify the analog of sliding condition (7.5). One
may require sliding conditions of the form

14

555;‘25_“;”;! ;>0
to be verified individually along each degree of freedom |, with 5; = 'éf+ A;§;,asin
section 7.4. One may also interpret 52 in (7.5) as the squared norm of the distance to
the surface s =0, and require in the multi-input case that

14

18T < = Ty 172 0
20,!55 n (s's) m=>0)

with, generalizing the single-input case (7.3), the vector s defined as,
s = G+ Ag 9.7

where A is a symmetric positive definite matrix, or more geperally a matrix such that
~ A is Hurwitz.
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While both of these approaches are reasonable, it seems plausible, given the
results of the previous section, that the design may be simpler using in the sliding
condition the generalized squared norm s” H's (obtained formally by replacing q by s
in the expression of the kinefic energy) rather than merely s? s. Indeed, in this second-
order system, we may interpret s of (9.7) as a “velocity error” term

S =§+Aq = q-4, 9.8}
where

('Ir = ('Id -AqQ
The “reference velocity" vector q, , is formed by shifting the desired velocities q
according to the position error q . It simply represents a notational manipulation which
allows one to translate energy-related properties (expressed in terms of the actual joint
velocity vector { )} into trajectory control properties {expressed in terms of the virtual
velocity error vector §). Similarly to the single-input case, the vector s conveys
information about boundedness and convergence of q and  , since the definition (9.8)
of s can also be viewed as a stable first-order differential equation in q , with s as an
input. Thus, assuming bounded initial conditions, showing the boundedness of s also

shows the boundedness of § and ﬁ and therefore of ¢ and { ; similarly, if s tends to 0
as r tends to infinity, so do the vectors § and § .

Qur previous discussion of energy conservation also needs to be formalized a
step further. In the presence of extemal gravity torques g(q) , energy conservation can
be written (generalizing (9.3) ) as

aTr—o=L9 1aTH
q' (-9 2dt[q Hql 9.9

Differentiating the right-hand side explicitly

T -p=4"TH{ + EqTHq

and expanding the term H § using the system dynamics (9.1), we conclude, after
simplification of the input terms (T — g) , that for all §

G (H-2C)§=0 (9.10)

This resuft suggests that the matrix H-20)is skew-symmetric — this is not quite a
direct consequence of (9.10), since the matrix itself depends on q . Actaally, while the
Coriolis and centripetal torque vector €{ and the joint velocity vector q are uniquely
defined physical quantities, this does not define uniquety the matrix €. However, as
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detailed below, with C defined component-wise by

"3 H oHy JH
c,‘_ﬁ Hy 4 LIV {9.11)
i k.. aqk z a ; }\

the matrix (l:l —2C) is indeed skew~symmetrfc, a fact which thus can be viewed as a
matrix expression of energy conservation.

Proof: Showing the above technical sesult (9.11) requires a more detailed Yook at the derivation
of the manipulator’s dynamic equations. The total kinetic energy of the manipulator is

7= 4" H@)g

while the potential (gravitational} energy G associated with the robot links is a funciion only of
the manipulator position q ,

G = Glq)
Thus, the systemn's Lagragian is

L=T-G=: ¢ Hig)§-Gg

I\JI'

Lagrange’s equations,

a9l _oL_

dag aq
then yield the dynamic equations of the manipulator, in the form

H{+big.q) +glq)=1 9.12)
where the gravitational torque vector g{q) is simply

G

sy = 3q

and the nx1 vecter b

b(q@):ﬂcr‘gi"

is the vector of Coriolis and centripetal torques.

Let us examine the vector b{q, q) more closely. First, we note that each compenent of b is a
quadratic function of the joint velocity components 4, . This can be seen by noting that the i
component of b is
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J=n J=nk=n
bia. §) = X H.d; - 5q —qq =2 Zh,,,k i (9.13)
=1 i j=1k=

where the coefficients &y are functions only of the joint positions, and verify
9y 19

w3 Ll 1dg A

We can write b; as the product of a 1xa row-vector ¢{q, §) and the velocity vector §

bi=¢q

Accordingly, the vector b{q. @) can be written as the product of a matrix C and the velocity
vector §,

big, §) = Cig. 4)4 (9.14)
where C is the matrix cbtained by stacking up the row vectors ¢; .

While the physical quantities b and § are uniquely defined, there are many choices of C
which can achieve the decomposition in (9.14). For example, a quadratic function

by =q2+ 241 + 3
can correspond to either
e =04y 4,+2¢;1
or
=lg +d g+l
MNow, by reindexing, we can rewrite &, in (9.13) as

o ﬂa " aH

'=‘EE ‘?;‘h

IS 34& 2E

](‘hq
EP I

and therefore, a particular choice of the matrix C is that given by (9.11)

Ila

"
. 1
C.._,_ — -
if 2#; Z an q[)}(

The zbove expression can also be written
N
dHy ¢ Hy

i l
= (— ——-——)G
z aqj dg; ¢



402 Control of Multi-Input Physical Systems Chap. 9

which shows that, with this particular definition of C, the matrix H-2C is indecd skew-
SYIMmMettic. 0

Note that, since H, and therefore H, are symmetric matrices, the skew-
symmetry of the matrix H-2C can also be written

H=C+CT

In practice, for manipulators with only a few degrees of freedom, this equality may be
sufficient to derive the proper form of C without explicitly using (3.11).

With this further formalization of energy conservation, we are now ready (o
address the robust trajectory control problem. Let us define

V(t)=%{sTHs] ©.15)
Differentiating
Vi =sT(H§-Hg,) + % sTHs

and substituting H4 from the system dynamics,

Hi = t-Ci—-g=t-C(s+4,)-¢
yields

Vo = sT(t-Hi, - Ci, - (9.16)
where the skew-symmetry of(I:I - 2C) has been used to eliminate the term 1/2 sTHs .

Similarly to the single-input case, let us now define the control input to be of
the form

T=T-k sgn(s)

where k sgn(s) is defined as the vector of components &; sgn(s;), and, similarly to the

FAN \ . . * -
term & in chapter 7, % is the control input vector which would make V equal 0 if the
dynamics were exactly known

=Ry, +Cq,+8

We then have

V= T [l@d, +Cladd, +8@F - D &lsl
1
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Given bounds on modeling errors H,C and g , where

A o A - A

H=H-H C=C-C g=g—p
we see that choosing the components k; of the vector k such that

k 2 (H@i, +C@dd, +E@)] +

(where the constants 1; are strictly positive) allows one to satisfy the sliding
condition

H
V- 3 s
i=1

As in the single-input case, the above sliding condition guarantees that the
surface s = 0 is reached in a finite time, and that once on the surface the trajectories
remain on the surface, and therefore tend to q /) exponentiaily. The control chattering
implied by the switching gains k can be eliminated by using smooth interpolations.

Example 9.2  Consider agzin the two-link manipulator of Example 9.1, The control law is now

A n v A o . f
T|_ Hiy Hiplldn . -hgy —hig +a))||q, _ k| sat(s, /0.05)

A y v A, .
Bl [Hu Hxnllda kg, 0 G| 1k sats,/0.05)

The robol parameters used in the simulation are the same as in Example 9.1. The controller
design assumnes a maximum uncertainty of 25 % on the mass properties of the system. The actual
parameter inaccuracy used in the simulations is 20% . We let A=201,1,=m,=0.1. The
ranges & =@, =0.05 of the interpolations are chosen so that the maximum value of each 4;/®;
is approximately equal to the diagonal values of Kp in Exampie 9.1

The robeot, initially at rest at {g, =0, g, = (), is commanded a desired trajectory
() = 30°(1 ~cos(2mi)) Glt) = 457 (1 —cos(2mi))

The corresponding position ermers and control torques are plotted in Figure 9.3. (|

9.2 Adaptive Robot Trajectory Control

In this section, we show that, as in the case of regulation using P.D. control, the
trajectory control problem can actuaily be addressed without any a priovi knowledge of
the system's mass properties, by developing adaptive versions of the robust controller
discussed above.
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Figure 9.3 : Tracking errors and control torques under sliding control

9.2.1 The Basic Algorithm

Given the desired trajectory q,{(s) (we shall assume that the desired position, velocity,
and acceleration are all bounded), and with some or all the manipulator paramesers
being unknown, the adaptive controller design problem is to derive a control law for
the actuator torques, and an estimation law for the unknown parameters, such that the
manipulator output q{f) closely tracks the desired trajectory. To this effect let us
define 3 = 3 —a as the parameter estimation error, with a being a constant vector of
unknown parameters describing the manipulator’s mass propertics, and a its estimate.
We now consider, instead of (9.11), the Lyapunov function candidate

V(I)=%[STHS+§TF"§]

(9.17)

where I' is a symmetric positive definite matrix. Differentiating, and using (5.16),

yields

Vi =slz—H{§, - Cq,-gy+alTr 13
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At this point, we exploit an additional physical property of the system, namely
that, given a proper definition of the unknown parameter vector a describing the
manipulator’s mass properties, the terms H(g} , Clq, q) , and g(q) , all depend fineariy
on a. This property, already mentioned in chapter 8, can be immediately verified on
the dynamics of the two-link manipulator in Example 9.1, and is obtained in general
by referring all mass properties to the individual joint axes. Thus, we can define a
known matrix ¥ = Y (q,4.4,.4,) such that

H(q)d, +Ca.®q, +g@=Y@wq.4,.4,)a
Taking the controt law to be
T=Yh-Kps (9.18)

which includes a "feedforward" term Y 4 (which is the same as the term % of the
robust controller) in addition to a simple P.D. term K s , leads to

Vi) =sTYa~sTKps + ATr-1g
Updating the parameter estimates a according to the correlation integrals

A=-TVTs (9.19)
then yields

Vin=-sTKps £ 0 (9.20)

This implies (as intuition suggesis, and as can be shown easily using Barbalat’s lernma
of section 4.3.2, as detailed below), that the output error converges to the surface s = 0
, which, given the filter-like definition (9.8) of s, in tum shows that § and § tend 1o 0
as r tends to infinity. Therefore, both global stability of the system (i.e., boundedness
of the vectors q, §, and 4), and convergence of the tracking error, are guaranteed by
the above adaptive controller.

Proof: Given the expression (9.20) of V, it suffices (o show that IV - 0 as ¢ = 99 in order o show
thats — Bast — oo

Va0 = s—0

Furthermore, since V is pasitive, Barbalat’s lemma indicates that ¥ does tend to zero if it is

uniformly continuous, and in particular if ¥ is bounded
Vibounded => Vo0 => 550

Since, given {9.20), one has V=-2s" Kp § , this shows that
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(s and § bounded) => V bounded => V30 => s-—8
Thus, we only have to show that s and § remain bounded.

Now since ¥20 and V<0, V remains bounded. Given the expression (9.17) of V, this
implies that both $ and @ are bounded. Furthermore, this in turn implies that g, §, and a are all
bounded. Noticing that the closed-loop dynamics can be written in the simple form

H$ + (C+Kp)s = Y 9.21)

this shows (since the uniform positive definiteness of H implies that H~! exises and is bounded)
that § is also bounded.

Thus, s ~ 0 as 7 — @2, which implies that both g and q tend to 0 as ¢ tends o infinity. 0

Note that this approach does not necessarily estimate the unknown parameters
exactly, but simply generates values that allow the desired task to be achieved.
Similarly to the discussion of section 87, "sufficient richness” conditions on the
desired trajectory indicate how demanding the desired trajectory should be for
tracking convergence to necessarily require parameter convergence. Also, of course,
the tracking error does not merely tend “asymptotically” to zero, but for all practical
purposes, converges within finite time constants determined for a given trajectory by
the values of the gain matrices A , Kp , and T, themselves limited by the presence of
high-frequency unmodeled dynamics and measurement noise.

While it may seem somewhat superfluous o keep estimating the parameter
vector a in order 1o drive the very same manipulator, the practical relevance of the
above approach is that the possibly large unknown loads that the manipulator may
carry caa also be direcily accounted for, stimply by considering the (securely) grasped
load as part of the last link. Actually, since the mass properties of the maniputator
itself do not change, one may adapt only on the mass properties of the load (which can
be described by at most 10 parameiers, namely load mass, three parameters describing
the position of the center of mass, and six independent parameters describing the
symmetric load inertia matrix),

Furthermore, by combining this section’s results with those of the previous
section, the approach can be easily extended to the case where only a few significant
pacameters have o be adapted upon (in order to swmplify the computations, for
instance), white the controller is robust to residual errors resulting froms inaccuracies
on the & priori estimates of the other parameters (as well as, perhaps, to bounded time-
varying additive disturbances such as stiction).
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Example 9.3 Ler us illustrate the basic properties of the adaptive controller on the two-fink
manipulator of Examples 9.1 and 9.2.

With A =201 {as in Example 9.2} and K, = 1001 {leading to the same P.D. gains as in
Examipte 9.1), the control law can be written

n A i A LA . .
Yl [Hir Hillda —hgy —hig +§) |4, 100 5,
=1a A " + A R -
| Hu Hnl4n ha 4 4| [1005;

where h and the ; are defined as before. Therefore, the components of the matrix Y can be
written explicitly as

Y1 = G4 Y12 = §9 Yo =0 Yor = Gyt + i
V3= (24, + §p)cosay - (24, + § 42 + 43 G12) sing,
Yig= (28, + 420808 + (§2d, + 31§12 + 428,2)008g;
Yo3 = §p cosqs + 4, 4, singy
Yo = Gy singy — 4§, cosqy

The adaplation law (9.19) uses the above expression of ¥, with T’ = diag[.03 05 .1 3).
The actual parameters used ia the simulation are the same as in Examples 9.1 and 9.2, leading to

a=1la a ¢ a4]T = (33 097 104 0617
Assumne again, as in Example 9.2, that the desired trajectory is
g4 = 307{1 —cos(2n0)) ) = 452 (1 —cos(2ns))

The corresponding tracking errors, control 1orques, and parameter estimates are plotted in Figure
9.4, starting without any & priori information { (0) =0 ). The actual parameters used in the
simulations are the same as in the earlier examples, We see that tracking convergence 1o errors of
less than 0.53° occurs within the first half-second.

Note that, in this example, the number of equivalent parameters is 4 while the number of
original physical inertial parameters is 6 (three parameters for each link, /¢, mass, center of
mass, moment of inertia). This means that there are fewer equivalent parameters than physical
parameters, and therefore the physical parameters cannot be determined from the equivalent
parameters. This does not cause any problems in control, because in computing controf inputs,
we actually use the equivalent parameters or their estimates.

Far comparison, Figure 9.5 shows the tracking emors and control torques using the P.D.
control term — K s alone, on the same desired trajectory. Note that since 3(0) =9, the adaptive
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Figure 9.4a : Tracking errors and control torques under adaptive control
control input and the P.D. control input are initially equal. 0

AN ALTERNATIVE ADAPTIVE TRAJECTORY CONTROLLER

The above tracking convergence proof is unchanged if the gain mairix Kp is
chosen to be time-varying, provided that Ky remains uniformly positive definite (so
that V— 0 stil implies that s — 0} and of bounded time-derivative (so that ¥ siill
is uniformly continuous). In the following, we show that an examination of the control
problem without uncertainty suggests a particular time-varying choice of Ky . We
then study how this choice transiates in the adaptive case, and how to incorporate it in
a modified adaptive controller,

The case of no parameter uncertainty

When there is no parameter uncertainty, there is no need for adaptation. The control
law (9.18) can still be used, with the unknown parameters a replaced by the known
parameters a. While the resulting controller is different from the computed torque
controller, it can also be shown to be exponentially convergent, and thus can be
viewed as an alternative 1o the computed torque controlier,

i
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Figure 9.4b : Parameter estimates under adaptive control

Specifically, let us choose

KD=7LH

where A is a strictly positive constant. This adjustment of Kp according to the
(positive definite) inertia matrix H is intuitively appealing, since it corresponds to
applying larger gains for joints of larger inertta. Let us consider the same function V
as before, i.e.,

v=LeTHs
2

Differentiation of V vields

V=-AsTHs=-2AV

This implies that V(r)=V(0}e”2l“ Furthermore, due to the uniform positive
definiteness of H,

Fa >0, (@/2) S| € Vi) = Vithe2M



410 Countrol of Multi-Input Physical Systems Chap. 9

60 30,
g 2
£ ag LA
= &
3 20 = 140
& 3
[ERITH = 040
2.0 -1.0
4.0 0%
6.0 L _30 L k L 1 L ]
00 05 10 15 20 Z5 30 G0 05 G Ls 20 25
time(sec) time(sec)
- XN ™ reg
i P
& &
& 2 s
B E
‘g =
a 8 o
sol
2200 1 1 1, 1 L 1 100 1 1 1 1 L i
00 05 10 LS 20 25 30 ¢0 a5 1g 15 20 25 30
time(sec) time{sec)

Figure 9.5 : Tracking ervors and control torques under P.D. control

This shows that s is exponentially convergent to zero with a rate &. Letting A=A 1
(where I is the identity matrix), this, in turn, implies the exponential convergence of
tracking errors § and § with the rate A.

It is interesting to note that, with this choice of Ky and A, the controi law can
be rewritten as

T=H[§,- 224 -22§1+Cq, +g

Thus, the control law is almost the same as a computed torque control law, except for
a minor difference in the second term. This control law is actually interesting in itself,
because it does not exactly cancel the robot dynamics, but it still guarantees
exponential tracking convergence at the same rae as an exact cancellation. This can
be attributed to the fact that it utilizes the inherent structure of the robot dynamics.

The adaptive case

Motivated by the choice of K;, used above in the absence of uncertainty, we might
be interested in using
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K= xﬁ (9.22)

in the adaptive case, whe}\'l uncertainty is present, However, there is a problem with
this choice: the matrix H may not be always positive definite in the course of
parameter adaptation. We now show that this problem can be simply handled using a
modification of the adaptation law.,

Considering again the Lyapunov-like function candidate {9.17), and choosing
Ky asin(9.22), we get

V=sT(fg, +Cq,+g-AAs]+3T-14
= sT[-AHs+ H(§, - As) + Cq, +§1 +3'T- 3

Thus, if we let Y, denote a modified Y matrix, defined by

H(G,-25)+ €4, +E=Y,(9. 4.9, ) 3 (9.23)
we obtaiit

i’:—lsTHs+§T[l"‘lé+Yms]
The adaptation law

A=-T Y, Ts (9.24)
then leads to

V=-AsTHs

Since H, the actual manipulator inertia matrix, is always uniformly positive definite,
the above expression guarantees global stability and global tracking convergence of
the adaptive control system. Note thai the conirol Jaw can be simply written as

1=Y,4 (9.25)

9.2.2 * Composite Adaptive Trajectory Control

In the previous section, the adaptation law extracts information about the parameters
from the joint tracking errors. However, the tracking errors are not the only source of
parameter information. As discussed in Example 8.10, prediction errors on the joint
torques also contain parameter information. Here we show that, as in section 8.8, the
different sources of parameter information be combined for parameter adaptation, and
can further improve the performance of the adaptive controller.
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COMPOSITE ADAPTATION

The key to extracting information from both the tracking errors s and prediction errors
€ i3 to create a parameter update law which is driven by both s and €. To this purpose,
while leaving the control law unchanged, we define, similarly to section 8.8, a
"composite adaptation law" of the form

é\(r)=—P(f){ Yls+WTR(De] (9.26)

where R{!) is a uniformly p.d. weighting matrix indicating how much attention the
adaptation [aw should pay to the parameter information in the prediction error, and the
adaptation gain P(t} is a uniformly p.d. gain matrix determined by the techniques to be
described below. The quantities Y, s are defined as before, while W and e are defined
in Example 8.10. In filtering the dynamics to avoid the joint acceleration (i.e., in
generating the matrix W), we can use a first-order filter, i.e.,

Wiq, @ = -ﬁ—[Y;(q, 4. ) 9.27)
P+ lf

with Y| defined by (8.83). We thus obtain a new ciass of adaptive controllers. Note
that the earlier adaptive controlier, which we shall refer (o as a tracking-error-based
(TEB) adaptive controlier, simply corresponds to

Viz0, R(n=0 PO=I"

For simplicity, in the following we take R(?) in (9.26) o be the unity matrix. To
generate the gain matrix P in (9.26), we may use the gain update techniques of various
parameter estimators section 8.7,

Let us also point out some results on persistency of excitation relevant to our
later discussion. If tracking errors q and § converge to zero, then the persistent
excitation of W, =W(q, . q;) implies the p.e. of W, as shown in chapter 8. Also, as
explained in section 8.7, the p.e. of W is itself gvaranteed by the p.e. and uniform
continuity of the matrix ¥, 4, which is defined by

Yig=Y @, 49499
GLOBAL ASYMPTOTIC AND EXPONENTIAL CONVERGENCE

In the following, we show the global asymptotic and exponential convergence of the
tracking errors and parameter errors for the adaptive controllers based on the
composite adaptation law (9.26), using a Lyapunov-like analysis.

The convergence analysis for the composite adaptive controllers based on
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various gain-update techniques will all rely on the folfowing scalar function’
V() =%[ sTHs+aTP-13 ] (9.28)

This is the same function as that used for the tracking-error-based (TEB) controller in
section 9.2.1, although we now allow P to be possibly time-varying. Specifically,
besides the case of a constant adaptation gain, we shall study the BGF exponentially
forgetting least-squares aigorithm of section 8.7.5.

The Constant Gain (CG) Composite Adaptive Controller

The constant gain composite adaptive controller uses a constant (symmetric, p.d.)
matrix P(#)=P,, in the adaptation law (9.26). With the same Lyapunov-like function as
in the TEB derivation, the composite adaptation law simply adds an extra term in the
expression of 1%

Vi) =-sTKps-a’ Wiwa (9.29)

This implies that V(#) < V(0 and, therefore, that s and & are upper bounded from the
construction of ¥, since H is uniformly p.d. and P, is p.d.. It is interesting to note that
the scalar function here is the same as that used in (9.28) for the tracking error-based
adaptive controller, while ifs derivative now contains an additional negative term
(~ele), indicating that V{¢#} will decrease as long as either the tracking error or the
prediction error is not zero. More precisely,

If the manipulator’'s desired joint trajectories are bounded, then the tracking
errors § and f]’ and the prediction errors ¢ in the CG composite adaptive
controller alt globally converge to zero, and the parameter error A remains
bounded. If, in addition, the trajectories are persistently exciting and uniformly
continuous, the estimated parameters asympiotically converge to the true
parameters.

Proof: The boundedness of s and A has already been pointed out. The boundedness of § and
§ follows from the boundedness of . We now prove the convergence of the tracking error
measure $ and prediction error e by showing the convergence of ¥/ 10 zero for bounded desired

trajectories.
Let us first show the boundedness of V(5
V=-2sTKps-2eTé

since this in twm guarantees the uniform continuity of V(). The boundedness of g, ii', fig. 44 and
ijy implies that of q, §. . and §, . Examination of the terms in ¥{(q,4. §,. §,) and Ciq.§) reveals
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that they are all bounded, reflecting the physical fact that, for a mechanical manipulator, bounded
motion quantities cannot correspond to unbounded forces. Given the closed-loop dynamics
(9.21),

s=HYa-(K,+C)s) (9.30)
and the upper boundedness of H =1, § is bounded. This also implies that § is bounded.
From {9.28), we have

e=Wa+ Wi
The second term in the right-hand side is bounded because W, Y, & and s are all bounded. Note
that the boundedness of q, 4 and § implies the borndedness of the torque 1 and that of the matrix
Y. Based on the facts that the filter in (9.27) is exponentially stable and strictly proper, and that

Y| is bounded, one can easily show the boundedness of W. This in tum guarantees the
boundedness of &.

The boundedness of s, e, & and § implies the boundedness of (s, Straightforward application
of Corollary 2.1 then leads w0 f/(r)—pﬂ as ¢ — o, Therefore, both the tracking error 5 and the
prediction ervor e asymptotically converge to zeto. The convergence of 5 1o zero in turn
guaraniees the convergence of § and § to zero.

If W, is persistently exciting, then W is also p.e. The convergence of the estimated
parameters to the true parameters can then be shown easily by noting that the adaptation law

i=-P,WWi-P,¥'s 9.31)
represents an exponentially stable dynamics with convergent input ¥7 5. Ci

It is interesting to note that composite adaptive conirel guarantees the
convergence o zero of both tracking error and prediction error, while direct adaptive
control only guarantees that of the tracking error. This is a reflection of the fact that
composite adaptation explicitly pays atteation to both tracking ermor and prediction
erTor.

As in section 8.8, the effect of the compostte adaptation law can be given a
simple intuitive interpretation. Assume for simplicity that P()=yl. The TEB
adaptation law (with T" = P(#)) has a gradient-like nature, because it can be written as

a1

ie
"33

$

This gradient nature accounts for the poor parameter convergence when large
adaptation gain is used. By contrast, using (9.28), one can rewrite the composite

A
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adaptation law as
a0+yWTWa = —yYTs

This means that the parameters errors are now a filtered version of the gradient
direction, with the filter being time-varying. Thus, the parameter search in the
compaosite adaptation goes along a filtered, or averaged, direction. This indicates that
parameter and tracking error convergence in composite adaptive control can be
smoother and faster than in TEB adaptive control.

The Bounded-Gain-Forgetting (BGF) Composite Adaptive Controller

The composite adaptive controller with P in (9.26) determined by a BGF update is
called the BGF composite adaptive controller. Recall from chapter 8 that the BGF
update uses an exponentially forgetting least-squares gain update

(% Pl =—MHP -1+ WIW (9.32)

with the following variable forgetting factor
MO=A, (L=UP|I/k,) (9.33)

where k, and A, are two positive constants specifying the upper bound of the gain
matrix norm and the maximum forgetting rate. This gain update guarantees that
Vitz0,M)20,and P(N< &I for any signal W, and 3 A 20, V20, MDA if
Wispe..

For convenience of exponential convergence analysis, we shalt use the
alternative adaptive trajectory controller described at the end of section 9.2.1

The BGF composite adaptive controller has globally convergent tracking errors
q and G and prediction error e if the desired trajectories are bounded.
Furthermore, Iif the desired trajectories are persistently exciting and uniformly
continuous, the parameter estimation ervors and tracking errors are globally
exponentially convergent 10 zero.

Proof: For the BGF adaptive controller, defined by (9.24), (9.23), (9.32) (with Y, defined by
{9.23) ), one has

Vn=-AsTHs -y aT P13 - aTWIW3 <0 (9.34)

The convergence of §. ﬁ and € can be shown as before, Note that, additionally, the convergence
of (£} 1o zero leads to that of MNATP =13 .
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As pointed out in section 8.7, P(<sk I, and the persistent excitation of Wj; (and
consequently, that of W) guarantees that h(¢) 2 & > 0. These impty

MoaTPlaz a aTa/k, (9.35)

Therefore the convergence of Af}AT P 5 to zero implies that of a. In fact, we can more
precisely show the exporendial convergence of the tracking and estimation errors. Indeed, let y,
be the strictly positive constant defined by y,=min(2A, &) . In view of {9.31), we can write

V(O +v, Vi) < 0

Therefore, ¥(£) < V(0) &~ %! . This, in tum, implies the exponential convergence of s and 3 (0
zero. The expenential convergence of § and § 10 zere follows as a result of exponential
convergence of . o

As in section 8.8, the composite adaptive controller can be shown to allow the
adaptation gain to be increased much higher than in tracking-error-based adaptation,
yielding faster parameter convergence and better tracking accuracy , and to enjoy
enhanced robustness to unmodeled dynamics.

' 9.3 Putting Physics in Control

In this section, we consider extensions of the earlier discussion to larger classes of
systems and control problems.

9.3.1 High-Frequency Unmodeled Dynamics

As we saw in chapter 7, it is usually appropriate in centrol design to distinguish
between structured and unstructured modeling uncertainties. Structured uncertainties
correspond to inaccuracies in the parameters of the model (e.g.. the effects of
unknown loads on the rigid-body dynamics of a manipulator), or to additive
disturbances (e.g., stiction), while unstructured uncertainties reflect errors on the
system order, {.¢., unmodeled dynamics. If modeling is adequate, the unmodeled
dynamics (such as structural resonant modes, actuator dynamics, or sampling effects)
are of "high frequency”. One can then define contrel "bandwidth” as the frequency
content of the control input, and design the control law so that its bandwidth is lower
than the frequency range of the unmodeled dynamics. Thus, setting the control
bandwidth can be thought of as a matter of consistency: while the role of feedback is
to reduce the effects of siructured uncertainties on performance, it is limited by the
requirement that the frequency content of the control signal does not spill over into
that ef the unstructured uncertainties.
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The discussion of the previous sections, however, which invelves seeing some
components of our computer-generated control law as mimicking actual physical
systems, can be extended to improve performance beyond the classical bandwidth
limitation. This is achieved, in a sense, by putting some implicit structure in part of the
unmodeled dynamics. Consider again the earlier position control problem, but assume
now that the links present some structural flexibility (as real links do). The bandwidth
of the P.D. controller (i.e., the corresponding upper bounds on the gains &p; and kp,)
should rot be limited by the frequency range of the structurai modes: were the links
very flexible and poorly damped, equipping each joint with a passive spring-damper
could not destabilize the system. Conversely, the control bandwidth is limited by how
well the P.D. control terms do succeed at mimicking the virtual spring-damper
systems, namely by the frequency ranges of actuator dynamics and sampling
limitations (whichever imposes the lowest bound), i.e., by the other unmodeled
dynamics. It is also limited by measurement noise, yet one can easily see that large
classes of measurement noise {in particular, for zero-mean noise uncorrelated with the
actual system state} do not modify the analysis — inputting white noise in a passive
system, for instance, does not affect stability. These effects can be easily verified
experimentally.

The above discussion can be generalized. Assume that the effective limit on
bandwidth (i.e., the lowest bound imposed by the unmodeled dynamics) is due to a
passive element of the actual system dynamics, such as €.g., structural resonant modes
or aero-elastic effects. Then components of the control law which, when combined
with that passive element, mimick new passive physical dynamics, can be tuned
separately from the rest of the controller by disregarding the limit on bandwidth
imposed by the passive element (see Exercise 9.6). Furthermore, the rest of the control
law may then be tuned less conservatively by exploiting the presumably better
behaved (e.g., better damped) behavior of the new "unmodeled dynamics"” created by
the previous combination.

The implications in terms of numerical implementation are obvious. To avoid
that the timit on bandwidth be computational, the P.D.-like terms may be calculated at
a faster sampling rate, or may be imtplemented using analog circuitry. Accordingly,
the actual implementation may involve multiple time-scales, with the P.D.-like terms
compuied the most often, the feedforward terms computed at a slower rate, and the
parameter update performed at a yet slower sampling rate.
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9.3.2 Conservative and Dissipative Dynamics

In the robotic example, we dealt with a conservative physical system, subjected to
external inputs such as control torques, gravity, or disturbances. Dissipative terms,
such as friction, also represent additive inputs, and thus may be accounted for in a
fashion similar to the adaptive compensation of the gravity torque g . However, it is
potentially more effective to exploit the known dissipative character of these terms,
rather than treat them as simple perturbations. Assume, for instance, that a viscous
friction torque vector D § is present at the manipulator joints (with D a positive
definite matrix). Such a term, of course, does not affect the stability of position
control aigorithms, since it only introduces additional damping. Let us now consider
trajectory control problems. Considering the friction term as an additive disturbance
Dq = Yp(q) ap. where ap, is a vector of possibly unknown friction coefficients, one
can use the control law

T=Ya+ Yp{ay - Kps
and augment the adaptation Taw in 4 with one in QD
s"iD =-Tp Yp/(@ s
[eading to
V=- STKDS

as before. If instead we choose to explicitly account for the dissipative character of
friction, notice that D§ = Dq, + Ds , and use the control law

T = Ya + Ypd,)ap - Kps

and, accordingly, the madified adaptation law in ?AD
E';‘D =-Tp YpN(q,) s

we now obtain
V=-sT(Kp+D)s

Thas, the second approach is equivalent to "increasing” Ky, by the positive definite
matrix D. However, this is achieved using the desired velocity 4, rather than the
actual velocity q , and therefore insensitively 1o the measurement noise on the velocity
signals, so that one can typically tune the "effective” K, at values higher than those
obtained by increasing Kp, directly. Here again, the explicit account of the dissipative
nature of friction allows us in effect to increase the system’s bandwidth beyond its

4
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classical limit,

A similar procedure can be used in the case of Coulomb friction. Assume that
we compensate for Coulomb friction D, sgn[q] (where D, is a diagonal positive semi-
Jq\f:finile matrix, and the sign function sgn is understood component-wise) using a term
D_sgnlq,] . rather than the obvious D, sgnlq] . Similarly to the case of viscous
friction, one can easily show that this procedure adds a negative semi-definite term to
V. Indeed, the extra term appearing in V can be written

~sT D, (sgn(q, )~ sgn(@) ) = = X 5; D (sen4d;) ~ 580(G,;))
i=t

where the terms D, 2 ( are the diagonal elements of the Coulomb friction matrix D,..
Noticing that sums of the form (sgn(g;) - sgn((}rf }) are either zero or of the same
sign as sgn(g; — g,;) . i.e., a3 sgn{s;), we see that, indeed, this Coulomb friction
compensation procedure adds a negative semi-definite term to V. Furthermore, using
sgn(q,] rather than sgn[q] in the control and adaptation laws avoids the use of
velocity measurements for friction compensation, and thus alleviates problems of
inaccurate friction models at zero velocity.

This explicit distinction between dissipative and non-dissipative inputs is
particularly relevant in cases where major components of the dynamics are involved.
For instance, standard "square-law" models of hydrodynamic drag on a rigid body
involve forceftorque vectors of the form D{q) q , with D{(q) a symmetric positive
definite matrix, and therefore are similar in structure to the previous example, with
now the matrix D) itself varying with the velocity vector § .

9.3.3 Robotics as a Metaphor

Assuming that the full system state can be measured or estimated, conceptual
extensions bevond mechanical systems can be derived: physical systems verify
energy conservation equations of the form

%[Stored Energy | = [ External Power Input ] + [ Internal Power Generation)

of which (9.9) is & particular instance. The exiernal power input term can be written
y7u, where u is the input vector ("effort” or "flow"in the vocabulary of physical
system modeling techniques, such as bond-graphs) and y is the output vector {flow or
effort). By properly defining which of the physical inputs are "internal”, we can
always assume that the full vector u can be used for control purposes. Furthermore, we
are not necessarily limited to dissipative or passive systems (i.e., such that their
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internal power generation be negative or zero}, as long as the internal power generated
can be compensated for by the external power input, i.e., by a proper choice of u (as in
the case of gravitational forces in the robotic example). The major step is then to
design a feedback controller structure (equation {9.18) in the robotic example) that
translates the energy conservation equation in terms of a mapping between parametric
uncertainty and a vector s=y —y, {rather than between u and y), such that s=10
represent an exponentially stable differential equation in the tracking emor — this
implies, predictably, that the number of components of s (and, accordingly, the
number of independent variables to be tracked) must be equal to {or smaller than) the
dimension of the control input vector w. Furthermore, while an explicit linear
parametrization of the dynamics is a key element in adaptive controller designs,
bounds on the parametric uncertainty (which, in the robotic example, would
comrespond to bounds on the components of the vector Y @ and on disturbances) may
be suffictent for simple robust designs, as seen in section 9.1.2.

Example 9.4: Passivity Interpretation of Adaptive Manipulator Control

The above discussion can be conveniently formalized in terms of the creation of passive
mappings by means of feedback loops and adaptation loops. Consider again the adaptive
manipulator controller of section 9.1.3. Conservation of energy

1d oray s .
el Hql=4¢" (T—
4 Hal=q"(t-9
implies that the mapping T - g — q is passive. Taking the control law 10 be
t=Y4- Kps

transforms this open-loop passive mapping, between external input T — g and velacity q , inio
closed-loop dissipative mapping between parametric uncertainty Y & and the "reference velocity
error” vector s = 4 — §,. . Indeed, our choice of control law yields

%‘%[STHS]=STY§-STKDS
Furthermore, using the adaptation law
A=-r¥Ts
then corresponds to inserting a passive feedback block between s and — Y A (Figure 9.6), since

%%[STI‘“E]:-ST Y

The passivity of the adaptation law can also be shown directly by noticing that the integrator

_,L
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closed-loop manipulator dynamics

H§+(C+KD]3 = Y3 —

adaptalion

d=-rvyTs

Figure 9.6 : Passivity interpretation of the adaptive robot controller

structure
A
F=a=-TYs

implies that the mapping — YTs — i is passive, and therefore that the mapping s — — Y & is also
passive. This also means thac the integrator in the adaptation law can he replaced by any
operator which preserves the passivity of the mapping - Y's — 3,

For instance, the integrator, l/p in the frequency domain, can be replaced by any passive
transfer function of the form A(p)jp (note that the factor lfp has to be preserved explicitly.
because the convergence proof exploits the equality =2 ). It can be replaced by any passive
linear MIMO mapping between — ¥Ts and @. It car also be replaced by any passive ronlinear
mapping between — Y75 and & ; an example of perforinance enhancement using such a mapping
is the “composite” adaptive manipulator controller of section 9.2.2,

We thus see that the passivity intespretation can allow for considerable design flexibility, [

The adaptive manipulator control approach described above can be
straightforwardly extended to the rigid dynamics of spacecraft, as shown in the next
section. Similar concepts can apply fo the nonlinear dynamics of high-performance
aircraft.  Furthermore, besides basic forms of energy conservation, the scalar
summarizing property actually exploited for control system design may depend on the
problem considered. In wnderwater vehicle dynamics, for instance, conservative
effects such as added-mass can be directly accounted for by using the fluid’s velocity
potential flow, In systems with implicit interaction ports, available energy (in the case
of interactions with quasi-ideal sources of temperature, pressure, or chemical
potential) may be most suitable.
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9.4 Spacecraft Control

Robotic spacecraft potentially represent a safe and economical alternative or
complement to man in the construction, maintenance, and operation of the space
structures to be deployed in the next decade. They present, however, specific and
difficult control problems, largely due to their nonlinear dynamics. Furthermore,
while spacecraft can potentially be expected to easily handie objects of masses and
sizes comparable to or larger than their own (as, e.g., in releasing a payload from an
orbiter, retrieving a satellite, performing docking or construction operations, or
perhaps even throwing large loads accurately between robotic spacecraft), thanks to
weightlessness, such tasks involve by nature large dynamic uncertainties, and
therefore are likely to require effective adaptive capabilities. This section discusses
the accurate attitude tracking control of rigid spacecraft handling large loads of
unknown mass properties. The method is parallel to that of the robot manipulator case,
and presents similar advantages over techniques based on inverse dynamics, in terms
of simplicity, easier approach to robustness issues, and adaptive capabilities,

9.4.1 The Spacecraft Model

We consider the attitude control of a spacecraft driven by reaction wheels. In practice,
the spacecraft may also be equipped with gas-jet systems (used e.g., to control
translational motion of the system, io compensate for non-zerc translational
mementum imparted by the loads, or to desaturate the reaction wheels), the control of
which shall be commented upon later.

The spacecraft is treated as a rigid body whose attitude can be described by two
sets of equations, narnely, dinemaric equations, which relate the time derivatives of the
angelar position coordinates to the angular velocity vector, and dyramic equations,
which describe the evolution of the angular velocity vector. The development can be
directly applied to the case of a spacecraft having rigidly secured a (possibly) large
load of unknown mass properties. The results are also directly applicable to a
spacecraft having itself inadequately known mass properties, due to, e.g.,
reconfiguration, fuel variations in the gas-jet systems, thermal deformation, and so on.

DYNAMIC EQUATIONS

Let us first define the reference frames in which our attitude control problem shall be
described. We assume that the control torques are applied through a set of three
reaction wheels along orthogonal axes (Figure 9.7). Based on these axes, we define an
arbitrary orthonormaj reference frame linked to the spacecraft, which we shall refer 10
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as the spacecraft frame. The origin of this frame is not necessarily the center of mass
of the system, nor are the axes necessarily the principal axes of the spacecraft. We also
assume that an arbitrary inertial frame has been defined, with respect to either fixed
stars or to a reference that can be considered inertial for the duration of the attitude
maneuver (¢.g., a space station),

spacecraft frame

inertial frame

Figure 9.7 : Spacecraft attitude control using reaction wheels

Let w denote the angular velocity vector of the spacecraft, expressed in the
spacecraft frame. The equations describing the evofution of @ in time may be written
as

Hb=pxw+1
The “inertia" matrix H is symmetric positive definite, and can be written
H = HO- HA

where HY is the to5al (spacecrafi with reaction wheels) central inertia matrix, HA is the
(diagonal) matrix of axial wheels’ inertias, and p is the total spacecraft angular
momentum, all expressed in spacecraft coordinates. Note that since T is the torque
vector applied 10 the spacecraft by the reaction wheels, — 1 is the vector of control
torques actually applied by the reaction wheels motors. The x operator denotes the
vector product operation. The notation [v %] will refer to the skew-symmetric matrix
defining the vector product by a vector v
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0 - 1’3 'Ir’2
[v X} = 1’3 0 -V
) l’l 0
KINEMATIC EQUATIONS

The angular position of the body may be described in various ways. For example, one
can consider the so—called Gibbs vector

E=tan(p/2) e

which derives from a quaternion parametrization. The vector £ represents the result of
a virtual rotation of p radians about a virtual vnit axis ¢, with reference to the inertial
reference frame. In that case, one can write

E=Z® o
where
1
Z[E] =5 M+ 8T +Ex)
and T is the 3 x 3 identity matrix, This description is valid for ~x < p < n. Using this
representation, the momentum p can be expressed as a function of § by noting that
p=CEp! (9.36)

where p"' is the (canstant) inertial angular momentum, and the matrix C(E) represents
the coordinate transformation from the inertial frame to the spacecraft frame:

CE =21+ T I+ 8T —Ex ) -1
Note that C~l(€)y = CT(£) = C(- &) .

Alternatively, the attitude of the body may be described using the classical
Euler angle representation, consisting of consecutive angular clockwise rotations of
angles ¢, 8, and wy (roll, pitch, and yaw), that would bring the inertial frame in
alignment with the spacecraft frame. In that case, one has

y=M(y o
where = (0,8,y)7, and
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1 sind¢tan® cosdtan O
My = | o cos ¢ ~sin ¢
0 singsec® cosdsecd

This description is valid in the region -n/2 <0 < #/2 (other represeniations use 4
"Euler parameters” to avoid such singularities). When using this second
represeniation, one can write for p an expression similar o (9.36), namely

p =Ry p’

where R(y) represents the coordinate transformation matrix from the inertial frame to
spacecraft coordinates:

cosWcos®  cosysinBsind—sinwceos®  cosysinBcos§ +sinysing
RiY)y= | sinycos® sinysinOsind+cosyeosd  sinysinBeosd~cossing

- iKY cos Y sin B €O5 Y co5

In summary, the equations describing the attitude of a spacecraft may be written
in the synthetic form

HO=pxw+T
9.37)
x=Jx)w

where, depending on the representation used for the kinemalic equations, the vector x
is either the attitude vector ¥, or the Gibbs vector £ , with R(y) = C(€) . Accordingly,
the matrix J represents either the matrix M or the matrix Z.

Note that controt-moment-gyroscopes (CMGs) may be used in place of reaction
wheels while keeping a similar formalism. Instead of controlling angular momentum
by varying the angular speeds of rotors of constant orientation, as in the case of
reaction wheels, CMGs obtain the same effect by using simple or double gimbal
mechanisms to vary the orientation of constant-speed rotors. In this case, however, the
potential singularities of the gimbals have 10 be accounted for explicitly.

9.4.2 Attitude Control

CHOICE OF STATES

Consider the system described by (9.37), and choose as staie-space coordinates the
componenis of the vectors x and x. This choice is well-defined, since the matrix J
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remains invertible in the domain of validity of the kinematic representation. By
differentiating the expression of X, the equations of motion can be written as

H'&¥+ C'x )k =F

with
t=JIF
H*(x) = J-TH(x)J"! (9.38)
C'(x%)=-JTHI I - JT[p x)J-! (9.39)

Note that it can be easily shown that one has the simple expression
Jlpo= 20 +xT 1 -xx] (9.40)

As in the robotic case, two properties of the above dynamics are exploited in the
adaptive controller design. First, the matrix (H* — 2C”) is skew-symmetric (a property
which can be interpreted as reflecting conservation of energy). Indeed, using
expressions (9.38) and (9.39), we have

R -2C* = %{J‘TJ HJ'-JTH %(J—') +2 J7(p x1J!

which, given the skew-symmetry of the matrix [p x] , implies the skew-symmetry of
(H*~2C" . Second, the dynamics is finear in terms of a properly defined constant
parameter vector a. While many such parametrizations are possible, we choose a to
consist of the 6 independent components of the symmetric central inertia matrix H,
and of the 3 components of the constant inertial angular momentum p/. Given
expressions (9.38) and (9.39) and the relation (9.37), the matrices H*and C* are
indeed linear in the constant parameter vector a.

Based on the above dynamic formulation, it is now straightforward to derive,
for spacecraft control, results similar to those obtained in the case of robot
manipufators. This is not surprising, since we are dealing in both cases with
trajectory-controtlable Hamiltonian systems.  Specifically, we first show the
effectiveness of a simple proportional-derivative (P.D.) control for regulation
applications. We then derive a globally convergent adaptive controller for fast attitude
tracking applications, similar to the adaptive robot manipulator controiler. We assume
that the system’s state vector, namely X and X, is available (or computable) from
measurements.
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ATTITUDE REGULATION

We first show that a simple P.D.-like conirol law yields stable position control (i.e.,
given a constant Xz , has X converge to X }, using essentially the same proof as in the
robot manipulater case.

Consider a simple P.D. control law in F, of the form
1=JTF = - J [KpX+Kp%] (9.41)

Physicaily, this control law is actually mimicking the effect of a passive mechanical
system composed of springs and dampers. This remark can be formalized by taking as
a Lyapunov function candidate

Vi) = % (T H %+ ¥TKpR )

Intvitively, V() can be interpreted as the sum of the pseudo “kinetic energy”
172 xT H* & and of the “potential energy” 1/2 iTKP'x' associated with the virtual spring
torques. Given the skew-symmetry of the matrix (H* - 2 C*), the time-derivative of
V(£ can be written as

V, =37 (F+KpX)
which, using the P.D. control law (9.41), simplifies as
Vit =-xTKpk 0

Not surprisingly, we recognize 'J', (#) as the power dissipated by the virtual dampers.
We now only need to check that the system cannot get "stuck” at a stage where lr’l
equals ¢ while x does not equal x4 , or, to put it more technically, invoke the invariant-
set theorem,  Since ffl =0 implies that x =0, which in twmn implies that
X =(H" )1 Kp¥%, one has that V, =0 only if ¥ =0 (note that, given the Lyapunov
derivation, x is bounded as long as x is bounded, so that the singularity of the Gibbs-
vector kinematic representation is not reached, and therefore H and H* ~1 exist).
Thus, the system does converge to the desired state, as the physical reasoning
suggested.

Note that the position convergence of this very simple controller does not
require a priori knowledge of the system’s mass properties, although, of course, for a
given set of gains, its transient performance does depend on the actual mass properties
of the spacecraft. Similarly, the proof extends to the case when the spacecraft is
equipped with flexible appendages {such as solar panels or large antennas) because
such structures are themselves mechanically passive systems, although the transient
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performance depends on the natural damping of the appendages.
ADAPTIVE ATTITUDE TRACKING

The adaptive control problem applies te more demanding, fast attitude tracking
applications, It consists in generating a conerol law to be applied by the reaction
wheels, and a parameter vector esfimation law, such that the tracking ermror
asymptotically converge to zero, i.e., such that the actual auitude vector x(f) "catch
up" with the desired attitude trajectory X (). Although it yields a much higher
performance controller than the simple P.D. approach described above, the adaptive
controtler also avoids any required a priori knowledge of the system’s ntass
properties.

. . »r M .
We assume that the desired x4, X7, and X; are all bounded. Let a be the (time-
varying) parameter vector estimate, a = a—a be the parameter estimation error, and
X = x — x4 be the tracking error. Consider the Lyapunov-fike function

Vi) = % [sTH's + 3T~

with the vector 5, a measure of tracking error, defined as
$=% + A% (9.42)

where } is a strictly positive constant, We shall write (9.42) as

s=X—-%,

where
X, =ky—AX (9.43)

As in the robotic case, the "reference velocity” vector 5(,. is formed by shifting the
desired velocity X; according to the position error X. Intuitively, the first term in the
Lyapunov function candidate V(r} is obtained by replacing the actual velocity X by the
"reference velocity error’ s in the expression of the pseudo “kinetic energy”
172 %TH*x ; the second term in V(7) represents a quadratic measure of parameter
estimation error,

Differentiating V(¢), and vsing the skew-symmetry of the matrix (I:l* -2CH,
feads 1o

V() = sT(F-H'%, - C*%, )+ &7 0%

Taking the control [aw to be
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ok, Aw ol
F=H (x)}X,+C (x,x}x, - Kps {9.44)
where K, is a symmetric positive definite matrix, yields
V(e =sT( "%, + C*%, ~ Kps) + 37013

where
A

i=f-u T=0-c
The linear parametrization of the dynamics allows us to define a known matrix
Y*(x,%,%, , ¥, ) such that

H )R, + C o0k, = Y &%, , %, ) 8
s0 that
V() = - sTKps + AT T~1 G+Y* 7]

Note that, given definition (9.24) of the reference velocity vector X, , the computation
of the matrix Y*(x,%,X,, ¥, ) only requires x and % to be measured. Choosing the
adaptation taw as

a=-T(Y")Vs
yields
V) =~sTKps < 0 (9.45)

This shows, using the uniform continuity of V as in the robotic case, that V — 0 as
t— oo, which in turn implies that s — 0, which shows that X — 0 and K-> 0.
Therefore, both global stability of the system and convergence of the tracking are
guaranteed by the above adaptive controller.

Note that one can show easily that adding a term ( A X7 Kp X ) to the function V
still maintains ¥ < 0, which shows directly that X is bounded, and therefore that the
singularity of the guaternion-based (Gibbs vector) kinematic representation is not
reached as long as the rotation corresponding to the desired maneuver does not exceed
130 degrees. In the case that the desired maneuver does net correspond o this
reguirement, one ¢an simply decompase the control problem in subtasks, and change
reference frames between tasks.

The control law, expressed in terms of the applied reaction wheels control
torques, can be written from (9.44) as

o= IR + %, - Kps ) = T (YA —Kps)
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Note that while we are estimating the central inertia matrix H as part of the adaptation
process, the actual position of the center of mass of the system is not assumed to be
known. Also, note that the scheme does not necessarily estimate the unknown
parameters exactly, but simply generates values that allow the tracking emor to
converge 10 zero (i.., the actual trajectory to "catch up” with the desired trajectory).
As in the robotic case, "sufficient richness” conditions indicate how demanding the
desired trajectory shoutd be for tracking convergence to necessarily require parameter
convergence. For a given trajectory, the speed of tracking convergence is determined
by the values of the gains A, K, , and T, themselves limited by the presence of high-
frequency unmodeled dynamics and measurement noise. Composite adaptive versions
of the algorithm can also be developed.

As in the robotic case, the methodology can be easily extended to the case
where only a few significant parameters are adapted upon (in order to simplify the
computations, for instance), while the controller is robust to residual errors resulting
from inaccuracies on the @ priori estimates of the other parameters, as well as to
bounded time-varying additive disturbances (e.g., such as those that may be created by
vibrations of flexible appendages). Also, as in section 9.3.1, the P.D. term ~ J7 Kps
in F can be replaced by any term of the form — J7 [Kp b + Kp X ] (where the constant
matrices K and Kp are symmietric positive definite), and thus be tuned independently
of A s0 as 1o be more robust to unmodeled structural vibrations.

Finally, note that we only assumed that the system’s state (i.e., x and X) is
available from measurements. If the initial angular velocity (X0) of the reaction
wheels about their axes can also be reliably measured, then, using the fact that

P = R(= x(0)) [H(0) + HAQ(0)) = R(~ x(0)) HA [(0) + ©(0)) + R(~ x(0)) H &()

the above adaptive controller can be expressed {under the mild assumption that the
mairix HA of axial wheels inertias is known) in terms of only the 6 independent
components of the inertia matrix H. Of course, if pf itself is known (e.g., o be zero),
then again the adaptive conwroller need only estimate the 6 independent components of
the inertia matrix H .

Example %.5 Let us iHustrate the development with simple simulations, Assume that the
spacecraft, initially at x{0) =0, is required to follow a hypothetical desired attitude trajectory
consisting of five parts, onamely, a 1-second constant acceleration phase to
xA1)=[05 05 0.5)7 . a §-second constant deceleration phase to x =l 1. 1.7 . a 3-second
constant attitude phase, and the reverse trajectory back to the original attitude. Assume that the
actual central inertia matrix H is




Sect. 9.4 Spacecraft Control 431

15 5 5
H=| 5 10 7
5 7 20

and that the spacecraft has an inertial angular momentum p/ = {1. -1. 0.]7 (imparted e.g., by the
original spinning of the load). The sampling rate used in the simulations is 100 Hz.

For comparison purposes, we first consider the perfarmance of a simple P.D. controller in F,
with Kp = 2001, K = 20 L. The corresponding tracking errors are given in Figure 9.8.
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tracking errors
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Figure 9.8 : Tracking errors, P.D. controtler

I Although the practical purpose of the adaptive contreller is 1o achieve consistent performance
in the presence of large load variations, the strongest demonstration of the algorithm consists in
adapting 10 the mass properties of the whole spacecraft. That is, by setting 3(0) =0, no initial
information is assumed about the inertia matrix or the angular momentum, and therefore, in this
example, the adaptive controller starts exactly as the P.D. The gains Ky and A are also chosen
such that the term Kps (= Koi + MK X ) be exacily equal 1o the P.D. control law {(namely,
with Kp as in the P.D. centroller, and A = 10). The adaptation gain matrix is ['=301 (a
conservative choice, as is indicated by the smoothness of the parameter estimates) The
corresponding tracking errors (Figure 9.9} show a five-time performance improvement over the
P.D. in the first leg, and a ten-time improvement in the second leg (where more initial information
is available from the first-leg adaptation process). The adaptive controller torques are similar in
magnitude and activity to those of the P.D. controller. Also, this controller performance is
obtained along a smooth and rather “unexciting" desired trajectory, which represents a challenge
10 an adaptive controller. (|

Advanced control algorithms present exceptional potential in the dynamically clean,
weightless environment of space. The above development can in principle be
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Figure! 9.9 : Tracking errors, adaptive controller

extended easily to include translational control of the spacecraft using gas-jets, by
adding the system’s mass and position of the center of mass to the list of components
of the unknown parameier vector a. Again, if we assume the reaction wheels” axial
angular velocities to be measured, and their axial inertias to be known, then only a
total of 10 parameters need to be estimated as part of the adaptation process. However,
the necessity of averaging on-off gas-jet action presents problems of its own.

In addition, the lightness requirements in space components may also present
difficulties linked to the presence of low-frequency structural modes. In particular,
while the previous discussion can be extended easily to controf the rigid dynamics of
manipufators mounted on the spacecraft, practical implementation may require
flexibility issues to be explicitly addressed. In many space robotics applications,
however, distributed flexibility effects can be adequately modeled using simple
lumped approximations, which can in wm be easily handled using e.g., singularly
perturbed versions of the original rigid-model adaptive control resulits,

: 9.5 Summary

Simplicity and enhanced performance may be achieved by astutely exploiting the
known physical properties of the controlled systems. In the case of robot manipulators,
explicitly accounting for energy conservation allows us to study easily the siability of
basic control laws such as P.D.’s, and 1o derive simple robust controllers. The
additional property of linear parametrization, common to all mechanical systems, then
also allows us to construct globally tracking-convergent adaptive robot controllers.
Similar approaches can be 1aken in the contexis of, ¢.g., spacecraft control and process
control. Physical insights may also allow us to exploit dissipation terms {such as
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friction in 4 mechanical system) rather than fight them, and they may also guide the
study of robustness to unmodeled dynamics.

9.6 Notes and References

The P.D. stability result of section %.).1 was first proved ir a rebotics context by [Takegaki and
Arimoto, 1981}, and independently rederived by [De Jonckheere, 1981; Koditschek, 1984; Van der
Schaft, 1986]. The slightly simples proof used here is from [Siotine, 1988). JArimote and Miyazaki,
1983} extended the result to P.LD. control in the presence of gravitational torgues, [Hogan, 1985)
provides a discussion of the closely related topic of impedance control. Details on robot kinematics
and dynamics can be found, ¢.g., in {Asada and Siotine, [986].

The development of sections %.1.2 and 9.2 is adapted from {Slotine and Li, 1986-1989].
Related resuits can be found, e.g, in [Craig, er al., 1986; Bastin and Campion, 1986; Middleton and
Goodwin, 1986; Bayard and Wen, 1987, Hsu, er af., 1987; Sadegh and Horewitz, 1987; Koditschek,
1987; Paden and Panja, 1988; Middleton, 1988; Onega and Spong, 1988; Li and Siotine, 1989].
Passivity interpretations are discussed in [Kelly and Carelli, 1988; Landav and Horowitz, 1988;
Ortega and Spong, 1988). Section 9.3 is adapted from [Stotine, 1988). Compurtational aspects are
studied in {Walker, 1988; Niemeyer and Slotine, 1988, 1989]. The development is extensively
demonstrated experimentally in [Slotine and Li, 1987a, 1988] and in (Niemeyer and Slotine, 1988}
Extensions of the approach to process control are discussed in [Slotine and Yidstie, 1989, 1990].
Issues of persistency of excitation are discussed, e.g., in {Slotine and Li, 1987c].

Section 9.4 is based on [Slotine and Di Benedetto, 1988, 19903, Related recent results can be
found, ¢.g., in {Baillicut and Levi, 1987, Wen, 1988; Koditschek, 1988; Dwyer and Kim, 1989;
Singh, 1989] and references therein.

9.7 Exercises

9.1  Cousider a robot control law of the form

— oy )
T, = ~ T sgn 5;

where T/ is the maximum torque shat the i'M actuator can produce {and s ;= T4 0g; ) Assuming
that coniro! chattering is net an issue, what are the trajeciories ihat can be tracked by this simple

controller?
Check your results in sinwilations on the manipulator of Example 9.2,

Assume now that the manipulater is in a vertical plane. How are the above results modified?
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9.2 Show that the term —k sgn{s] in the sliding controller of section 9.1.2 can be replaced by a
terin of the form — ks/[s[] while preserving global tracking convergence. What associated
inequality must K satisfy?

9.3 A mathematical result in input-output stability states that a (strictly} lowpass filtered version of
a square-integrable signal necessarily tends to zeso. Show that this result alfows to conclude
immediately from (9.17) and (9.20) that § — 9 a5 1 — 2,

94 For the two-link manipulator of Example %3, check explicitly the uniform positive-
definiteness of the matrix H, and the skew-symmetry of the matrix (H - 2C).

9.5 Simulate the adaptive controller of Example 9.3 on various "typical” desired trajectories.
Discuss parameter convergence as a function of the trajectory excitation. Using (8.91), discuss
intuitively why

17,
€= T-[o VY dr

is reasonable measure of a trajectory’s excitation (where Y, = Y(q,.44.9,.4G4) and T is the time
length of the trajectory). Show that it is reasonable 10 pick T" approximately proportional to the
average value of ¥ TV ; on typical rajectories.

9.6 Consider again the adaptive control of a manipulator, and assume for simplicity that A=A L
Show that tracking convergence is preserved if, in the control law, an extra term of the form K § is
added 10 the term K, 5, where Kp is an arbitrary symmetric positive definite matrix. Specifically,
show that adding 1/2 §7 Kp § to the original Lyapunov-like function ¥ then adds a negative (semi-
definite} term ~ A §7 Kp g to its derivative V.

From a practical point of view, the above result means that the P.D. control gains can be
umed independently of . Assuming that the presence of structural resonant modes is the active limit
an the magnitude of A, iltustrate in simulations the advantages that such design flexibility provides,
on the two-link manipulator of Example 9.3,

9.7 Show that if the BGF update in 1he composite adaptive robot controller of section 9.2.2 is
replaced simply by an exponentially forgetting least-squares update with a constant forgetting factor,
then ¥ converges 10 zero exponentially, regardiess of excitation, Does this implies exponential
convergence of the tracking and of the parameters?

9.8  Given the results of Exescise 9.6, and using the BGF adaptive controller of section 6.2.2.,
suggest reasonable a priori choices of A, K P R, and the filter used 1o obtain W (including the filter’s
d.c. gain), given a characterization of unmodeled dynamics as in section 7.3. Check your resulis in
simulations.
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9.9  Show that a manipulater can be viewed as a passive mapping between joint torques and joint
velocities, even in the presence of gravitational torques. Does the manipulator necessarily have to be
rigid?

9.10  Discuss sliding and adaptive controllers for systems of the form

Hqg"=f+u

where the notation ¢ refers to a vector of components g™’ , g, , ..., with the state vector
being

Xx=[q .4 ql("‘l_ I, 47, (}2, s qz("z_ uo.7
f being a nonlinear function of the state x, and H being a syrunetric positive definite matrix function
of the state x and not depending explicitly on any of the g%~ 1

9.11 In the single-input case, extend the discussion of section 9.3.2 to the compensation of
monotonous increasing functions of § (or, more generally, of g¢#~ 1), for n'M-order dynamics rather
than second-order dynamics), such as e.g, a "square drag" g|g| in an underwater vehicle.
Generalize in the multi-input case to the compensation of functions with positive semi-definite

Jacobians.

9.12 The manipulator control algorithms described in this chapter can be implemented directly in
cartesian space, i.e., using the end-point position (and orientation) X and velocity x as the new state,
in place of the joint positions and velocities. Two approaches are possible:

(a) Wrile the Kinematic relation between ¢ and X
i=Jq

where J = J(q) is the so-called manipulator Jacohian. Use that kinematic relation to compute
K from the robot dynamics. Show that this leads to writing the dynamics in the form [Khatib,
1983]

H'%+C'i+g" =F with 1=J'F
Complete the adaptive controller design.
(b} With obvious notations, compute §, according to
4,="1%,

where we assume that the Jacobian remains invertible over the domain of operation, and
complete the design by using the usual joint-space adaptive controlier.
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Show that the ewo approaches actually lead to identical equations, except for the form af
Ky . Which is easier to implement computationally?

How do these results translate to spacecraft control? {Adapted from [Slotine and Li, 1986;
Niemeyer and Slotine, [389).}
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Acceleration feedback, 309
Adarns-Bashforth integration, 202
Adaptive control, 204, 303, 310, 462
Algorishm simplification, 276, 302
Artificial nonlinearities, 4
Autonomous systems, 42

Averaging analysis, /54

Baiance conditions, 205, 297, 308
Bandwidth, 277, 293, 298, 304
Barbalat’s lemma, £22
Bifurcations, 9

Boundary layer, 260, 390

Certaimy equivalence, 319

Chaos, {{

Circle criterion, f46

Completely integrable vector fields, 234
Composite adaptive control, 381, 410
Computed torque, 211, 397

Control interpolation, see Boundary layer
Converse Lyapunov theorems, [20
Critical damping, 293

Damping, 295, 417
Decrescent functions, [06
Describing function, 757

of backlash, /78

of a dead-zone, {76

of a saturation function, {74
Digital implementation, 202, 302
Direct adaptive control, 379
Direct-drive arms, 392
Dissipative system, f35, 417
Dither, 290

Duffing’s equation, f{

Eaquilibrium point, 20, 43, 101

Equivalent control, 283

Euler angles, 423

Existence of solutions in nonlinear
differential equations, /57

Existence theorems in Lyapunoy’s
direct methed, 720

Exponentially forgetting least-squares
algorithm, 363, 373, 375

Feedvack linearization, 204, 207
Flexible joint mechanism, 242
Forgetting factor, 373, 375
Friction, 2

adaptation to, 417
Frobenius Theorem, 235
Frobenius-Perron Theorem, 305

(Geared manipulators, 392

Geometric theory, 230

Gibbs vector, 423

Gradient estimation, 363

Gradient method for Lyapunov function
generation, 86

Hard nonlinearities, 2, 4. 171, 174

High-frequency unmodeted dynamics, 276, 415

Impedance con(rol, 432

Indirect adaptive control, 349

Industrial robot, see Robot control

Inertia Matrix, 89, 392

Inputfoutput feedback lineasization, 216, 246,
267

Input/state feedback linearization, 273, 236



460

[ntegral control, 286, 308, 389
Intemal dynamics, 218, 258,
see afso Zero-dynamics
Invariant set, 68
Invariant set theorems, 68
Inverse dynamics, 263,
see also Computed torque

Involutive vector fields, 235
Jacobian of a smooth vector field, 229

K alman-Yakubovich lemma, f32, {4]

Kinetic energy, 74, 82, 392

Krasovki’s methed for Lyapunov function
generation, 83

Lagrangian dynamics formulation, 399
Least-squares estimation, 363, 369, 373, 375
Lie brackets, 230
Lie derivatives, 230
Limit cycles, 28, 36, 68,

74,182,185
Linear approximation, 54, {16
Linearization, 54, 116,

see also Feedback linearization
Linear systems, 4
Lipschitz condition, 752
Lyapunov equation, 80, {37
Lyapunov functions, ¢4, 107
Lyapunov's direct method, 57, 103
Lyapunov’s linearization method, 53, /{6

Manipulalor design, 392
Marginal Stability, 50, 55
Matching conditions on syster
uncertainties, 388
Matching of overall design, 302
Mathematical symbols (¥, 3, €, => ), 48
Maodeling errors, 2, 198, 276, 304, 340
Modeling/performance wade-offs, 361, 303, 310

Model-reference adaptive control, 374
Mode) simplification, 276, 304, 302
Model transformation, 204, 207

Natural nontinearities, 4

Non-autonomous systems, 42, JOJ, 103, 124

Non-minimum-phase systems, /95, 223, 228,
255

Normal form, 249

Pacameter estimation, 370, 315, 318, 357
Paramelric uncertainty, /98, 276, 310
Passive mapping, /37
Passive system, /33
Passivity, 132
Persistency of excitation, 33/, 365
Popov criterion, 144
Popov plot, /43
Positive definite function, 38, 105
Positive definite matrix, 78
Positive real lemima,

see Kalman-Yakubovich lemma
Positive real system, /29
Power form, 732
PR lemma,

see¢ Kalman-Yakubovich lemma
Process control, 432
PR system, see positive real system
Pulse-width modulation, 289

Q vaternions, 42.3

Relative depree, 128, 218, 248, 267
Robot control, 89, 210, 311, 392
Robusiness, 204, 276, 310, 352, 391

Self-excited oscillation, see Limit cycle
Self-tuning control, 378, 357
Sensttivity, see Robusiness

Singular perturbations, 754, 43/



Skew-symmetric matrix, 77

Sliding condition, 280, 293, 397

Sliding conirol, 276, 397

Sliding mode, 287

Sliding regime, see sliding mode

Sliding surface, 284, 397

Smooth vector field, 229

Spacecraft control, 427

SPR system,

see strictly positive real system

Square systems, 266

Stability, 47, 101
asymptotic stability, 30, {02
exponentiai stability, 51, 103
global stability, 52, 103
Lyapunov stability, 48, 102
uniform stabilisy, 104

Stabilization, 62

S-trajectory, 295

Strictly positive real system, 27

Switching control, 283, 285, 289

Symmetric matrix, 77

Tellegen‘s theorem, 735
Time-varying linear systems, 42, / [4
Time-varying nonlinear systems,
see Nan-autonomous systems
Tracking, see Trajectory control
Trajectory control, 194, 216, 246,
262,278,396

Underwater vehicles, 3, 154, 277,
288, 298

Unicity of solution trajectories, /52

Uniform continuity, /23

Uniform stabifity, {104

¥V an der Pol equation, &, 28, 49, 97, [58
Vector figld, 222

Zero-dynamics. 226, 253,
see also Non-minimum-phase systems,

Internal dynamics
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