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Foreword

Today, robots are widespread and can be found in nearly any area: In our factories
they weld, sort, and assemble. In our libraries they pick books, they autonomously
store and deliver items in logistic centers. Robots explore the surface of distant
planets and at home they vacuum clean our living rooms or mow our lawns. This
has become possible due to a rapid progress in technology. However, the examples
listed above are not that smart as it may seem at a first glance. All the mentioned
robots have been specialized to perform a certain task which in most cases is
tedious for human labor.

What is lacking to robots today is the ability to adapt to varying conditions. This
is necessary in cases where human intervention is difficult to achieve or too dan-
gerous. Search and rescue scenarios and the exploration of remote terrain are very
often quoted in this context. Moreover, one tries to increase the autonomy of robots
so that once given a task they perform without a human’s assistance. Autonomy is
absolutely required when robots are supposed to operate in a swarm, a large group
of single entities that performs much superior compared to a single member of the
group. Insect colonies are the archetype of this strategy that builds upon “swarm
intelligence”, a seemingly intelligent behavior evolving from a rather simple set of
rules that swarm members follow.

Bringing this idea one step further, the swarm members can physically join to
become a larger robot, i.e., create a robotic organism, just as our bodies consist of
many body cells. This type of robots, on which scientists have yet not been working
for long, is called “autonomously reconfigurable” robots. Some examples exist,
which have evolved from a number of scientific projects.
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The aim of the book that you hold in your hands right now is to increase the
autonomy of such reconfigurable robots by increasing their energetic autonomy.
Robots, just like any other machine, or biological creature, are dependent on the
admission of energy to operate. Hence, by implementing smart energy distribution
and dissipation strategies one can considerably increase the autonomy of a robotic
organism.

Prof. Dr.-Ing. Oliver Scholz
University of Applied Sciences

Saarbrücken, Germany
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Preface

In recent years, getting inspiration from simple but complex biological organisms,
several advances have been seen in autonomous systems to mimic different
behaviors that emerge from the interactions of a large group of simple individuals
with each other and with the environment. Among several open issues a signifi-
cantly important issue, not addressed so far, is the self-sufficiency, or in other words,
the energetic autonomy of a modular robotic organism. This feature plays a pivotal
role in maintaining a robotic organism’s autonomy for a longer period of time.

To address the challenges of self-sufficiency, a novel dynamic power manage-
ment system (PMS) with fault tolerant energy sharing is proposed, realized in the
form of hardware and software, and tested. The innate fault tolerant feature of the
proposed PMS ensures power sharing in an organism despite docked faulty robotic
modules. Due to the unavailability of sufficient number of real robotic modules, a
simulation framework called Replicator Power Flow Simulator is devised for the
implementation of application software layer power management components. The
simulation framework was especially devised because at the time of writing this
work no simulation tool was available that could be used to perform power sharing
and fault tolerance experiments at an organism level. The simulation experiments
showed that the proposed application software layer dynamic power sharing poli-
cies in combination with the distributed fault tolerance feature in addition to self-
sufficiency are expected to enhance the robustness and stability of a real modular
robotic organism under varying conditions.
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Chapter 1
Introduction

In recent years, several advances have been seen in autonomous systems to mimic
different behaviors that emerge from the interactions of a large group of simple indi-
viduals with each other and with the environment, termed swarm behavior. The term
swarm behavior is assigned to the identical behavior of a large population of a specie
that as a whole show complex pattern, flexibility and robustness. It was first used
by Beni and Wang (1989), in the context of cellular robotic systems. In particular, it
focuses on the collective behavior that evolves from the local interactions of the indi-
viduals with each other and with their environment (Dorigo 2009). Examples of such
species are, ant and termite colonies, schools of fish, flocks of bird, herd of animals,
etc. Some human artifacts also fall in the domain of swarm intelligence, notably
multi-robot systems, and certain computer programs, written to tackle optimization
and data analysis problems.

Getting inspiration from simple but complex biological organisms, like, slime
mold, the robotic research community introduced a new breed of robotic system
in the field of swarm robotics, composed of multiple homogeneous and heteroge-
neous “re-configurable robotic modules”. A re-configurable robotic module can be
defined as an artificial standalone entity having multiple tools, e.g., docking mech-
anism, camera, locomotive and dexterous drives, sensors, on-board power source,
etc., to perform a variety of tasks individually and collectively that may include,
self-sufficiency, self-healing, self-adaptability, self-organization, etc. Over the time,
modular re-configurable robots that were only able to cooperate and collaborate logi-
cally in the swarm, now own the ability to extend their collaboration through physical
means, i.e., by physically docking with each other. The term re-configurable is the
characteristic feature of such systems to form or adapt different morphologies, which
distinguishes them from a traditional robotic system.

Unlike a traditional robotic system, a re-configurable modular robotic organ-
ism combines the features and abilities of multiple robotic modules to achieve the
objectives that are beyond the capabilities of a single robotic module. For instance,
through mutual collaboration, physical and logical, multiple robotic modules may
adapt a morphology to overcome different challenges in the environment, e.g., cross-
ing an obstacle higher than the height of a robotic individual, energy harvesting froma
power socket or recharge stationmounted high in thewall, building a bridge, climbing
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on a wall, etc. The physical collaboration between the robotic modules in an organ-
ism brings multiple degrees of freedom, but also involves multiple challenges or
issues to address from their control and management perspective. The collective
operations in a modular robotic organism are in fact dependent on the dynamic col-
laboration between the robotic modules in terms of dynamic resource sharing, e.g.,
computational power, sensing ability, load distribution, power sharing, etc. This in
turn requires the adaptation of several system parameters not only to achieve self-
sufficiency but also to sustain their aggregation in the organism. In the autonomy of
a modular robotic organism a significantly important factor is its self-sufficiency or
energetic autonomy.Up to now, the term self-sufficiency has only been used for single
autonomous robots, but not for a modular robotic organism, composed of multiple
individual robots. According to McFarland and Boesser (1993), it is the ability of a
robotic system to autonomously find fuel and refuel itself from the environment. At
an organism level, the complexity of the task multiplies with the number of robotic
modules in an organism.

This research work in distributed autonomous systems particularly addresses an
important system parameter that plays a critical role in maintaining the autonomy of
a modular robotic organism for a longer period of time, namely, self-sufficiency.

1.1 Problem Description

Different principles in artificial autonomous systems have been devised to mimic
the behavior of biological systems, observed in nature, for instance, the division
of labor, trophallaxis, task sharing, leaving pheromone traces, etc. But, it is still
challenging to establish both physical and virtual collaboration between multiple
autonomous robotic module of a modular robotic organism. In the past, to keep the
energetic autonomy of an autonomous robotic system in a swarm the problem of self-
sufficiency has been explored and presented in a variety of scenarios, for instance,
harvesting energy using biological means, e.g., sugar (Wilkinson 2000), digesting
slugs (Ieropoulos et al. 2005b), and through artificial means, like fuel cells (Kelly
et al. 2000), solar panels (Boletis et al. 2006; Landis and Jenkins 1997), recharging
from stationary power stations (Munoz et al. 2002), swapping of battery packs (Ngo
2008), etc. But, so far the said principle has not been explored from the perspective
of a modular robotic organism.

The self-sufficiency principle in a similar way for a modular robotic organism can
be interpreted as the collective ability of autonomous robotic modules in an organism
to find fuel and refuel. To accomplish this objective collectively, the robotic mod-
ules in a modular robotic organism are therefore must be remained operational till
it successfully docks to an available recharge station in the arena. In this regard, to
keep the physical collaboration between the robotic modules in a modular robotic
organism despite their varying individual energetic status, the hardware design of
the robotic modules must support power sharing and fault tolerance to withstand
abrupt endogenous and exogenous faults and failures. Studying the platform designs
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of existing state-of-the-art reconfigurable robotic systems like SuperBot (Salemi
et al. 2006) and ATRON (Lund et al. 2005) revealed that their solution although
support power sharing but lack certain design features that are considered by the
author as vital for dynamic power sharing between the robotic modules of an organ-
ism. For example, from the perspective of power sharing, a robotic module must be
able to measure and control the current flowing from its battery pack to its on-board
system components and to the docked robotic modules. Depending on a system’s
implementation, the current flowmeasurements at different components may allow a
roboticmodule to dynamically adapt its behavior during different behavioral states in
a modular robotic organism. In addition, the existing state-of-the-art reconfigurable
robotic systems platform designs lack fault tolerance at the hardware layer that is
essential to keep the physical collaboration of the robotic modules despite faults and
failures in a modular robotic organism.

Considering the morphology of a modular robotic organism, in addition, the sys-
tem design of an autonomous robotic module must bear features that allow it to
control its power sharing behavior in conjunction with the docked robotic modules.
In other words, the application software components of a robotic module must have
an access to the innate system features, embedded in the hardware design, in order to
cope different situations in a modular robotic organism, in particular, non-uniform
or varying energetic status of the robotic modules and collective behavior of robotic
modules in the presence of faults or component failures. So far, no such research
work has been seen or conducted that explore the behavior of a modular robotic
organism from the perspective of self-sufficiency.

1.2 Original Contributions

The detailed contributions of the work can be summarized as following:

• Firstly, to address the open issues concerning the self-sufficiency of a modular
robotic organism, a behavioral modeling approach is used to define the self-
sufficient behavior of a modular robotic organism. The devised behavioral model
captures the behavioral states an organism may have to encounter to accomplish
the self-sufficiency task in different scenarios. In this regard, to keep the physical
collaboration of the docked robotic modules, the behavioral states highlighted the
conditions in which an organism has to adapt different modes of power sharing
between the robotic modules.

• To address the challenges of dynamic power sharing in different behavioral states
an application software layer control system is proposed. In this regard, getting
inspiration from the homeostasis phenomenon found in living beings, the term arti-
ficial energy homeostasis is defined in the context of a modular robotic organism.

• For the implementation of the concept, after a detailed analysis of the system
requirements and limitations of a robot platform, in particular REPLICATOR
robotic modules, a dynamic power management system with fault tolerant energy
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sharing is proposed and developed. The proposed system for the sustenance of col-
laborative operations allows a robotic module to share its on-board energy reserve
in the organism despite faulty robotic modules. In addition, it provides control over
the inward and outward current flow in a robotic module, i.e., through its docking
sides.

• To measure the devised system’s efficiency and its behavior in different operating
conditions with real robotic modules low level control software is then developed.
The developed control software provides an access to control the system innate
functionalities, power sharing and fault tolerance, at the application software layer.
In addition, an external interface for system analyses is developed to record the cur-
rent flowmeasurements through different system components of a robotic module.

• Due to the unavailability of sufficient number of real robotic modules, a simulation
framework is devised to simulate and explore the effects of dynamic power sharing
between multiple robotic modules in two exemplary organism morphologies. The
simulation framework named Replicator Power Flow Simulator, consists of two
parts: the front-end and the SPICE1 simulation engine. The simulation front-end
is custom designed in LabWindows/CVI. It provides a graphical user interface to
visualize and configure the different parameters effecting the power sharing among
the robotic modules of an organism. In addition, it is used to code the proposed
application software layer power sharing strategies that are required to simulate
the dynamic power flow in a modular robotic organism under different configu-
rations. At the back-end, the integrated SPICE simulation software from Linear
Technology—LTSpice IV—is used to obtain realistic power flow measurements
in the organism.

• Following the artificial energy homeostasis definition, application software layer
power management components required for dynamic power sharing in a modular
robotic organism, are then defined. The proposed application software layer power
management components of a robotic module include proactive power manage-
ment, morphology graph, energy distribution graph and power sharing polices.
The Replicator Power Flow Simulator is then used to explore the effects of ini-
tial energy distribution, the mode of locomotion and dynamic power sharing in
two different organism morphologies. The obtained simulation results are then
discussed from the perspective of self-sufficiency of a modular robotic organism.

• Lastly, from the perspective of fault tolerance, different kinds of faults are identi-
fied at an individual and amodular robotic organism level using a fault tree analysis
approach. To develop a collective fault tolerant behavior at the application soft-
ware layer, an exogenous and two endogenous fault conditions are simulated at
different system components of the robotic modules in an organism. In this regard,
for the detection and isolation of a faulty component or a robotic module in an
organism, a fault detection and identification and a fault isolation algorithm is
proposed at the application software layer of a robotic module. The fault tolerant
behavior of the robotic modules in the organism, during power sharing, with the
proposed algorithms is then simulated using the LTSpice simulation software.

1 Simulation program with integrated circuit emphasis.
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1.3 Organization of the Book

This book is organized in six chapters as: Chap.2 provides a brief description of
the background and the related work. In the start, few examples of swarm behaviors
found in nature that served as the primary source of inspiration for swarm robotics are
discussed. The chapter then briefly reviews the system design and features of couple
of state-of-the-art re-configurable robotic platforms that support power sharing. It
then introduces the design of a re-configurable robotic platform; namely REPLI-
CATOR (Kernbach et al. 2008). The proposed power management system with fault
tolerant energy sharing is designed, developed and integrated in the electronic design
of REPLICATOR robotic modules as a part of this research work. Later, some of
the bio-inspired techniques applied in swarm robotics to gain energy autonomy are
reviewed. And lastly, it briefly describes the simulation tools used in the work.

Chapter3 presents the core concept that is conceived to address the issues related
to self-sufficiency of a modular robotic organism. In the beginning it presents the
open issues at a modular robotic organism from the perspective of self-sufficiency.
To model the self-sufficient behavior of a modular robotic organism, firstly, the
energetic modes of a self-sufficient robotic module are defined using a finite state
machine. On the basis of energetics of a robotic module, the behavior model of
a self-sufficient robotic module in a robot swarm is then defined. By combining
the individual behavior of self-sufficient robotic modules it then defines the self-
sufficient behavior of a modular robotic organism. The chapter then presents the
concept of dynamic powermanagement in amodular robotic organism. In this regard,
getting inspiration from the homeostasis phenomenon found in biological systems, it
introduces a novel concept of artificial energy homeostasis to achieve self-sufficiency
at a modular robotic organism level. The following publications was produced from
the contents of this chapter.

• R. Humza, O. Scholz, M. Mokhtar, J. Timmis and A. Tyrrell. “Towards energy
homeostasis in an autonomous self-reconfigurable modular robotic organism”, In
Proceedings of the 2009 Computation World: The First International Conference
on Adaptive and Self-Adaptive Systems and Applications, pages 21–26, 2009.

• R.Humza andO. Scholz. Book Chapter: “Energy autonomy and energy harvesting
in reconfigurable swarm robotics”. In Symbiotic Multi-Robot Organisms: Relia-
bility, Adaptability, Evolution, P. Levi and S. Kernbach, editors, pages 116–135.
Springer-Verlag, 2010. ISBN 978-3-642-11691-9.

• R. Humza and O. Scholz. “A case study on self-sufficiency of individual robotic
modules in an arena with limited energy resources”. In ADAPTIVE 2011, The
Third International Conference on Adaptive and Self-Adaptive Systems and Appli-
cations, pages 29–35, 2011.

Chapter 4 covers the implementation details of the proposed solution, both at the
hardware and application software layer. In the beginning, the hardware design con-
siderations from the perspective of a robotic module’s platform design are described
in detail. In this regard, the factors that influence the design of a dynamic power

http://dx.doi.org/10.1007/978-3-319-10289-4_2
http://dx.doi.org/10.1007/978-3-319-10289-4_3
http://dx.doi.org/10.1007/978-3-319-10289-4_4


6 1 Introduction

management system are explored in detail, that include it’s electronic architecture,
system power budget calculation, choice of system source voltage, and platform
specific constraints. The chapter then presents the detail description of the proposed
power management system with fault tolerant energy sharing and its design consid-
erations. The proposed power management system has been developed and realized
as a real microprocessor based hardware together with a dedicated firmware. From
the perspective of application software layer implementation, firstly, it presents the
devised simulation framework and its implementation details. And, then the details of
the proposed application software layer power management components of a robotic
module required for dynamic power sharing in a modular robotic organism, and
the application software layer fault tolerance at an organism level are presented. At
the end, a short summary concludes the presented work. The following publications
include parts of the contents that are presented in this chapter.

• S. Kernbach, E. Meister, O. Scholz, R. Humza, J. Liedke, L. Ricotti, J. Jemai,
J. Havlik and W. Liu. “Evolutionary robotics: The next-generation-platform for
on-line and on-board artificial evolution” In IEEE Congress on Evolutionary Com-
putation, 2009. CEC’09, pages 1079–1086, 2009.

• S. Kernbach, O. Scholz, K. Harada, S. Popesku, J. Liedke, R. Humza, W. Liu,
F. Caparrelli, J. Jemai, J. Havlik, E. Meister and P. Levi. “Multi-Robot Organisms:
State of the Art”. In ICRA10, workshop on “Modular Robots: State of the Art”,
Anchorage, 2010.

• S. Kernbach, F. Schlachter, R. Humza, J. Liedke, S. Popesku, S. Russo, T. Ranzani,
L. Manfredi, C. Stefanini, R. Matthias, Ch. Schwarzer, B. Girault, P. Alschbach,
E. Meister and O. Scholz. “Heterogeneity for increasing performance and reliabil-
ity of self-reconfigurable multi-robot organisms”, In workshop on Reconfigurable
Modular Robotics, IROS-11, San Francisco, 2011.

Chapter5 is dedicated to the presentation of the experimental results obtained
with the proposed hardware and the application software features in the simula-
tion framework. In this regard, the experimental results are presented, obtained after
integrating the proposed power management system in the hardware design of the
real robotic modules, during artificial trophallaxis, power sharing and a fault con-
dition. In the second half of the chapter, the application software, implemented in
the simulation framework, is tested by simulations. The simulation experiments are
broadly divided into two parts: power sharing and fault tolerance. The power shar-
ing simulation experiments include the simulations of dynamic power sharing in
two exemplary organism morphologies. The fault tolerance simulation experiments
include the results obtained by adapting the procedure defined in the fault detection
and identification and fault isolation algorithms, during different fault situations. At
the end, a brief summary concludes the chapter.

Finally, Chap. 6 presents the conclusion with some ideas for future work.

http://dx.doi.org/10.1007/978-3-319-10289-4_5
http://dx.doi.org/10.1007/978-3-319-10289-4_6


Chapter 2
Background and Related Work

Abstract This chapter briefly reviews the background and the relatedwork in swarm
robotics from the perspective of self-sufficiency. It starts with swarm intelligence
and provides few examples of swarm behaviors found in nature that serve as the
source of inspiration for the advances in swarm robotics. In this regard, it presents
the salient properties of robotic modules in a robot swarm and reviews the design of
existing state-of-the-art re-configurable robotic platforms that support power sharing.
It then introduces the design features of heterogenousREPLICATOR re-configurable
roboticmodules. The chapter then covers some of the bio-inspired techniques applied
in swarm robotics to gain energy autonomy and briefly introduces the fault tolerance,
in the context. And lastly, it briefly describes the simulation tools used in this research
work.

2.1 Swarm Intelligence

The word “swarm” is usually designated to a population of apparently disorganized
moving individuals that has the tendency to form clusters for different purposes
without any centralized control. In nature, such a behavior, the purposeful collabo-
ration of autonomous individuals in a group, can be seen in different species, e.g.,
ant colonies, bees, birds flocking, fish schooling, bacterial growth, etc. To study the
collective behavior of apparently simple but complex individuals, Beni and Wang
(1989) were the first who used the term “swarm intelligence” in their work of cellular
robotic systems. Swarm intelligence focuses on the emergent collective behavior of
independent individuals that results from the local interaction of group or swarm
members among each other and with the environment without external supervision.
Mark (1994), who developed swarm models for application in artificial life has for-
mulated five basic properties of swarm intelligence:

• Proximity principle: the swarm members should be able to carry out simple
computations concerning space and time,

• Quality principle: the swarmmembers should be able to evaluate the interactions
between themselves and with the environment,

© Springer International Publishing Switzerland 2015
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• Diverse response principle: the interactions among the swarm members must be
diverse and distributed instead of concentrated on too narrow behavior,

• Stability principle: the swarm members in a swarm are generally less prone to
repetitive fluctuations in the environment and therefore their behavior does not
oscillate,

• Adaptability principle: the swarm is sensitive to rapid changes happening in the
environment that may require a change in its behavior.

Bonabeau et al. (1999) defines the term swarm intelligence as,

“any attempt to design algorithms or distributed problem-solving devices inspired by the
collective behavior of social insect colonies and other animal societies.”

Later, Bonabeau and Meyer (2001) further explained the term swarm intelligence
as,

“Social insects work without supervision. Their teamwork is largely self-organized, and
coordination arises from the different interactions among the individuals of the colony.
Although these interactions might be primitive, for instance, one ant merely following the
trail left by another, taken together they lead to efficient solutions to difficult problems, such
as, finding the shortest route to a food source among myriad possible paths. The collective
behavior that emerges from a group of social insects has been dubbed swarm intelligence.”

The swarm intelligence principles help to understand andmodel complex systems
through simple rules that are then applied to solve problems in different areas. For
instance, the “ant colony optimization” (ACO) that was initially proposed by Dorigo
and Caro (1999), Dorigo et al. (1991, 1996). It is a meta-heuristic optimization
algorithm that is applied to find approximate solutions to difficult combinatorial
optimization problems that can be reduced to finding optimal paths through graphs.
The ACO technique mimics the pheromone laying phenomenon found in natural ant
colonies to build solutions by moving the artificial ants on the problem graph so the
future artificial ants can build better solutions. This is done in an iterative process
where the good solutions found by the ants of an iteration should guide the ants of the
following iterations. Another related meta-heuristic method, which was introduced
by Kennedy and Eberhart (1995), is known as “particle swarm optimization” (PSO).
PSO is inspired by social behavior of birds in a flock and fish schooling and optimizes
the problem by moving a population of possible or candidate solutions, also called
as particles, in the search space. The movement of these particles is then directed
to the best particles (evolved over time) found in the search space. It is applied in
a variety of continuous optimization problems such as, training of artificial neural
networks (ANN), finite element updating, etc. Other commonly known methods
include, “stochastic diffusion search” (SDS) by Bishop (1989), and “river formation
dynamics” (RFD) by Pablo et al. (2007).
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2.1.1 Social Insects

The behavior of ants in social insect colonies is still an inspiring and most popular
model in swarm intelligence. Wheeler (1911) described the social insect colony as
an organism or as a higher-level organism or a super-organism because of the degree
which the individuals appear to operate as a unit, coordinated function and physiol-
ogy, dedicated to the perpetuation and reproduction of the colony as a whole. Wilson
and Hölldobler (1988) further described the behavior of social insect colonies as an
integrated unit that possesses the ability to process a large amount of information in
a non-centralized manner. The colony members apparently make collective and indi-
vidual decisions, e.g., task distribution, coordinate the activities of tens to thousands
of workers, etc., and exhibits flexibility and robustness in response to external, i.e.,
environmental, challenges and internal perturbations.

Social insect colonies differ from each other in many ways. Some have only few
individuals, whereas some include thousands or evenmillions of individuals. In some
species, the individuals in a colony are short lived or seasonal. In others, they may
live for many years (Queller and Strassmann 1998). In a colony, since the workers
can perform a variety of tasks, different tasks are dynamically and distributively
allocated to swarm or colony members, such as foraging, defense, nest construction,
etc. Figure2.1 shows one such example in which a group of ants collectively build a
nest.

Fig. 2.1 Swarming: Oecophylla smaragdina workers are collaborating in nest construction,
source http://upload.wikimedia.org/wikipedia/commons/a/aa/SSL11903p.jpg, by Sean.hoyland,
used under license Wikimedia Commons/Desaturated from original, last accessed: 26 Aug. 2013

http://upload.wikimedia.org/wikipedia/commons/a/aa/SSL11903p.jpg
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In literature different theories have been proposed to understand “how do the
individuals in a colony or group interact with each other to develop a collective col-
laborative behavior?” “How does natural selection favor this kind of cooperation?”.
In his work of task allocation in social insect colonies, Gordon (1996) pointed out two
kinds of factors that determine when and what task an individual worker performs:
“internal” and “external” factors. The internal factors that are based on attributes of
every individual in the colony are often considered to be fixed, i.e., body size, age
and genetic factors.Whereas, the external factors are based on environmental stimuli
and are therefore considered to be dynamic in nature. For example, when to go for
foraging, a honeybee’s decision might depend on how much nectar is already col-
lected in the nest. Summarily, the actions of an individual are strongly influenced by
at least two types of external cues: actions of other individuals and events happening
in the colony’s environment.

In the past couple of decades, different types of swarm or collective behaviors of
different natural species were thoroughly investigated to solve or address a variety
of problems in different domains, e.g., data mining, optimization, network rout-
ing, clustering, scheduling, traveling salesman problem, signal processing, etc. One
characteristic feature of social insects, explored in recent years and linked with their
foraging behavior is their ability to “organize” themselves in different groups or
forms/shapes. This autonomous organization into multiple groups and subgroups
involves mutual collaboration and collective efforts, that helps the swarm in several
ways, e.g., dynamic task sharing or distribution, improved defensemechanism, better
foraging, etc.

Self-organization is a process where a global structure emerges from the local
interactions of a group of autonomous individuals without any centralized con-
trol mechanism. Bonabeau et al. (1999) defines four basic ingredients of self-
organization: positive feedback, negative feedback, balance of exploitation and
exploration, and multiple interactions. Positive feedback generally promotes the
change by amplifying the fluctuations in the system, e.g., the intensity of pheromone
laid by several individuals on a successful route. In contrast, negative feedback allows
a system to tune its response in such away that reduces changes.According toGarnier
et al. (2007), self-organization requires multiple direct or indirect (stigmergy) local
interactions among the swarm members to produce deterministic outcomes, and the
appearance of large and viable structures.

2.1.2 Swarm Behaviors

Swarm behavior or intelligence is not just limited to social insect colonies. Rather,
it can be seen in other species that show similar collaboration and cooperation in the
environment, such as fish schools (Grúnbaum et al. 2005; Parrish et al. 2002), bird
flocks (Reynolds 1987), sheep herds (Gautrais et al. 2007), or even crowds of human
beings (Helbing et al. 2001). These species form or arrange themselves in groups or
clusters with changing surroundings and environmental conditions, e.g., food supply,
change ofweather, etc. The clustering of these species for different purposes in nature
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evidently provide them several advantages, e.g., better navigation, improved defense
against predators, improved or better foraging, etc.

• Navigation
In nature, because of changing seasons, every day hundreds and thousands of
birds and other animals migrate or travel from one region to another mainly for
their survival, e.g., in search of better food, shelter, etc. The most fascinating
aspect of their journey lies in their highly coordinated movement without any
centralized control mechanism. By obeying simple principles, a flock without any
collision travels several hundreds of miles in its everyday life. This collective
and coordinated movement of individuals in different sized clusters help them
to navigate more efficiently and effectively through different environments. The
distributive but collective movement of bird flocks displays a structural order or
pattern. The collective actions are so integrated that they appear tomove as a single
coherent entity, that has the tendency to abruptly change its shape and direction
(Couzin et al. 2002). According to Grosan et al. (2006), the main principles of the
collective behavior that is observed in a bird flock include:

– Homogeneity
All the agents (birds) of a swarm must be of similar species so that they behave
identically.

– Locality
The movement pattern of an agent can only be influenced by its neighboring
flock mates. For this purpose, an active vision among the swarm members acts
as a sensor for the flock organization.

– Collision Avoidance
By maintaining a sufficient distance with its neighboring flock mates an agent
usually avoids collisions in the flock.

– Velocity Matching
It is a critical parameter that needs to be dynamically regulated individually and
collectively to exhibit a controlled coordinated movement in an aggregation,

– Flock Centering
It is a behavior that helps the flock members to stay close to their neighbors.

With these simple rules the flock exhibit an extremely coordinated movement
without any centralized control, which in result produces complex motion and
interaction that would be extremely hard to create otherwise.

• Defense
A significant advantage gained by individuals during swarming is the improved
defense mechanism against the potential threats in the environment. For instance,
a herd is less vulnerable to predators than an individual.

• Foraging
“Ants aren’t smart, but ant colonies are” (Gordon 2007). Foraging is among the
best examples of decentralized distributed coordination of multiple individuals,
found in nature. A colony with simple rules develops the tendency to collectively
solve complex problems, such as, finding the optimumpath to the best food source,
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distributing tasks among colony members, etc.
Foraging is an act of looking or searching for food in the environment individually
and collectively for the individuals and group survival. For this purpose, ants use
an indirect way of communication mechanism to communicate with the colony
members in the environment.While foraging, the forager ant lays pheromone trails
to the food source to direct the fellow foraging ants towards the same food source.
These pheromone trails later directly and indirectly help the foragers in finding
the shortest path to a particular food source and the nest, and thus maximizes the
net energy efficiency (Goss et al. 1989). The pheromone is a chemical substance,
secreted and deposited by a foraging ant on its way to the food source back to
the nest. These pheromone trails are then smelled by the fellow foraging ants or
newly recruited foragers that then leave their own pheromone trails on their way
from food source to the nest. This way the intensity of the pheromone helps the
foraging ants to follow an optimum route to the food source and back to the nest.
This serves as a positive feedback for the sharing of information about the available
food sources in the environment (Sumpter and Beekman 2003). In Fig. 2.2 a group
of foraging ants eating a slice of an apple is shown as an example of collective
foraging. As already stated, to address the computational problems, e.g., optimal

Fig. 2.2 Collective foraging behavior in an ant colony. Ants eating a slice of an apple,
source http://upload.wikimedia.org/wikipedia/commons/c/ca/Ants_eating_fruit.jpg, by Zainichi
Gaikokujin, used under Creative Commons Attribution 3.0 Unported/Desaturated from original,
last accessed: 2 Nov. 2013

http://upload.wikimedia.org/wikipedia/commons/c/ca/Ants_eating_fruit.jpg
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path finding, data mining, etc., the ant colony optimization algorithm is one such
example that is inspired from the foraging phenomenon in natural ant colonies.
Johnson (1982) categorizes the foraging strategies into two groups. The “solitary”
and “group” foraging. The solitary foraging is a strategy in which the animals
locate, capture, and consume their pray—food—on their own. It is normally seen
in the scenarios where the food resources are in abundance. An example of an
exclusive solitary forager is the South American species of the harvester ant,
Pogonomyrmex vermiculatus (Torres-Contreras et al. 2007). In group foraging
the animals locate, capture and consume food collectively with other individuals.
Therefore, a failure or success in gaining a food resource depends on the mutual
behavior of the foragers.

• Reproduction
In honey bee colonies, swarming is the natural means of reproduction (Villa 2004).
A new honey bee colony or beehive is formed when the queen bee leaves a colony
with a large group of worker bees.

2.2 Swarm Robotics

In recent years, enormous research potential has been seen in mimicking the collabo-
rative behavior of socialized animals into artificial systems. In the late 90’s, Beni and
Wang (1989) used a population of simple robots, called “cellular robots” to explore
and develop the principles of swarm intelligence. Later, Kube and Zhang (1993) used
the term “collective robotics” in their work of collective robot intelligence. During
recent years, the term swarm robotics has emerged as an application of swarm intel-
ligence to multi-robot systems that focuses on physical abilities of the autonomous
individuals and their interactions among each other and between the individuals and
the environment. Şahin (2005) defined the term as,

“Swarm robotics is the study of how a large number of relatively simple physically embodied
agents can be designed such that a desired collective behavior emerges from the local
interactions among the agents and between the agents and the environment.”

In general, “swarm” or “collective robotic systems” is a new approach to the
coordination of fairly large population of relatively simple robots (Dorigo and
Şahin 2004). The approach takes its inspiration from the system-level functioning of
social insects—ants, termites, bees and wasps—which demonstrate three essential
characteristics for a multi-robotic system: robustness, adaptability, and scalability,
as mentioned earlier.

• Robustness in a system can be defined as the degree to which a system can
withstand abrupt internal and external perturbations. In otherwords, it’s an inherent
ability of a system that allows it to continue operating in the presence of system
failures or malfunctioning system components. For instance, the organization or
distribution ofworkers in an ant colony continues operating even if they lost several
members or if the environmental condition changes notably. The robustness in such
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a systemcanbe attributed to several factors; the degree of redundancy in the system,
that allows a swarm to tolerate the presence of faults (Kazadi et al. 2004). That is, at
macro level, how a colony compensates the loss of its members, e.g., by recruiting
new foragers upon the loss of existing ones. The decentralized coordination of
individuals, i.e., the lack of any centralized entity or control mechanism, makes
them invulnerable to potential break downs in the system (Melhuish 2001).

• Adaptability is a system’s characteristic, either innate or acquired or both, that
enables it to learn and adapt its critical system parameters that effect its stability
in a dynamic environment. Adaptability and robustness have partly conflicting
definitions (Bayindir and Şahin 2007). The difference between the two arises with
the change in environment. For example, to withstand an unexpected change in
the surroundings in which the system operates, it should be able to learn and
adapt the change for its long term survival. Like in nature, animals change their
behavior with the changing climate, e.g., food supply, temperature, shelter, etc.,
round the year. Adaptability in biological systems can be classified as: structural,
behavioral and physiological adaptations (Bayindir and Şahin 2007). Structural
adaptations point towards the physical appearance of the organism that aid its
survival in its natural habitat, like, skin, shape, body covering, teeth, etc. The
behavioral adaptations are linked with the behavior of an organism in a particular
environment, e.g., search for food or a better shelter, etc. And, the physiological
adaptations help an organism to adapt and regulate its internal system functions,
like, secreting lime, body temperature, or like in ants, secreting pheromones.
In the context of swarm robotics, it refers to the ability of individuals to modify or
change their behavior over time, changes depending on the dynamic environment,
changes in the assigned task, changes in the system composition or capabilities,
in such a way that the net performance of the entire system can either be improved
or at least not degraded (Iocchi et al. 2001).

• Scalability can be defined as “the ability to expand a self-organized mechanism
to support larger number of individuals without impacting performance consid-
erably” (Bayindir and Şahin 2007). In the context of swarm robotics, it can be
defined as the collective ability of modules to maintain their performance and
efficiency irrespective of the swarm population.

Considering the taxonomy of swarm robotics, Dudek et al. (1993) have proposed
a classification of a robot swarm in terms of swarm size, communication range,
communication topology, communication bandwidth, swarm reconfigurability and
swarm unit processing ability. Later, Cao et al. (1997) segregated swarm robotics
into: group architecture, resource conflicts, origins of cooperation, learning and
geometric problems. Group architecture is then further divided into centralized and
decentralized, homogeneous or heterogeneous robots, communication structure and
modeling of other agents, dimensions. The modeling contains an individual’s abil-
ities, e.g., sensing, communication, locomotion, etc., to obtain or evolve effective
and efficient cooperation in a robot swarm. Iocchi et al. (2001) also presented a
taxonomy of multi-robot systems with the focus on the communication and compu-
tation aspects. In their classification four different levels are individuated in detail:
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a cooperation level, a knowledge level, a coordination level, and an organization
level. The knowledge level contains “aware” and “unaware” categories. The aware
category at coordination level is then further subdivided into: “strong”, “weak” and
“non” coordinate categories. And finally, the strong coordinated category is further
subdivided at organization level into: “strongly centralized”, “weakly centralized”
and “distributed” categories.

According to Bayindir and Şahin (2007) the mathematical modeling of swarm
robotic systems is generally classified into sensor-based, microscopic, macroscopic
and cellular automata modeling. The sensor-based modeling approach uses themod-
els of the sensors and actuators of a robotic system along with the objects in the
environment, e.g., recharge stations, obstacles, etc., as components of the modeled
system. It further models the interactions between a robot and its teammates and
with the environment. The sensor-based modeling approach is generally carried out
using non-physical and physical simulations. The non-physical simulation does not
include the physical properties (dynamics) of the robots and the objects in the envi-
ronment (Hayes and Dormiani-Tabatabaei 2002; Howard et al. 2002a, b; Trianni
et al. 2002, 2003). Whereas, the latter approach models the interactions between the
robots and with the environment based on the physical rules, such as, assigning mass
and force required to move or drag an object in the environment (Bahgeçi and Sahin
2005; Soysal and Sahin 2005; Trianni and Dorigo 2005; Trianni et al. 2006). The
microscopic modeling approach captures the dynamics of a robotic module during
its interaction with its swarm-mates and with the objects in the environment, but the
details about its sub-components, e.g., sensors, actuators, body pose, are abstracted.
The behavior of a robotic module is modeled using a state diagram and the transition
between the states is triggered using internal (inside a robot), and external (environ-
mental) stimuli. In literature, the microscopic modeling approach has been applied in
a variety of applications. Likewise, Ijspeert et al. (2001),Martinoli andEaston (2003),
Martinoli et al. (2004) used a probabilistic microscopic modeling approach to model
the stick pulling problem in a robotic swarm. Lui (2008) used the probabilistic micro-
scopic modeling approach to model the collective foraging task in a robotic swarm.
The macroscopic modeling approach differs frommicroscopic models in terms of its
granularity. The macroscopic modeling approach focuses on the behavioral aspects
of the whole system, such as a robot swarm. The system behavior is usually defined
in terms of difference equations, where each system state represents the average
number of robotic modules in a particular state at that instance of time (Bayindir
and Şahin 2007). The fourth kind of modeling approach is cellular automata. It is
the simplest form of mathematical models of complex systems (Ilachinski 2001).
It consists of a regular grid/lattice of cells where each cell has a finite number of
states, such as on and off. Each cell interacts only with its neighboring cells based
on some fixed rules—generally a mathematical function. The interaction determines
the new state of each cell from its current state and the states of its neighboring cells.
The studies conducted by Shen et al. (2004) in the context of self-organization and
distributed control of robotic swarms can be seen as an example of cellular automata
modeling. Figure2.3 shows the taxonomy of swarm robotics in literature proposed
by Bayindir and Şahin (2007).
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Fig. 2.3 Taxonomy of swarm robotics in literature (Bayindir and Şahin 2007)

The concept of modular robotics along with swarm intelligence principles has
been explored in several applications using different platforms. These are broadly
classified into two categories: re-configurable with docking and re-configurable with-
out docking. The term “re-configurable with docking” capability is coined for those
robotic platforms that own the ability to physically dock to each other eithermanually
or autonomously and can adapt different morphologies for different purposes. The
examples of such systems include PolyBot (Yim et al. 2000), SuperBot (Salemi et al.
2006), ODIN (Lyder et al. 2008), ATRON (Lund et al. 2005),Molecubes (Zykov et al.
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2007), etc. Whereas, the second category of platforms though does own the modular
structure but lacks the physical docking ability, for example, ePuck (Goncalves et al.
2009), Jasmine (Kornienko et al. 2005), etc. Hence, this category of robotic systems
is only able to logically reconfigure themselves in different clusters.

In the context of this research work, the focus will be laid on different design
parameters of only those re-configurable robotic systems that have the mechanical
docking ability.

2.3 Modular Re-configurable Robotic Systems

The cells in a living creaturemay itself look quite simple but develop complex behav-
iors when aggregated in different morphologies—organisms (Fukuda and Nakagawa
1988). In recent years, creating simple robotic systems yet with the ability to adapt to
the environmentwith complexmorphing behavior gave birth to a newbreed of robotic
system known as modular re-configurable robot. A re-configurable robotic module
with its innate ability of physical aggregation and dis-aggregation can dynamically
adapt different morphologies. In the following section, two re-configurable robotic
systems supporting some form of power management and energy sharing feature in
their hardware design will be briefly described.

2.3.1 SuperBot

The SuperBot is a multi-functional, autonomous, re-configurable, homogeneous
modular robot designed and developed by Salemi et al. (2006) at University of
Southern California (USC). This modular robotic system was originally developed
in collaboration with NASA for space exploration tasks. The salient features of a
SuperBot robotic platform includes three degrees of freedom (DOF)—yaw, pitch, and
roll—high-speed infra-red LEDs for communication, power sharing, re-configurable
and flexible design enable the dynamic configuration of robotic modules to perform
efficient locomotion and task manipulation. Figure2.4a, b show a single SuperBot
roboticmodule and a SuperBotmodular robotic organism, respectively. Themechan-
ical design of a SuperBot robotic module comprises two halves. One half of the
robotic module contains a battery pack, a motor drive, a control mechanism for three
docking sides, i.e., M1, M2, and M3, and a central controller called the “master
controller”, i.e., 8-bit 16MHz Atmega128 micro-controller. The master controller is
connected to the controller of the second half, called the “slave controller”.

The two controllers in every module are therefore responsible for managing the
operations of actuators, communication links, sensors, power flow and the docking
interfaces on each respective side. Figure2.5 shows the block diagram of the hard-
ware control architecture of a SuperBot robotic module. Each module has 6 docking
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Fig. 2.4 Homogeneous SuperBot robotic system with a hybrid architecture (Salemi et al. 2006).
a A single SuperBot robotic module. b SuperBot modular robotic organism
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Fig. 2.5 Block diagram of the SuperBot hardware control architecture (Salemi et al. 2006)

connectors (sides) to allow the physical docking of other robotic modules in different
configurations.

From the power management perspective, each robotic module is powered with
two serially connected lithium polymer cells (2s1p) that provide a nominal voltage
of 7.4v with a charge capacity of 1600mAh (Salemi et al. 2006). Figure2.6 shows
the SuperBot power sharing schematic. It includes 6 docking interfaces (3 on each
half), and a recharging module. Each docking interface includes a diode that allows a
uni-directional—inwards—current flow. Whereas, the outward current flow on each
side is controlled by the controller with the help of a switch. Further, the local power
bus interconnects the 6 docking interfaces thus allowing an omni-directional power
flow in the system.

In the default system state the charging switch—the switch that connects the
battery with the charging module—remains closed while the rest of the switches
present on each docking interface remain open. The application of an external power
source on any one of its docking interface, in the default configuration, allows the
power to flow into the system’s rechargingmodule, thus allowing the on-board battery
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Fig. 2.6 SuperBot power
sharing schematic (Salemi
et al. 2006)

to recharge, instantly. This configuration of power bus switches in a modular robotic
organism thus allows the turn-by-turn recharging of several robotic modules (in case,
all the modules are dead) when any one of them is connected with an external power
source. The power bus in a SuperBot modular robotic organism not only allows the
recharging of robotic individuals through the external power source but also allows
the modules to share their energy with each other in different configurations.

2.3.2 ATRON

TheATRON is a self-reconfigurablemodular robot originally developed by theAdap-
tronics group at the University of Southern Denmark (USD) (Lund et al. 2005).
Figure2.7a shows an ATRON re-configurable robotic module. An ATRON robotic
module consists of two hemispheres, joint together by a rotatingmechanism that pro-
vides one DOF to the mechanical design. Each hemisphere has two passive female
connectors and two active male connectors, which enable a module to hook to the
complementary female connectors of the docking module (Østergaard 2004). Not
only that, the two four-sided pyramids with craving allow the free rotation of robotic
modules within an ATRONorganism. Figure2.7b shows anATRONmodular robotic
organism constructed from a set of homogeneous, broadly spherical modules, with
each of them 11cm in diameter. The split design architecture, allows every ATRON
module to rotate its one hemispherewith respect to the other to generate the collective
movement patterns in the organism.

From the perspective of the system’s electronic design, each hemisphere of the
ATRON module has one 8-bit 16MHz ATmega-128 micro-controller. Figure2.8
shows the block diagram of electronics in an ATRON module. The northern hemi-
sphere contains themain processor, an I/O processor, two docking connectors, a rota-
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Fig. 2.7 Homogeneous ATRON robotic system (Østergaard 2004). a A single ATRON robotic
module. b An ATRON re-configurable modular robotic organism

Fig. 2.8 Block diagram of the electronics in an ATRON module (Jørgensen et al. 2004)
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tion actuator, an accelerometer, and four IrDA diodes. The main processor is respon-
sible for communication with the northern hemisphere neighbors and the behavior
of the entire module. The I/O processor, that is a 8-bit 1-MHz ATMega8 micro-
controller, is responsible for reading the accelerometer, controlling the rotational
mechanism, rotational lock, two active male connectors, communication and other
system functionalities. The southern hemisphere in addition to the main processor
includes a power manager, a battery pack, four IrDA communication diodes, and two
activemale connectors. The southern hemisphere’s controller is responsible for intra-
organism power sharing, recharging of the on-board battery pack, communication
through four IrDAchannels and controlling two activemale connectors. Further, each
ATRON robotic module is energized with two serially connected lithium-polymer
cells (2S1P) that provide the nominal voltage of 7.4V with a max. charge capacity
of 980mAh (Jørgensen et al. 2004). To maintain a consistent power supply to the
robotic modules in an organism, the ATRON module’s electrical skeleton enables
the multiple modules to share or transfer their power with each other. This allows the
robotic modules to recharge the neighboringmodule’s battery pack. For this purpose,
the entire supporting metal structure forming the skeleton of an ATRON module is
electrically grounded. For applying positive electrical potential, one of the dock-
ing hooks has an electrically insulated piece of flexible printed circuit board glued
on its top, that allows the module to form a power bus when physically connected
(Jørgensen et al. 2004).

Figure2.9 shows the powermanagement systemof anATRONmodule. It includes
a power manager, a charge manager, battery cells, and a CPU. The power manager
in the system is mainly responsible for monitoring the on-board battery pack supply
voltage and the voltage across the organism’s power bus to select the best suited
power source to power up its on-board electronics. The power sharing in a mod-
ule is triggered if the organism’s voltage (voltage across the power bus) is below a
certain threshold with respect to the on-board battery pack’s voltage. For collective
recharging—parallel recharging of multiple modules in an organism—it is suffi-
cient to connect a single module to an external power source. The modules then
by election decide who gets to re-charge its battery pack first. A critical parameter,

Fig. 2.9 ATRON module’s power management system (Jørgensen et al. 2004)
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that determines the maximum number of recharging modules in an organism at a
time, is the maximum amount of instantaneous current that can flow through the
organism’s power bus. The ATRON module’s system design allows a max. of 7A of
current to flow through. Therefore with 500mA of recharging current, a maximum
of 14 ATRON modules can be recharged simultaneously in an organism.

2.3.3 REPLICATORs

In a dynamic environment, the homogeneity of the robotic modules in a modular
robotic organism may limit certain desirable features that are required, for instance,
for collective locomotion on different surfaces, avoiding obstacles, lifting objects,
exploring environment, etc. To gain such abilities, the idea behind heterogeneous
platform design of REPLICATOR (Kernbach et al. 2008) robotic modules was
intended to ensure high reliability, self-reconfigurability and adaptability in amodular
robotic organism. The three heterogeneous robotic platforms specialized in different
features are designed by the REPLICATOR consortium, namely; Kabot, Scout robot
and Active wheel.

All three REPLICATOR platforms carry components that they have in common,
e.g., docking units, cameras, transceivers for wireless and wired communication,
IR sensors, microphones, accelerometers, and others. Among those components in
which the three platforms differ due to their respective specialization belong the 3D-
actuator, 2D-drive, and laser scanner. It is important tomention here, since theREPLI-
CATOR robotic modules platform was partly designed and developed by the author
therefore is used in this book to explore and address the issues related to the self-
sufficiency of a modular robotic organism.

2.3.3.1 Kabot

The REPLICATOR Kabot is also called “backbone” robot because of its strong 3-D
actuation. It was specially added as a feature formore robust, dynamic 3-Dmovement
of robotic modules in the organism. Figure2.10a shows the fourth generation of
Kabot, with a 3-D actuation drive in the center. Its size is roughly 108 × 108 ×
108mm3.

The Kabot mechanical platform is specialized in strong 3D locomotion and actu-
ation capabilities in the organismmode. The robot possesses a strong brushless drive
capable of lifting several robots. A single DOF approach reduces the cost and since
the main motor is a rotation-symmetric sub-assembly, the available space inside is
better suited to support one strong motor instead of several smaller ones. To compen-
sate the reduced number of DOFs, the frame of the robot uses two L-shaped halves,
which can be rotated against each other. This allows lifting or rotating connected
robots depending on their docked position. A symmetric, genderless, active docking
was chosen to eliminate the need to search for compatible docking interfaces. This
increases the diversity of possible organism structures that can be built. To use the
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Fig. 2.10 REPLICATOR robotic modules (Kernbach et al. 2008). a Kabot. b Scout robot. c Active
wheel

feature of the four mounted docking units, which not only provide for a stable con-
nection but also for power and communication lines, a special 2D drive was included
allowing the robot to additionally move sideways. The robot can move freely as a
unit and it is possible to use the 2D drives of several connected robots to drive the
organism. A cubical shape was chosen because it combines best the requirements
for a small sized swarm robot and the requirements for modular self-reconfigurable
robots, where a symmetric shape would simplify the reorganization of an organism.

2.3.3.2 Scout Robot

The REPLICATOR Scout robot is quite different in mechanical design from the
Kabot. Figure2.10b shows the fifth generation of REPLICATOR Scout robot. Its
size is roughly 110× 110× 110mm3. Its platform is specialized in fast locomotion
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on challenging terrains for exploration tasks. Therefore, the platform is equippedwith
additional sensors compared to the other platforms to scan the surroundings and the
floor. In particular, the Scout robot has two laser-camera systems, on its front and
rear to provide far and short range obstacle detection. The Scout robot’s locomotion
is based on tracks. Fast locomotion for the exploration on rough terrains is more
important for the Scout robot than slow and precise locomotion for aggregation and
docking alignment, compared to the Kabot module. Tracks enable the Scout robot to
move forward, backward, turn left, turn right and turn on its axis.Moreover, the Scout
robot can move on rough terrains, climb slopes and overcome small obstacles. The
speed of locomotion is more than one body length per second. With the continuous
elastic tracks, the robot can perform locomotion even after overturning accidentally.

Similar to the Kabot, the Scout robot has four docking units, one on each lateral
sidewall. The docking units are centered on thewalls of the robot so that modules can
dock regardless of their orientation. This platform has 2 DOF, bending and rotation,
with a maximum torque of 4,7Nm. The bending DOF (±90◦) allows the robot’s rear
wall to lift up and down while the rotational DOF (±180◦) allows the docking unit
on the robot’s left side to rotate along its axis. The 3D DOF has lower torque than the
Kabot since the main role of the platform is exploration and not macro-locomotion.
In any case, the Scout robot can lift two other robotic modules. The Scout robot, with
higher DOF and lower torque compared to the Kabot, performs best if docked to the
tail or to the head of an organism to scan the environment.

2.3.3.3 Active Wheel

The Active wheel platform is optimized for specific tasks in the swarm and in the
organism and is therefore initially regarded as an active tool in the REPLICA-
TOR swarm. Figure2.10c shows the third generation Active wheel. With its omni-
directional and fast moving ability, it is specialized in transportation tasks. It is
designed to carry and transport an organism consisting of several Scout or Kabots
in a most energy-efficient way. The robot itself is able to approach the requested
module or organism and can autonomously dock to it. The current design consists
of two symmetrically arranged arms. On each end two 90◦ shifted omni-wheels
are attached, which together form the locomotion mechanism of the robot. These
arms are connected via a 180◦ turning hinge. Docking to other robots is provided by
2 docking elements placed on the same axis as the hinge. To allow docking in any
position or height, the docking elements can rotate and are actuated by two dedicated
motors.

The chassis of the robot has two cavities, which are ideal to place the main
electronics and additional battery packs. On one hand, this configuration protects the
sensitive components from potential damages during operations; and on the other
hand, it provides enough room to place additional sensors for better perception of
the environment.
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Fig. 2.11 REPLICATOR unified homogeneous docking unit. a Active docking unit on a lateral
side of Kabot. b Passive docking unit on Active wheel

2.3.3.4 Homogeneous Docking Unit

A key element of re-configurable robot platforms is the ability to dock mechanically
and electrically to merge into a larger artificial multi-cellular organism. A special-
ity of the docking unit developed for the REPLICATOR robotic modules, called
CoBoLD—Cone Bolt Locking Device—is it’s genderless design which is made 90◦
symmetric to handle slight misalignment between the robotic modules during an
autonomous docking. Figure2.11 shows the unified homogeneous docking unit. The
design itself is based on 4 cone shaped, spring loaded bolts. Because of the self-
locking feature of a worm gear, no energy is required to hold the connection. In the
center of the docking unit, spring loaded electrical contacts are placed to assure an
automatic connection of power and wired communication between the two docked
robotic modules. The contacts are placed on the same PCB holding all the other
electrical components on the particular side. This eases the electronic design since
no cables or additional contact PCBs are required. The arrangement of these contacts
plus a special switching circuit ensures that robots can dock no matter how they are
oriented with respect to each other.

2.4 Bio-Inspired Techniques

This section describes those techniques that are inspired from the swarm behaviors
of social insect colonies in nature, and applied in swarm robotics to gain energy
autonomy and robustness. The bio-inspired techniques includes artificial foraging,
trophallaxis, energy harvesting, homeostasis and fault tolerance.
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2.4.1 Artificial Foraging

As stated earlier, foraging is not only vital for the life of any living system but also
equally important for a non-living system that tries to keep autonomy. Artificial for-
aging (AF) is inspired from the natural foraging behavior found in social insects.
It is an act that enables an artificial robotic system to search and regain its replen-
ished energy (food) from the environment. The first known robot that possessed the
artificial foraging ability was believed to be the “Tortoise” robot developed by Grey
(1963). Here, the foraging behavior was replicated using a simple light following
approach that allowed it to guide itself towards the recharge station in the arena. AF
behavior is quite analogous to the “basic cycle of work” defined by McFarland and
Spier (1997), to maintain the “self-sufficiency” of an autonomous mobile system
(McFarland 1994). Foraging and collecting behavior in artificial autonomous robots
is replicated in a variety of ways. For instance, a forager robot or a group of foraging
robots (Goldberg and Matarić 2000; Parker 1995) has to collect objects scattered
in the arena and to bring them collectively or individually either in some random
location called the collection task (Beckers et al. 1994; Matinoli et al. 1999), or a
pre-specified location termed “home” known as the foraging task (Goldberg and
Matarić 2000; Matarić 1992; Nitz et al. 1993). During the past two decades, several
algorithms have been proposed that explore the foraging behavior in robotic sys-
tems. The first known implementation of foraging task in a group of real robots was
done by Matarić and Marjanovic (1993), Matarić et al. (1995). Figure2.12 shows
Matarić’s robots used for foraging tasks. The proposed foraging behavior defines
the following states: avoiding, dispersing, searching, homing, and resting, which are
called behavior primitives.

Fig. 2.12 Matarić’s foraging robots (from Matarić 1997)
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In biological systems, the efficiency of foraging behavior has been defined in terms
of “energy” that is measured as the weight of animals before and after foraging to
quantify the amount of energy spent and gained (Charnov 1976; Houston et al. 1988;
Oster andWilson 1979). In the context of swarm robotics, the terms such as, reward,
income, benefit has been used by Labella et al. (2004), Lerman et al. (2006), Lui
et al. (2006), Ulam and Balch (2004).

Lui (2008) in his Ph.D. work modeled a collective foraging scenario in which the
food-items were randomly scattered in the arena. A swarm of robots was assigned
the task to collect and deposit the food items to a pre-specified location, called nest.
Each food item that is collected by a robot provides an amount of energy to the
swarm, but the foraging activity requires a certain amount of energy for searching
and grabbing a food item. The optimal goal of the developed swarmwas to maximize
the net energy of the swarm.

The collective foraging behavior was modeled using a finite state machine (FSM),
shown in Fig. 2.13. Each state in the finite state machine represents a sub-task that
a robot undergoes during foraging. The transitions between the states are triggered
on the basis of internal, i.e., time, or external, i.e., sensors, events occurred to a
robot. The foraging FSM uses two types of timers, i.e., Ts and Tr , to count the
time spent by a robot during, searching and resting in the nest. The transitions from
states randomwalk, scanarena, or movetofood to state homing are triggeredwhenever
searching time Ts reaches the threshold T hs , i.e., Ts ≥ T hs , that ultimately reduces
the number of foraging robots to resting robots. The transition between state resting
and state leavinghome, is triggered when the resting time Tr reaches the threshold
T hr , i.e., Tr ≥ T hr , thus drives the robot back to foraging. The proposed adaptation
that is biologically inspired uses three kinds of cues: environmental cues, internal
cues and social cues, to adjust the time threshold parameters T hs and T hr that
dynamically change the number of foraging and resting robots in the arena to improve
the efficiency of the swarm. The performance metric of the swarm was calculated as
the energy efficiency given by Eq.2.1,

Fig. 2.13 Finite state machine for collective foraging task (from the work of Lui 2008)
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efficiency = net energy income to swarm

energy available from environment
. (2.1)

Where the term in the nominator, i.e., net energy income to swarm, is the amount
of energy gained every time a food item is collected by a forager from the arena
minus the energy spent or invested to collect that food item. And, the term in the
denominator, energy available from environment, is the total number of food items
growing over time multiplied by the energy unit a food item provides.

2.4.2 Trophallaxis

“In the social Hymenoptera, continued evolution has placed a premium on the storage
of nutrients for the benefit of the society as a whole. They have two central chambers
in their digestive tract —the crop—followed by the midgut” (Eisner and Brown
1956). The crop holds the food that can be exchanged between the foraging and non-
foraging nest-mates and is therefore called the ant’s social stomach. The exchange of
food between the individuals of a colony serves as one of the most fundamental bond
in the social organization of ants (Eisner and Wilson 1958; Wheeler 1923; Wilson
and Eisner 1957).

Trophallaxis in biological systems is a process that allows conspecifics—two or
more individual organisms of the same species—to exchange or transfer food through
regurgitation via “mouth-to-mouth” known as, stomodeal (Korst and Velthuis 1992)
and “anus-to-mouth” known as proctodeal (Cabrera and Rust 1999). Figure 2.14a
shows food transfer—trophallaxis—between two ants. Figure2.14b shows the
trophallaxis behavior between two honeybees in the hive. The sharing of food
between the colony members is not limited to feeding the individuals rather it also
provides a means of communication (Camazine 1993; Korst and Velthuis 1992),
like in honeybee colonies (Wainselboim and Farina 2003). In addition, it also boosts
colony-level immunocompetence, known as “prophylaxis” (Hamilton et al. 2010).

Fig. 2.14 Trophallaxis behavior in nature. a Ants engaged in mouth-to-mouth food transfer
(source http://upload.wikimedia.org/wikipedia/commons/d/dd/SSL12022p.jpg, by Sean.hoyland,
used under license Wikimedia Commons/Desaturated from original). b Trophallaxis between two
honey bees—(mouth-to-mouth) food transfer (with the kind permission of Eric Tourneret, author)

http://upload.wikimedia.org/wikipedia/commons/d/dd/SSL12022p.jpg
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In swarm robotics, the term trophallaxis has been applied for both energy home-
ostasis in a swarm (Melhuish and Kubo 2007) and as a means of non-centralized
communication within a large robot swarm colony as presented by Schmickl and
Crailsheim (2008). Trophallaxis is specifically found useful in insect colonies that
need to regulate the internal state of the colony, e.g., the protein supply in the bee
hive, without having any centralized control, such as, a brain and communication
path-way, like, neurons. Hence, for swarms of disjoint robots it can similarly aid
in regulation and self-organization. A re-configurable robot however, does have a
dedicated communication channel and may in some settings also provide a central
“brain” by using distributed processing in only a fewof specializedmodules. It is even
questionable if the term trophallaxis is valid at all within a robotic system consisting
of merged1 robotic modules that simply share their energy on a common energy bus.
Trophallaxis may consequently not have the same significance in re-configurable
robots, unless these themselves are a member of a swarm of organisms. Generally,
in a swarm of self-reconfigurable robots one will find single, disjoint robot modules
and robot organisms of different morphologies consisting of a variable number of
merged modules. If two such robot units, single or merged, dock together for the
sake of energy transfer, the term trophallaxis is regard as being a valid analogy.

Ngo (2008) in his work, “towards sociable robots”, presented the concept of
artificial trophallaxis in swarm robotics. For that, he developed a new robotic platform
named“CISSbot” (NgoandSchiøler 2008).TheCISSbot has the physical dimensions
of 15 × 15cm square shape. The mechanical platform is driven by a differential two
wheeled system and a pair of castors to maintain the robot balance.

Trophallaxis based on recharging the other’s battery is quite time-consuming
(considering today’s battery technology up to several hours) and inefficient from
an energetic perspective. Hence, Ngo (2008) has devised mobile swarm robots that
exchange energy through swapping of battery packs. The battery packs are carried
on their top out of a specifically designed battery holster unit that can hold up to
8 ejectable batteries, as shown in Fig. 2.15. The idea behind this was to increase
the sustainability of the swarm, since the individual robots do not have to interrupt
their ongoing tasks for re-fueling through a recharge station. Figure2.15 shows the
artificial energy trophallaxis—swapping of battery packs—between two CISSbots.

In contrast to biological systems, it is important to emphasize that by trophallaxis
a swarm of robots does not gain energy. Rather, a significant portion of energy is
lost, since the efficiency of energy transfer will always be less than perfect. The
energy loss during the exchange is usually not as critical as it is in artificial systems.
However, a swarm may prolong its autonomy through trophallaxis, by taking over
the role of a “common stomach”, levitating any peaks and dips of energy supply and
assuring a more evenly distribution of power supply (Humza and Scholz 2010).

1 Although the robot hardware cannot merge, this term is being used but to underline that the
modules do not only physically aggregate and bond, but also unifies logically—they become one
larger entity.



30 2 Background and Related Work

Fig. 2.15 Artificial energy
trophallaxis: two CISSbots
are in a state of exchanging
batteries (with the kind
permission of Ngo) (2008)

2.4.3 Energy Harvesting

Robots that move and operate autonomously must have access to some external
energy resources to maintain their autonomy. Although in recent years considerable
progress has been made regarding the output power capability and the energy weight
ratio of batteries (Linden and Reddy 2002), but the stored energy is still very limited
compared to the power and energy demand of ameso-scale robotmodule. As is easily
imaginable, this shortage becomes worse when energy-hungry, highly sophisticated
sensors and processing systems are involved such as vision systems. In particular for
self-reconfigurable robots, it is expected that in general a higher demand of sensing
and processing power is required compared to “conventional” swarm robots that only
move in 2D space. To increase the energetic autonomy it is hence wise to enable the
robots to collect additional energy from the environment, which is often called energy
harvesting.

Depending on a robotic module’s architecture and its operational environment,
different forms of energy harvesting methods have been employed, like solar
power (Boletis et al. 2006; Landis and Jenkins 1997), wind power, vibrational
power (Wade and Gifford 2007), etc. The robotic systems that employ energy har-
vesting methods based on fueling from organic substances include: Gastronome
that uses sugar (Wilkinson 2000), Ecobot-II that extracts power from sludges and
flies (Ieropoulos et al. 2005b), and slugs eater using microbial fuel cells (MFC)
(Kelly et al. 2000). Figure2.16a shows a Gastronome robot and b shows an Ecobot-
II that uses organic substances to fulfill its power demand. A microbial fuel cell that
performed best, provides an average output power of 45.5µW over a period of 10
days and has the dimensions of 6 × 7 × 5cm (Ieropoulos et al. 2005a).

When considering the power demands of a robot, its size is an extremely important
factor since technologies for energy storage and harvesting do not scale down that
easily. For example, if a cube shaped robotic module is shrunk in length by a factor
x, the surface area would decrease by x2, whereas its volume would be reduced
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Fig. 2.16 Energy harvesting robots. a Gastronome—a prototypeMFC powered robot, copied from
Wilkinson (2000). b An Ecobot-II with O2 MFCs onboard (Ieropoulos et al. 2003)

by x3. In a rough model, the energy consumption due to the weight of the robotic
module is more or less proportional to its volume. On the other hand, solar cells
generate electrical energy approximately proportionally to their surface area. This
implies that it will be much easier to power a small robot with solar cells than a larger
one. Reports on energy scavengers confirm the scaling issue. Even though energy
harvesting is being employed in more and more marketed mobile electronic devices
(vibrational energy scavenging in wristwatches, thermal energy transformers for
wearable sensors, etc.)manyof these are not very useful for robotic applications in the
meso-scale. This conclusion is drawn from the fact that the reported appliances rely
on extremely low power demand electronics and lack any actuator, a key component
in robotics that due to physical limitations cannot be made energy preserving to an
arbitrary level. It is certainly not possible to give exact numbers of robots’ power
consumption in general. There are several factors that come into play, such as size
and hence the weight, processing power and grade of sophistication, principle of
locomotion, number of sensors, and many more. In Mei et al. (2005) the author
has tried to shed some light onto mobile robots at meso-scale. When looking at the
given numbers (10–20W) it is obvious that certain energy harvesting methods at the
current state of art are not able to provide the necessary power.When considering that
self-reconfigurable robots will usually be more complex than ordinary swarm robots
(sensor fusion for docking approach, docking mechanism, etc.) energy scavenging
by integrating harvesting modules within the robot modules is even less promising
because of the tighter size restrictions and the expected higher energy demand due
to 3D actuation, when lifting other modules.

Nonetheless, photo-voltaic cells are commonly being used for robot energy scav-
enging, in particular in space missions. The efficiency of solar cells not only depends
on the specific technology being used (Si, Ga, thin film, crystalline, etc.) but also
on the spectrum of light. Hence, the cells are compared at a well-defined spectrum,
which has been standardized, e.g., IEC60904-3, at 1000W/m2. This irradiance pre-
vails approximately at a cloudless noon during spring in central Europe. The highest
reported efficiency of PV modules—these are composed of several cells connected
together—lie between 8.2% (thin-film poly-crystalline Si) and 22.9% (crystalline
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Si) (Green et al. 2009). Consequently, a solar panel made of crystalline Si with a
realistic efficiency of 15% under ideal conditions will generate approx. 150W per
square meter on an average bright sunny day. To power a re-configurable robot this
may still not be enough, when taking a much smaller available surface area into
account. But for a base or charging station to which the robot modules return to
recharge this may be a realistic scenario.

2.4.4 Homeostasis

The biological term homeostasis ormilieu interieur was first coined by the American
physiologist Walter Bradford Cannon (Cannon 1926, 1929). Later, the following
definition of homeostasis comes from his book “The Wisdom of the Body” (Cannon
1932):

“The coordinated physiological processes that maintain most of the steady states in the
organism are so complex and so peculiar to living beings—involving, as they may, the
brain and nerves, the heart, lungs, kidneys and spleen, all working cooperatively—that I
have suggested a special designation for these states, homeostasis. It means a condition—a
condition that may vary—but is relatively constant.”

Claude Bernard, a French physiologist, was one of the first to discuss what is now
called homeostasis, frequently talking about the concept in terms of the stability of
the internal environment (milieu interieur). Bernard and Dastre (1879) states:

“stability of environment implies an organism so perfect that it can continually compensate
for and counter balance external variations. Consequently, far from the higher animals being
indifferent to their surroundings, they are on the contrary in close and intimate relation to
them, so that their equilibrium is the result of compensation established as continually and
as exactly as if by a very sensitive balance.”

Wheeler (1911) described the regulatory behavior of social insects colonies as a
“social homeostasis”. Social homeostasis is a phenomenon, in which the collective
activities of a colony members help them to regulate the colony environment. For
example, the regulation of nest atmosphere in termite colonies: the concentrations of
carbon dioxide, oxygen, and water (Emerson 1956), respiration in honeybee colony,
etc.

In a physiological context, theword “homeostasis” describes a property of a living
system that is able to maintain a stable internal environment, despite the potentially
considerable variations to its internal and external conditions. The steady states that
Cannon referred to are the relatively constant values at which physiological variables
such as blood pressure, body temperature and blood glucose levels are kept, what
one might call “organismal homeostasis”. As Cannon states, the stability of these
variables is maintained by a number of “coordinated physiological processes”. One
such example is the thermoregulation of the human body. During thermoregulation,
the variable to be maintained is body temperature, which is kept at a near constant
37 ◦C, despite fluctuations in the external temperature. A classic example of a stable
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engineered system is the Watt’s governor, a type of centrifugal governor designed in
1788 by James Watts (1736–1819) to regulate the speed of a steam engine. The Watt
governor, and other engineered systems involving more state-of-the-art proportional
control mechanisms are very good at maintaining the stability within the small task
they were designed for, however, they lack the adaptability that stable biological
systems possess. Biological homeostatic systems, as has already been shown, are
highly adaptive.

Here, it is important to introduce the terminologies required to define homeostatic
behavior, later used to define the homeostasis from the perspective of self-sufficiency
of a modular robotic organism. Following terminologies largely originate from the
two sources:Widmaier et al. (2006)’s book “Vander’s Human Physiology: The Mech-
anisms of Body Function” on physiology and Ashby (1960)’s book “The origin of
adaptive behavior”.

• Essential variables
It refers to those variables that belong to the internal state of an organism and
are closely linked with its survival. The deviation of an essential variable from its
normal range will lead to changes in the organism that compromise its survival.
Examples of essential variables include: body temperature, blood pressure and
blood glucose levels, etc.

• Set points
It refers to those values that define the system steady state, around which each
essential variable in a healthy organism will tend to remain. Essential variables
do not remain constantly fixed at their set point values. In a homeostatic control
system, when a variable deviates from its set point, several physiological processes
will come into action that tend to bring the variable back to its steady state. For
instance, the set point of the human body temperature is 37 ◦C. It should be noted,
the set points are not fixed for the life-time, rather they are adaptable, to accommo-
date the changes happening in the operating environment. For instance, the human
body temperature becomes higher during the day when the body is active.

• Physiological limits
They define the normal range of an essential variable. If a variable travels outside its
limits then the survival of the organism is put at risk. For example, the physiological
limits of the human body temperature are considered to be approximately 35–
40 ◦C, an internal temperature of below 35 ◦C may lead to hypothermia whereas
an individual with a temperature above 40 ◦C may experience heat stroke, leading
to hyper-thermia.

• Negative feedback
It is the property of a system in which the increase or decrease in the value of
a variable initiates the responses that tend to oppose the change to that variable.
Within the endocrine system, for example, a negative feedback loop controls the
release of many hormones in the human body. The increase in the concentration
of a particular hormone often leads to a series of responses that in the end tend to
inhibit or prevent the release of that hormone.
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• Regulatory response
In response to a stimulus it is a physiological process that acts so as to maintain the
essential variables within their physiological limits. Regulatory responses often
form part of a negative feedback loop. For example, in response to a drop in body
temperature the regulatory response of shivering will bring about changes that
tend to increase body temperature. Responses can either be involuntary, unlearned,
built-in, or acquired and subject to learning and improvement over time.According
toWidmaier et al. (2006), since built-in responses are subject to learning therefore
it is often hard to distinguish the following two types.

– Feed-forward regulation
It is a special form of regulatory response that compensates for changes to
essential variables before any such change has actually occurred. Feed-forward
regulation further minimizes the time and the extent which the variables are at
risk of breaching their physiological limits.

– Acclimatization
Improvement of an already existing homeostatic system due to prolonged
exposure to certain environmental conditions. The adaptation of the sweating
response in different climates is a good example of acclimatization. The sweat-
ing response of an individual that is used to exercising in a hot environment will
start quicker and act more aggressively than the response of an individual that
is acclimatized to a colder environment.

2.4.5 Fault Tolerance

Tolerance to thepresenceof faults is an important considerationwhich an autonomous
systemmust take in to account for its long-term survival.Fault tolerance is the ability
of a system to continue its operation in the presence of faults and component failures
perhaps by gracefully degrading its system performance (Parker 2012). It has been
explored in a variety of application scenarios, and attained through different means.
In artificial control systems, it is usually addressed through hardware redundancy
and redundant control behavior. Hardware redundancy or replication of hardware is
most commonly employed to enhance the system reliability by physically duplicat-
ing the critical system components or modules in the system design, that increases
the endurance to faults and failures (Johnson 1984; Siewiorek and Johnson 1981).
Later, Payton et al. (1992) had investigated a set of redundant control strategies to
address high level failures, to gain a high level control and fault tolerance. A high
level failure refer to those malfunctions that a system can encounter for which it is
not explicitly pre-programmed. To deal with unexpected system behaviors, the con-
troller is usually designed with redundant control strategies to perform a task. For
instance, if a strategy does not suffice, the controller selects or switches to one of the
other defined strategies (Ferrell 1993). Considering the two strategies, the hardware
replication strategy is not acceptable to every system design as the redundant system
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components not only increase the size of the system but also adds complexity and
development cost. On the other side, the redundant control behavior based strategies
to encounter faults does not suited well for hardware faults and failures.

In the context of modular robotic systems, the increased system complexity may
in some scenarios result in higher failure probability. Carlson and Murphy (2005)
report a wide variety of reasons why individual robots fail in the field. According to
them, the different causes of failure can be roughly categorized as physical failures,
software control failure, or human control errors. Winfield and Nembrini (2006)
use the approach of qualitative Failure Mode and Effect Analysis (FMEA) (Dailey
2004) to evaluate the fault tolerance of a robot swarm. Under the FMEA approach,
the designer tries to identify different sources of hazards that can cause internal and
external failures in a robotic system. For each hazard, an analysis is performed to
determine its impact on the performance of a robot swarm. The tolerance ability
mainly depends on the detection, identification and isolation mechanism that allows
a system to operate in the presence ofmalfunctioning componentswithout the need of
external intervention. Fault detection is a complex process for a number of reasons as
pointed out by Parker (2012): the space of possible fault types, sensors, actuators, and
the uncertainty in the environment models. Fault detectors are commonly employed
tomonitor a system’s essential variables.Willsky (1976) presented a survey of design
methods for failure detection in dynamic systems. Upon detection of an unacceptable
deviation of a system’s parameter, a fault is diagnosed. The fault diagnosis locates
the fault and establishes its cause to evaluate its effect on the system steady state
operations. If the evaluated fault is tolerable, the systemmay continue its operations;
otherwise, the system adapts its behavior accordingly, i.e., through fault isolation
and accommodation (Isermann 1984; Paul 1990).

Fault detection and isolation (FDI) is based on the use of analytical instead of
physical redundancy (Paul 1990). It exploits the available information redundancy
in the system (Garcia et al. 2000; Jeppesen and Cebon 2004; Leuschen et al. 2002).
FDI techniques can be broadly classified into: model based and knowledge based
models. Different model based approaches for fault detection have been developed
over the years, see, e.g., (Gertler 1998; Himmelblau 1978; Isermann 1984, 2005;
Isermann and Ballé 1997; Paul 1990; Willsky 1976). For knowledge based FDI
approaches, see, Milne (1987) and Patton et al. (1989). The concept of analytical
redundancy is commonly employed for failure detection and isolation in many sys-
tems. Without employing redundant components, it evaluates the inherent system
redundancy through information processing under well-featured operating condi-
tions. Figure2.17 shows the general architecture of the FDI approach based on ana-
lytical redundancy, redrawn form Isermann (1984).

The analytical redundancy approach employs residual generation for the detection
of faults in the system. The residual generation requires the system models during
the three operating modes: nominal, or steady state, observed—actual—and faulty
system. In the fault decision logic the decision on the occurrence of a fault is usually
based on the fault signature generated from the faulty systemmodel. On the detection
of a fault its location, size and cause can be determined using fault diagnosis or inter-
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Fig. 2.17 General architecture of FDI based on analytical redundancy, redrawn from Isermann
(1984)

pretation. For this a deeper knowledge about the system, e.g., aging, the operational
environment, used tools, fault statistics, etc. is required (Paul 1990).

To capture the dynamics of an artificial system especially for the construction of
a faulty system model, it is important to firstly, distinguish between failure mode and
failure mechanism (Larsen 1974). A failure mode is a type of failure that causes
deviations in the essential variables of a homeostatic control system, while, failure
mechanism indicates the cause of a particular failure in the system. For this purpose,
H.A. Watson in 1962 at Bell Telephone laboratories first used the fault tree analysis
approach to analyze the Minuteman Launch Control System (Driessen 1970). Fault
tree analysis (FTA) is a top-down approach to failure analysis. It identifies the various
sequence of events that lead to a component malfunctioning. It starts with a potential
undesirable event (failure) as a TOP event and then traces down all the way to its
root cause or causes. A fault tree is a logic diagram based on statements that are
either true or false, on or off, open or close, etc. (Larsen 1974). An event in the fault
tree may either represent a component failure, an external influence/disturbance, or
a system operation. The events in a fault tree are connected by a set of logic symbols.
Figure2.18 shows the fault tree analysis symbols.
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Fig. 2.18 Fault tree analysis symbols (from Larsen 1974)

2.5 Simulation Tools

2.5.1 Player/Stage

The open source project Player/Stage (Gerkey et al. 2003), provides an option for
research into robotics and sensor systems. Player is probably one of the most widely
used open source robot interfaces in research and post-secondary education (Toby
and Bruce 2005). The components of the simulation framework include the Player
network server and Stage robot platform simulators.

2.5.1.1 Stage

Stage simulates a population of mobile robots, sensors and objects in a two-
dimensional bit mapped environment. It provides fairly simple, computationally
cheap models of many devices rather than attempting to emulate any device with
great fidelity. This is particularly useful for simulation of a large group of mobile
robots. It is often used as a Player plugin module, providing populations of virtual
devices for Player. Users write robot controllers and sensor algorithms as ‘clients’
to the Player ‘server’. Typically, clients cannot tell the difference between the real
robot devices and their simulated Stage counterparts. After careful design of the
simulated robot model in Stage, Player clients developed using Stage will work with
little or no modification with the real robots and vice versa. Thus Stage allows rapid
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prototyping of controllers destined for real robots. Various sensors and actuators are
provided, including sonar, scanning laser range finders, vision (color blob detection),
odometer, and a differential steer robot base.

2.5.2 SPICE

SPICE (Simulation Program with Integrated Circuit Emphasis) is a simulation and
modeling program for analogue circuits and digital logic design. It is used in inte-
grated circuit and board-level design to check the integrity of circuit designs and to
mathematically predict the electronics circuits behavior. It provides an environment
to simulate components ranging from the most basic passive elements such as resis-
tors and capacitors to sophisticated semiconductor devices such as MESFETs and
MOSFETs. Using these intrinsic components as the basic building blocks for larger
models, designers and chip manufacturers have been able to define a truly vast and
diverse number of SPICE models. Most commercially available simulators include
more than 15,000 different components. An electronic circuit in SPICE is defined
in the form of a net-list. The net-list is a text description of all circuit elements such
as transistors and capacitors, and their corresponding inter-connections. Different
schematic capture and simulation tools such as Multisim from National Instruments,
LTSpice from Linear Technology, etc., provide a graphical user interface to draw
circuit schematics in a user-friendly environment, and automatically translate the
circuit diagrams into net-lists.

For the simulation of dynamic power flow and fault tolerance between the robotic
modules of modular robotic organisms, in this research work, LTSpice has been used
to predict the systembehavior at the hardware layer. LTSpice IV is a high performance
SPICE simulator, schematic capture and waveform viewer with enhancements and
models for easing the simulation of switching regulators. It provides macro models
for 80% of Linear Technology’s switching regulators, over 200 op-amp models, as
well as resistors, transistors, and MOSFET models. Chapter 4 introduces the sim-
ulation framework that uses LTSpice with a simulation front-end designed in Lab-
Windows/CVI to simulate power flow in different organism morphologies for this
work.

2.6 Summary

This chapter briefly covered the background and the related work carried out in
autonomous robotic systems, mainly from the perspective of self-sufficiency. It
started with the basic definition of swarm intelligence and its five basic properties.
It discussed the swarm behaviors observed in nature in different species that form
the basis of swarm intelligence. The common examples of swarm behaviors include
navigation, defense and foraging. The chapter then focused on swarm robotics by
outlining three essential characteristics of a multi-robotic system: robustness, adapt-

http://dx.doi.org/10.1007/978-3-319-10289-4_4
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ability, and scalability. After including the taxonomy of swarm robotics in literature,
it briefly discussed the platform design and features of some of the re-configurable
modular robotic systems that support power sharing. After having a detailed analy-
sis of the state-of-the-art re-configurable modular robotic systems, the following
features may be found to be missing in the existing systems:

• determine or measure the current flow through the on-board battery pack to sys-
tem peripherals and to each docking side—to the docked robotic modules in the
organism,

• withstand abrupt system failures, such as, a short circuit, erroneous sensor mea-
surements, component failure, etc.,

• control the recharging of an on-board battery pack of a robotic module in organism
mode, especially in case of a faulty robotic module,

• application layer control mechanisms for dynamic power sharing between the
robotic modules of an organism.

The current flow measurements at the critical system segments play an impor-
tant role in controlling the dynamic operations of any battery operated autonomous
mobile robotic system. These measurements allow a system to predict system mal-
functions/failures even before they occur. The current flow measurements also help
the robotic modules to efficiently utilize the available energy distributed in the organ-
ism. An important ingredient in the electro-mechanical design of any autonomous
system is its ability to withstand system failures. From dynamic power sharing per-
spective, the system design must have an innate fault tolerance, e.g., current limiters,
fuses, switches, etc., to withstand the effects of endogenous and exogenous failures.
The control over the current flow path in a modular robotic organism, at one end pro-
vides adaptive fault tolerance to an individual and collective systems, on the other
hand, allows the robotic modules to efficiently utilize the distributed energy reserves
in the organism, for instance, by forming sub-power buses. The chapter then intro-
duced the platform design of state-of-the-art REPLICATOR re-configurable robotic
modules. The electronic design of the REPLICATOR robotic modules, more explic-
itly, the power management system with fault tolerant energy sharing, has been
developed and used for experiments in this research work. Later, it reviewed some
of the bio-inspired techniques that have been applied in other robotic applications
to gain energetic autonomy. The presented bio-inspired techniques include artifi-
cial foraging, trophallaxis, homeostasis and fault tolerance. At the end, some of the
simulation tools used during the work were briefly described.



Chapter 3
Concept

Abstract This chapter presents the core concept that is conceived to address the
issues related to self-sufficiency of a modular robotic organism. In the beginning
it presents the open issues at a modular robotic organism from the perspective of
self-sufficiency. Tomodel the self-sufficient behavior of a modular robotic organism,
firstly, the energeticmodes of a self-sufficient roboticmodule are definedusing afinite
state machine. On the basis of energetics of a robotic module, the behavior model
of a self-sufficient robotic module in a robot swarm is then defined. By combining
the individual behavior of self-sufficient robotic modules it then defines the self-
sufficient behavior of a modular robotic organism. The chapter then presents the
concept of dynamic powermanagement in amodular robotic organism. In this regard,
getting inspiration from the homeostasis phenomenon found in biological systems, it
introduces a novel concept of artificial energy homeostasis to achieve self-sufficiency
at a modular robotic organism level.

3.1 Open Issues at a Modular Robotic Organism Level

As stated in problemdescription, from the perspective of amodular robotic organism,
self-sufficiency can be defined as the collective ability of the robotic modules to find
fuel and refuel, autonomously. This is only possible as long as the robotic modules
retain enough energy to perform their role or responsibility in the organism. Here,
from the perspective of self-sufficiency, attention is drawn to those critical system
parameters, fixed or adaptable, that can influence the collaborative operations of
the robotic modules in a modular robotic organism and are therefore required to be
addressed. Following are the system states that can emerge in different energetic
situations in a modular robotic organism;

• Non-uniform energetic status of the robotic modules
This refers to a situation in which the energetic status of the robotic modules
varies greatly in an organism. Such a situation normally arises under the following
circumstances: for instance, just after an organism formation when the energetic
status of the robotic modules was not taken into account prior to their docking,
secondly, because of an uneven mechanical load distribution. That is, during an
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organism locomotion, the mechanical load every robotic module experiences is
dependent on its position in the organism’s skeleton. In such a situation without
power sharing, an organismmay easily end up in a state inwhich although it carries
enough energy, i.e., distributed among the robotic modules, but is no longer able
to continue its operations.

• Current flow through the organism’s power bus
This is an important parameter that can be used as a measure to ensure the steady
state operations within a modular robotic organism. The current flow through the
organism’s power bus depends on various parameters, e.g., the number of robotic
modules in an organism, the morphology of the organism, the energetic status of
the robotic modules, the power sharing/distribution mechanism, the topology of
the organism’s power bus, the collective task, etc. Therefore, it is essential to learn
and specify the range of current flow values, an organism’s power bus can have in
different segments under different conditions.

• Collective behavior of robotic modules in the presence of fault
This property refers to a situation in which a fault or a component failure at a
robotic module causes deviations in the operations of multiple robotic modules in
the organism. For example, a short circuit in a robot’s electronics may also cause
damages to the docked neighbor robotic modules. To deal with such situations,
the robotic modules require innate and adaptive fault tolerance to instantly react
and anticipate a possible fault condition, beforehand.

• Fault prediction and identification
These are the two adaptive system features of an autonomous robotic system
that essentially increase robustness in different operating conditions. The fault
prediction allows a system to predict a possible fault situation, e.g., from the
sensor measurements. In addition, fault identification may help in determining an
appropriate response of the affected system.

• Morphology
Considering the composition of a modular robotic organism, it is the morphology
of the organism that directly and indirectly influences the sustainability and capa-
bilities of the docked robotic modules. For instance, in a heterogeneous modular
robotic organism, the morphology determines how the capabilities of individual
robotic modules can be utilized in a cost effective and efficient manner. An unsta-
ble morphology not only limits the dynamic collaboration, but also increases the
chances of potential failures among the robotic modules. For instance, a mechani-
cally unstable robotic organismmay require more resources than a stable one, e.g.,
power consumption, collective force during locomotion, computation resources,
etc., to accomplish simple tasks in the arena. Therefore, during an organism for-
mation, prior to the docking of a robotic module at a particular position in the
organism, it is important to consider not only its energetic status but also the
physical, sensing and computation abilities.

• Cost of re-organizing the robotic modules in an organism
This parameter becomes important, when an organism has to adapt a different
morphology either to overcome the external, i.e., environmental dependent con-
straints, or to get rid of a faulty robotic module. In both situations, it is important to
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consider the re-organization cost in terms of net energy consumption for adapting a
newmorphology, that involves un-docking and re-docking of the robotic modules.

• Distributed and centralized control mechanism
It is quite difficult to trade-off between centralized and decentralized controlmech-
anisms. A common problem observed with centralized control mechanisms in
other distributed systems is the “single point of failure” (SPOF). A SPOF is a part
of the system, that in a case of failure can stop the entire system from functioning.
In a modular robotic organism, it becomes difficult to establish a centralized con-
trol mechanism not only because of the single point of failure problem but in effect
it may overload the designated robotic module(s). Alternatively, in a distributive
control mechanism, the robotic modules in an organism will be required to period-
ically share their status information, e.g., energetic status, sensor measurements,
etc., simply to synchronize their collective actions. This periodic information shar-
ing may in result demand more computational power or resources at each robotic
module in the organism.

To address the above mentioned issues that are mainly linked with the energet-
ics of the robotic modules, a behavioral modeling approach is used to model the
self-sufficient behavior of a modular robotic organism. It is chosen to focus on the
challenges involved in the behavioral states that it may has to adapt to accomplish
the self-sufficiency task.

3.2 Behavior Modeling

Behavioralmodeling is commonly employed inmany systems for early systemdesign
and analysis from multiple view points. Before modeling the behavior of an ener-
getically autonomous modular robotic organism, it is important to clearly define
the energetic states of a single robotic module with respect to its on-board energy
reserves. An energetically autonomousmobile robot that owns the ability to replenish
energy from the environment in a robot swarm undergoes different energetic states:
self-contained, sustenance, dozing, and dead. Figure3.1 shows the proposed finite
state machine capturing the energetic states of a self-sufficient robotic module.

Self-contained Considering the energetic status of a robotic module, it is its healthi-
est state. A robotic module in this state has enough energy to perform the assigned
tasks and can search, locate and dock to an available recharge station in the arena.

Sustenance It is the operating state in which the highest priority task for a robot is
to “search, locate and dock” to a nearest available recharge station in the arena in
order to sustain its energetic autonomy. A robot enters the sustenance state when
its on-board energy reserve becomes insufficient to carry out the assigned tasks
in the arena. Upon a successful recharge cycle, a robot can resume its operations
left in self-contained state.

Dozing A robotic module loses energetic autonomy when it cannot successfully
dock to a recharge station before its on-board energy reserves fall below a
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Fig. 3.1 Finite state machine
of a self-sufficient robotic
module with respect to its
energetic states

Self-contained 

Sustenance 

Dozing 

Dead 

pre-defined threshold limit. A dozing robotic module conserves its remaining
battery charge by turning off its power hungry tasks or components, e.g., image
processing, actuators, sensors, etc. A robotic module, to regain its lost energetic
autonomy, in this state tries to seek help of other robotic modules in the arena, for
instance, by periodically broadcasting distress messages or signals to the swarm.

Dead This state represents a condition in which a robotic module either due to insuf-
ficient battery charge or a fault is no longer able to continue its operation. That
is, due to insufficient battery charge, the essential system components, such as
controllers, sensors, etc., cannot be powered. In addition, a fault situation either
due to a sudden breakdown, such as, a short circuit, or a faulty component, termi-
nates the operations of an autonomous robot. A robot can only be revived from
the dead state by human intervention.

3.2.1 Behavior Modeling of the Single Robotic Module

In the context of swarm robotics, the microscopic modeling approach, i.e., behavior
modeling of the single roboticmodules in a robot swarm, has been applied in a variety
of applications, like Ijspeert et al. (2001),Martinoli andEaston (2003),Martinoli et al.
(2004) used a probabilisticmicroscopicmodeling approach tomodel the stick pulling
problem in a robotic swarm, Lui (2008) used it to model the collective foraging
task in a robotic swarm, and so forth. The approach captures the dynamics of a
robotic module during its interaction with its swarm-mates and with the objects in
the environment, but the details about its sub-components, e.g., sensors, actuators,
body pose, are abstracted.

From the perspective of self-sufficiency, the applicability of basic cycle of work
defined by McFarland and Spier (1997), is mainly dependent on two factors: the
environment in which the robots are deployed or operating, and the degree or level
of autonomy a robot owns. The external factors that are mostly beyond an individ-
ual’s control include the terrain, number of available energy resources, number of
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robotic modules in a swarm, obstacles, etc. The degree of autonomy is the ability of
an autonomous system to dynamically control, learn and regulate its various system
parameters that influence its behavior in response to internal and external stimuli.
To address these issues in the design of a robotic platform such factors are classi-
fied into two categories: internal—system dependent—and external—environment
dependent.

The internal factors that are critical in gaining the energetic autonomy to an
autonomous individual, solely depend on its electro-mechanical and software archi-
tecture. It includes, firstly, the “control over its locomotion”. That is, how much
power the actuators require to change its position? More explicitly, howmuch power
a robot requires to overcome an obstacle or reach a recharge station in the arena? It is
critical since the rest of the robotic module’s functionalities are directly or indirectly
dependent on its movement pattern in the arena. The second internal factor, is an
individual’s “sensing ability”. The sensing ability of an individual is dependent on
different sensor tools, e.g., microphone, vision system, laser, infra-red sensors, etc.
Using these sensor measurements an autonomous individual can observe the changes
continuously happening in its surroundings to tune or adapt its behavior accordingly.
The third internal factor is the “self-regulating”ability. That is, from the perspective
of self-sufficiency, the execution of tasks on the basis of on board energy reserve.
For instance, if a recharge station became occupied while approaching it with a low
energy reserve, the forager robot may choose to stop and wait for its turn instead of
locating other recharge stations in the arena. And lastly, the ability of a system to
withstand abrupt system malfunctions, such as a short circuit, a component failure,
erroneous measurements, etc. With innate fault tolerance, embedded at the physical
layer, a robotic module may save itself from unpredictable breakdowns or potential
malfunctioning of the system components and may not effect other robotic modules
when physically docked with them.

Considering the electromechanical design of a re-configurable robotic module in
general, and a REPLICATOR module in particular, and its operational abilities in
a robot swarm, a generic microscopic model was devised that captures the behav-
ioral states it may adapt during its interaction with the swarm-mates and surrounding
objects. Here, it is important to emphasize that the devised microscopic behavioral
model serves as the basis for macroscopic behavioral modeling of a modular robotic
organism. Figure3.2 shows the finite state machine of an energetically autonomous
robotic module. Each state models the behavior of a robotic module in a particular
sequence. The label on each transition arrow between the states represents the con-
ditions under which an individual robotic module changes its behavior. The micro-
scopic model captures the behavior of an energetically autonomous robotic module
using the following states: nesting, searching, avoiding, approach and align, docked
to a recharge station, docked to a robot, separation/un-docking, fainting, hibernation,
broken/faulty, and finally the dead state.

Nesting The nesting behavior of a robotic module represents it’s healthiest ener-
getic status in its life cycle. A nesting robot carries enough energy to explore
the environment, perform the assigned task and if required can donate its
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Fig. 3.2 Proposed FSM of an energetically autonomous robotic module
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battery charge to a distressed robot in the arena. A nesting robot depending upon
internal or external stimuli may adapt the following behavioral states: avoidance,
approach and align to a fellow robot, broken/faulty, searching a recharge station
or the hibernation state.

Searching This behavioral state is vital to a robotic module that has to keep its ener-
getic autonomy. A robotic module actively starts searching an energy resource
when its on-board energy reserve falls below a predefined or a learned “thresh-
old limit”. The threshold limit defines the amount of energy required to locate
and successfully dock to an available recharge station in the arena. During the
search for a recharge station a robot may adapt the following behavioral states:
broken/faulty, approach and align to a recharge station, avoidance, fainting, or
the hibernation state.

Avoidance An obstacle can either be a robot, a recharge station, an object or a
boundary wall in the arena within the detection range of a robotic module, which
forces it to enter the “avoidance” state for the period of time the obstacle remains
in its detection range.

Approach and align This behavioral state is usually adapted by a robot either during
nesting, when it finds a distressed robot in its vicinity or during searching, on
locating a recharge station in the arena. In both scenarios, the particular robotic
module moves towards and aligns itself for a successful docking.

Docked to a recharge station This behavioral state is attained when a robotic mod-
ule has successfully docked to an available recharge station in the arena and draws
current from the station to recharge its on-board battery.

Docked to a robot This behavioral state is achieved by robotic modules when an
energetically healthy robot previously in the nesting state successfully docks to
a robot broadcasting distress messages in the arena. To mimic the trophallaxis
behavior of social insects, the energetically healthy robotic module donates a
certain amount of its battery charge to the energetically weaker robotic module
by recharging its on-board battery pack.

Separate/un-dock In this behavioral state, a roboticmodule already docked to either
a recharge station or oneof its teammatesmechanically un-docks. For this purpose,
firstly, it opens the current flow path on the particular docking interface and then
issues an un-dock command to its docking drive controller.

Hibernation This behavioral state is added in the model solely for the purpose of
energy conservation. An active robotic module may adapt this behavior either
when the conservation of energy is desired, or it is idle for a certain period of
time, i.e., has no assigned task to fulfill.

Fainting It is an indication that either there are fewer energy resources compared
to the foraging robotic modules in the environment, or a robot fails to dock to an
available recharge station in the arena. A robot enters the fainting state when its
on-board energy reserve becomes insufficient to continue its locomotion in the
environment. A faint robotic module therefore broadcasts “distress” messages
in the swarm to attract “healthy” robotic modules for the purpose of regaining
energy.
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Broken/faulty Faults and failures can never be ignored in the design of any
artificial system. This behavioral state is an indication that a fault or a failure
either in the mechanics or in the electronics or in both has occurred. Depending
on the occurred fault a robotic module tries to bypass it and if in case of success,
it regains its previous behavioral state. Otherwise, it requires external assistance
to revive its operations.

Dead This behavioral state indicates the end of an active life cycle of an autonomous
roboticmodule. It appearswhen either a roboticmodule has not enough energy left
to even remain in fainting or hibernation state or because of a sudden breakdown,
the system becomes unresponsive. A dead robot requires external assistance for
its recovery.

The proposed behavioral model of the single robotic module was used to conduct
a case study that explored the foraging behavior of a robotic swarm in an arena with
limited energy resources. The model in the simulation experiments tried to obtain the
ratio between the number of recharge stations to the number of robotic modules that
can reduce the number of dead robots in different swarm sizes (Humza and Scholz
2011).

3.2.2 Behavior Modeling of a Modular Robotic Organism

In the context of swarm robotics the behavior modeling approach focusing on cap-
turing the behavioral aspects of the whole system, such as a robot swarm, is known as
macroscopic modeling (Bayindir and Şahin 2007), briefly described in Sect. 2.2. Con-
cerning the self-sufficient behavior of a modular robotic organism, before modeling
the collective behavior of the roboticmodules, it is important to identify the operating
modes of a robotic module in an organism. From the perspective of dynamic power
management, based on the energetic states, defined above, a robotic module in an
organism can behave in either of the following operating modes: donor, dependent,
or neutral.

• Donor
The term donor or energy donor is designated to those robotic modules in an
organism that at discrete time instant “k” are energetically healthy, for example,
having SOCcurr(k) > 50% ·SOCmax, and are able to donate their on-board battery
charge to the energetically weaker robotic modules. Here, the value “50” is used
as an exemplary threshold.

• Dependent
The dependent robotic modules are those that either do not have enough energy
left to power up their on-board system components or require more power to
continue their assigned task in the organism. For instance, in an organism the
robotic modules that are responsible for actuation in 2D and 3D typically require
more power than the nominal for their collective locomotion.

http://dx.doi.org/10.1007/978-3-319-10289-4_2
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• Neutral
The term neutral is designated to those robotic modules that neither share nor take
energy from other robotic modules in the organism. They are operating either in
partially faulty or fully broken state.

– Partially Faulty
It is the state in which a fault in a system component causes deviations in the
operations of a robotic module. The word partially here represents the system
state of a robotic module that despite the faulty system components can still
fulfill the assigned task in the organism. For instance, a failure in one of the
vision systems can be by-passed to restore the steady state operations of a
robotic module.

– Fully Broken
In this state, a component failure neither allows the affected robotic module
nor the docked robotic modules to continue their operations in an organism.
For example, a short circuit or a critical failure in the system electronics of a
robotic module can also affect the docked robotic modules in the organism.
In such a scenario, it becomes essential for the rest of the robotic modules in
the organism to get rid of such a faulty robotic module either through physical
re-organization of their structure or if possible by some other intelligent means,
at the application software layer.

The devised behavioralmodel captures the behavior of amodular robotic organism
from its energetic autonomy and fault tolerance perspective. Figure3.3 shows the
proposed behavioral model of a modular robotic organism. The states represent the
collective behavior of multiple robotic modules in an organism that emerges from
their local interaction and collaboration. In the similar manner, to maintain energetic
autonomy a modular robotic organism in its life cycle adapts the following behaviors
in different conditions: nesting, searching, approach and align, avoiding, docked
to a recharge station, separate/un-dock, reorganize, split, partial breakdown, full
breakdown, hibernation, and dead.

Nesting Amodular robotic organism in this behavioral state carries enough on-board
charge to perform the assigned tasks in the arena.

Searching In this behavioral state a modular robotic organism tries to maintain/keep
its energetic autonomy that is based on the energetic status of the individual robotic
modules. During searching the robotic modules of an organism collectively try
to search and locate the available recharge stations in the arena. For this purpose,
it may turn off redundant system components among the robotic modules for the
purpose of energy conservation.

Approach and align Upon locating an available recharge station in the arena, the
robotic modules in an organism collectively align themselves such that the robotic
module facing the recharge station can easily dock to it.

Docked to a recharge station After a successful docking to an available recharge
station in the arena, an organism depending on the number of robotic modules



50 3 Concept

Fig. 3.3 Behavioral model of an autonomous modular robotic organism
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and the organism’s power bus capacity, collectively recharges its robotic modules
from the recharge station.

Separate/un-dock This behavior results when an organism after successfully
recharging its robotic modules un-docks/detaches itself from the recharge sta-
tion to resume its operations in the arena.

Avoiding This behavioral state is taken upon the detection of any hindrance that
appears in the detection range of an organism.

Re-organization An organism opts this behavioral state usually when a re-organi-
zation/re-structuring of the roboticmodules in its skeleton is desired. An organism
may re-organize the position of multiple robotic modules in its structure mainly to
replace the faulty robotic modules or tomeet the internal, e.g., energy distribution,
sensing ability, etc., and external, e.g., obstacles, task, etc., requirements without
adapting a new morphology.

Splitting An organism chooses this behavioral state when its size becomes too big
and the available energy is not sufficient to continue the collaborative operations
or to accommodate some environmental constraints. To accommodate such condi-
tions an organism splits itself into smaller organisms to adapt a new morphology.

Partial breakdown The collective locomotion of robotic modules in an organism
may in some scenarios increase the probability that different types of mechanical
or electrical faults can occur. In response to a fault detection that can be fatal, the
roboticmodules in the organismmay stop their operations and take this behavioral
state.
The robotic modules in this state using their innate and adaptive fault tolerance
features try to bypass the faults or faulty components in the system to restore
their steady state operations. For example, from the perspective of power sharing,
the robotic modules that are not directly affected by the occurred fault can form
sub-power buses to resume power sharing in the organism.

Full breakdown A full system breakdown is an indication of a severe electro-
mechanical failure at one or more than one robotic modules in the organism
that cannot be bypassed. In such a situation, the robotic modules in the organism
first tries to isolate the faulty/broken robotic module(s) by performing a series of
predefined tests. After the detection and identification of an occurred fault, the
organism reorganizes its morphology by discarding the faulty robotic module(s)
or by splitting itself into multiple smaller organisms. In a more severe situation,
a system failure may lead to a full breakdown.
A direct consequence of a full breakdown situation appears in the form of reor-
ganization or splitting of an organism whereas in a partial breakdown situation it
is not mandatory.

Hibernation An organism for the purpose of energy conservation undergoes hiber-
nation for a certain amount of time. The particular behavioral state can be adapted
either from “nesting” or “searching”, by turning off its locomotion and unneces-
sary electronic components.

Dead This behavioral state represents a condition in which a modular robotic organ-
ism is no longer able to maintain or sustain its operations. From the perspective of
energetic autonomy, this state appears when an organism either runs out of energy
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or an abrupt system failure paralyzes it. A dead organism therefore requires exter-
nal assistance for its revival.

3.2.3 Formulation of the Organism’s Behavioral Model

A mathematical model of a modular robotic organism involve multiple interdepen-
dent parameters of the robotic modules linked with each macroscopic behavioral
state. From the perspective of self-sufficiency, the parameters include a robotic mod-
ule’s energetic status, operating state, position in the organism structure and its role in
the organism’s locomotion. For instance, in the case of a fault situation, the severity
of an occurred fault on the steady state operations of a modular robotic organism can
be determined by the position of the faulty robotic module in the organism structure,
fault type and the role of the particular robotic module in the organism.

For a simplemathematicalmodel that formulates the state transitions of themacro-
scopic model, consider a modular robotic organism which comprises Norg number
of robotic modules, nesting in the arena. From the power sharing perspective, a
robotic module in an organism is operating in either of the three modes: donor,
acceptor/dependent, or neutral. Consider, at time instant “k”, the variables Ndn(k),
Nap(k), and Nnu(k) represent the number of energy donor, energy acceptor and neu-
tral robotic modules, respectively, so that, the total number of robotic modules in a
modular robotic organism is;

Norg = Ndn(k) + Nap(k) + Nnu(k). (3.1)

The variable Nnu(k) represents the number of robotic modules that neither share
their on-board energy reserve nor consume from other robotic modules, i.e.,

Nnu(k) = Npb(k) + N f b(k), (3.2)

the sum of partially and fully broken robotic modules, respectively.

3.2.3.1 Transition from Nesting to Searching

Considering the energy reserves of a modular robotic organism, a transition from
nesting to searching occurs when the on-board energy reserves become insufficient
to further continue operations in nesting state. Similarly, as in the case of a self-
sufficient robotic module, assume Cres is the amount of charge an organism should
reserve to search and successfully dock to a recharge station in the arena. Then
theoretically, a robotic module in the organism at time instant “k” must have at least,

C j (k) = Cres

Norg
, (3.3)
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amount of charge in average. Where, j = 1, ..., Norg . As described earlier, the
robotic modules in an organism that can collaborate actively with respect to the
energy sharing are the only ones operating without failures, i.e.,

Nactive(k) = Norg − Nnu(k), (3.4)

while, the rest of the robotic modules, i.e., Npb(k), suffering of faults are acting pas-
sively in terms of power sharing. Therefore, their on-board energy reserve cannot be
included in the overall organism’s charge calculation.With this assumption, Eq. (3.3)
becomes,

C
′
j (k) = Cres

Nactive(k)
, (3.5)

the amount of charge an active robotic module must possess in average to remain
collectively in nesting state. The net organism’s charge at time instant “k” can now
be obtained as

Corg(k) =
Norg∑

j=1

C
′
j (k), (3.6)

with the condition that jth robotic module is either an “energy donor” or “acceptor”.
Using the above calculations, an organism from nesting opts searching behavior

when its on-board charge reaches the threshold reserved for the searching task, i.e.,

Corg(k) < Cres .

While searching an energy resource in the arena an organism may split itself into
smaller organisms, when it becomes difficult either to sustain the structure or to
accommodate some environment driven constraints.

3.2.3.2 Transition from Nesting to Reorganization

In the case of an uneven energy distribution or faulty robotic modules, an organism
can reshuffle the position of multiple robotic modules in its skeleton mainly to estab-
lish an even energy sharing between them. An uneven energy distribution situation
may arise after an organism formation, for instance, when the robotic modules are
docked to each other irrespective of their individual state of charge.

To model an uneven energy distribution scenario, consider a modular robotic
organism that is logically divided into two halves. The collective charge of robotic
modules in the two logical halves at time instant “k” can be obtained as,

Csb_org1(k) =
||Norg/2||∑

l=1

Cl(k), (3.7)



54 3 Concept

Csb_org2(k) =
Norg∑

m=||Norg/2||+1

Cm(k), (3.8)

where, variables Csb_org1(k) and Csb_org2(k) represent the on-board charge of the
two logical halves of an organism, respectively. An organismmay choose to reshuffle
the roboticmodules if the difference between the collective charge of roboticmodules
in the two logical halves varies greatly or is not within the threshold limits.

From the perspective of self-sufficiency, the proposed organism’s behavioral
model includes, to highlight, the behavioral states in which an organism will be
required to adapt different modes of power sharing between the robotic modules.
For instance, a nesting organism may freely use the available energetic resources to
utilize all on-board tools to explore the environment or to accomplish different tasks
in the arena. On the other hand, the same organism in searching or partial breakdown
states may not adapt the similar power sharing topology among the robotic modules
due to different reasons. To address the issues involved in power sharing between the
robotic modules of an organism the following section presents the conceived aspects
of dynamic power management in a modular robotic organism.

3.3 Power Management in a Modular Robotic Organism

In a standalone robotic system, dynamic power management or simply power man-
agement is a design methodology that provides control over the system’s electronic
components to reduce the overall power consumption without compromising the
system performance and functionality (Benini and Micheli 1998; Lorch and Smith
1998). At an organism level, the power management can be realized through reactive
and predictive response or capabilities of the docked robotic modules.

• Reactive power management
The term reactive refers to a system’s ability to produce an instant reaction, for
instance, against abrupt system perturbations. The reactive power management
features are typically embedded in the system design and therefore cannot be
altered on the fly. A hardware current limiter in the electronic design is one such
example that limits the current flow to a hard coded value (set point). In the
case of a deviation from the system steady state, e.g., a short circuit, the current
limiter automatically limits the current flow by opening the current flow path. In
the context of a modular robotic organism, one such application scenario can be
during a fault situation at a robotic module. That is, an abrupt system response to
a faulty situation from the robotic modules in an organism may save them from
potential damages.

• Predictive power management
Contrary to reactive power management, predictive power management is based
on prior system knowledge, i.e., system power consumption, number of robotic



3.3 Power Management in a Modular Robotic Organism 55

Physical Layer

Hardware Abstraction Layer 
(HAL)

Real Time Operating 
System (RTOS)

Power Mangt. 
system 

Control and
Comm. Sys.

Power 
Management 
Components 

Behavioral Controllers

Robot 1

Physical Layer

Hardware Abstraction Layer 
(HAL)

Real Time Operating 
System (RTOS)

Power Mangt. 
system 

Control and
Comm. Sys.

Power 
Management 
Components 

Behavioral Controllers

Robot n
M

id
dl

ew
ar

e
A

pp
lic

at
io

n 
La

ye
r

M
id

dl
ew

ar
e

A
pp

lic
at

io
n 

La
ye

r

Application Layer  
Communication Channel Wired and

Wireless 
Comm. system 

Wired and
Wireless 
Comm. system 

Fig. 3.4 Conceived layered architecture of a modular robotic organism

modules in an organism, energy distribution, etc. With the changing conditions, it
tries to estimate or learn the new set points of its essential variables. The newly
learned set points then allow an autonomous system to tune or choose its behavior
to adapt the new operational conditions. An example scenario can be seen in
case of redundant or unused system components. For instance, having an Ethernet
controller in the active state without an open socket is a waste of energy. Therefore,
for the sake of energy conservation the components should be turnedONonlywhen
their functionality is desired.

For the division of functionalities and software development, a layered architec-
ture of a robotic module was proposed by the REPLICATOR consortium. Figure3.4
shows the conceived layered architecture of a REPLICATOR organism. It is included
to highlight the proposed power management components and a communication
channel for sharing the local system information at the application layer. The layered
architecture is divided into: hardware abstraction layer, middleware and application
layer.

• Hardware abstraction layer
This layer of software includes the low level device drivers and firmwares that are
required to control the hardware components in the electronic design.

• Middleware layer
The middleware layer is dedicated for the implementation of the real time operat-
ing system, basic power management features, communication and other con-
trol mechanisms. At this software layer, the power management system of a
robotic module implements those essential features that are essential to keep an
individual’s energetic autonomy in its standalone mode, i.e., in a robot swarm.
For this purpose, the details of the behavioral model of a single robotic module,
i.e., the software related features as defined in Sect. 3.2.1, are implemented at the
middleware.
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• Application layer
The application software layer is added for the implementation of the behavioral
controllers, power management components, wired and wireless communication
resources, etc. The implementation of such components is mainly required to
control and coordinate the behavior of multiple robotic modules docked to each
other in a modular robotic organism. In this regard, the details of the proposed
behavioral model of the modular robotic organism are usually implemented at this
layer, as defined in Sect. 3.2.2.

The power management system of a robotic module at the hardware layer, which
was developed within the frame of this research work, are covered in detail in
Sect. 4.2. Concerning the application software layer implementation, getting inspi-
ration from the biological systems the following section presents the concept of
homeostasis in the context of artificial systems.

3.3.1 Homeostasis in Artificial Systems

The details of homeostasis phenomenon has already been covered in Sect. 2.4.4.
From a lower level, as identified by Owens et al. (2007), an artificial system that
mimics the behavior of a biological homeostatic system must contain the following
features:

• Prediction,
• Innate and adaptive response,
• Acclimatization.

The predictive ability of a homeostatic system allows it to estimate possible future
states or an occurrence of an event through feed forward regulation. It enhances the
system robustness by steering its behavior before the occurrence of an anomaly.
Innate response of a self-regulating control system refers to those built-in system
features that are embedded in the system design and therefore cannot be altered on
the fly. Whereas, the adaptive response refers to the system behavior that is acquired
or learned under different operating conditions. The innate response of the system
design allows it to instantly react to the systemanomalies.On the other hand, the adap-
tive response of an autonomous system allows it to adapt the changes that are neces-
sary for its long-term survival.Acclimatization is a special form of adaptive response.
It is a process inwhich an individual organismadjusts its internal behavior in response
to gradual changes in its environment, such as, temperature, humidity, etc., in order
to maintain performance and survive across a range of environmental conditions.

For the increased robustness and stability of the re-configurable robotic modules,
the designed control system mimics the components of a biological homeostatic
control system to maintain equilibrium in the presence of intra-cellular and intra-
organism system perturbations. Figure3.5 shows the block diagram representation
of the application software layer control system of a robotic module. It includes a
control center, sensors as receptors and actuators as the effectors. The control center

http://dx.doi.org/10.1007/978-3-319-10289-4_4
http://dx.doi.org/10.1007/978-3-319-10289-4_2
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Fig. 3.5 Block diagram representation of the devised control system of a robotic module

further includes three distinct components: learning, predictor and the controller.
The learning component samples the “stimuli” from the sensors and “feedback”
from the actuators to learn the system set points. The set points define a range of
steady state values, either fixed or dynamically learned, required to regulate the
system behavior. The predictor component uses the sensor measurements to predict
or estimate the system future state. The controller takes the sensor measurements
and an estimate of the future state from the predictor component as input, to regulate
the system behavior within the tolerance limits, defined by the set points.

The designed control system of a robotic module without the predictor compo-
nent has been implemented in Stage simulator to explore the energetic behavior of
the robotic modules in an arena with limited energy resources. The devised for-
aging behavioral model in that particular scenario tried to learn and adapt a pre-
defined set point that forces a nesting robotic module in a robotic swarm to adapt
searching behavior. The details of the implementation of the concept was published
in Scholz (2011).

Considering the above mentioned open issues and the behavioral states of a self-
sufficient modular robotic organism, getting inspiration from the homeostasis phe-
nomenon in biological systems, a means of establishing an energetic equilibrium
between the robotic modules of an organism is devised.

3.3.1.1 Artificial Energy Homeostasis

To prolong and strengthen the collaboration of multiple robotic modules without
compromising the energetic autonomy of individual robotic modules, the devised
control system focuses on establishing energy homeostasis in a modular robotic
organism. The term artificial energy homeostasis in the context of a modular robotic
organism is defined as

A process that regulates the dynamic power flow in an artificial modular robotic organism
by taking into account the energy distribution among the robotic modules, their role and
position in the organism. Furthermore, to ensure the system equilibrium and robustness
against potential faults and failures, it establishes adaptive fault tolerance mechanisms.
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From the implementations perspective, the devised control system at each robotic
module in a modular robotic organism regulates the current flow within the on-board
system components and between the robotic modules, as the essential variable.
The set points, a range of steady state current flow values, in a modular robotic
organism generally vary under different load situations and therefore can be learned
to accommodate the changes in the internal and external operating conditions. In case
of a deviation from the set points, the control system, to restore the system steady
state, initiates the fault detection and identification mechanisms for the isolation of
an occurred fault.

The implementation of the two components of artificial energy homeostasis,
power sharing and fault tolerance, at the application software layer of a robotic
module are covered in detail in the following chapter.

3.4 Summary

This chapter presented the core concept of the work that was conceived to address
the issues related to self-sufficiency of a modular robotic organism. In the beginning,
the chapter described the open issues that are foreseen at a modular robotic organ-
ism level in different situations. To address these challenges at first the behavior
model of a self-sufficient robotic module is defined. Based on the behavioral states
of individual robotic modules in an organism, a self-sufficient behavior of a mod-
ular robotic organism is then defined. From the perspective of self-sufficiency, the
proposed organism’s behavioral model highlighted the behavioral states in which an
organism will be required to adapt different modes of power sharing between the
robotic modules. It then presented the concept of dynamic power management in a
modular robotic organism. In this regard, a novel concept of artificial energy home-
ostasis to achieve self-sufficiency at a modular robotic organism level is introduced.



Chapter 4
Implementation

Abstract This chapter presents the implementation of the concept, both at the
hardware and application software layer in a simulation framework. It begins with
the hardware design considerations from the perspective of a robotic module’s plat-
form design. In this regard, the factors that influence the design of a dynamic power
management system are explored in detail, that include it’s electronic architecture,
system power budget calculation, choice of system source voltage, and platform
specific constraints. The chapter then presents the detail description of the proposed
power management system with fault tolerant energy sharing and its design consid-
erations. The proposed power management system has been developed and realized
as a real microprocessor based hardware together with a dedicated firmware. From
the perspective of application software layer implementation, firstly, it presents the
devised simulation framework and its implementation details. It then presents the
details of the proposed application software layer power management components
of a robotic module required for dynamic power sharing in a modular robotic organ-
ism, and the application software layer fault tolerance at an organism level. At the
end, a short summary concludes the presented work.

4.1 Hardware Design Considerations

Tomimic even a simple swarm behavior of a social insect colony, observed in nature,
the electro-mechanical systemdesignof an artificialmobile robotic system requires to
integrate various tools. The different tools, such as, sensors, actuators, vision system,
etc., are required to address several challenges that emerge during an individual’s
interaction with its teammates and the environment. As mentioned in Sect. 3.2.1, the
internal factors that are considered to be vital to achieve energetic autonomy, directly
or indirectly effects the mechanical and electronic architecture of a robotic system.
For example, the locomotion ability on a particular terrain is dependent on the type
of actuators in the platform design.

In a battery poweredmobile robotic system, among various, a significantly impor-
tant parameter is the amount of energy reserve it can carry on-board, i.e. maximum
charge capacity of the battery pack. In other words, the higher the battery charge
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capacity the longer a robot can survive or continue its autonomous operations. But
unlikely, in the system design there exists several other parameters that directly or
indirectly have influence on the operational time of a mobile robot. Therefore, before
a concrete system design, it is important to gain a clear and broader understanding of
these system dependent parameters. Within this research work the platform design
of REPLICATOR robotic modules having no power management system have been
used as starting point for development of an own power management system with
fault tolerant energy sharing. In this regard, firstly, the electronic architecture, com-
mon among all REPLICATOR robotic modules, is explored.

4.1.1 REPLICATOR Robot Electronic Architecture

Here, it is important to introduce the robot electronic architecture as in the following
subsections the calculations made include the electronic components present in the
REPLICATOR robot platform design. Figure4.1 shows a block diagram of the elec-
tronic architecture that is more or less common on the three REPLICATOR robot
platforms. To fully control and efficiently utilize the system capabilities the elec-
tronic architecture of the REPLICATOR robotic modules is divided into two control
units, the “core” processor and the “peripheral” controllers. The core processing unit
of each of the robot platform is a CM-BF561 drop-in module from Bluetechnix

equipped with a dual core Blackfin BF561 μcontroller from Analog Devices. Via
a Serial Peripheral Interface (SPI), this unit is attached to 4 peripheral μcontrollers
(MSP430F2618 from Texas Instruments), which are responsible for sensor data
acquisition, low level actuator control and processing in order to take off burden
from the main processing unit. These peripheral controllers mainly serve as an inter-
face between the application software routines running on the Blackfin processor and
the system components. All μcontrollers and corresponding peripheral elements are
placed on separate PCBs, installed on each side of a robotic module. Each of these
PCBs have in common certain sensors and actuators, e.g. docking sensors and actua-
tors, microphones, RGB-LEDs, etc., but may in addition take over specialized tasks,
e.g. 2D or 3D locomotion, ZigBee radio interface, etc. For 3D actuation, up to two
additional LM3S8962 Cortex μ controllers (Luminary Micro) are integrated to
permit high-performance brush-less DC-motor control. On each of the PCBs, a local
I2C bus is implemented for interfacing the local controller with the respective sen-
sors. In addition, a global I2C bus has been implemented to facilitate multi-master
communications between the peripheral controllers.

The overall control mechanism of a REPLICATOR robotic module is divided into
following blocks:

• Distributed control
The peripheral controllers on each lateral side distributively control and manage
the information, they collect from the sensors and system components present on
the respective side.
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Fig. 4.1 Electronic architecture block diagram that is more or less common on the three REPLI-
CATOR robotic platforms: Kabot, Scout robot and active wheel

• Centralized control
The core processor gains the hardware control and information from the peripheral
controllers to centrally monitor and control the behavior of a robot in “swarm” as
well as in “organism mode”.
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• Communication
The communication systemof theREPLICATORrobots is divided into twoblocks,
the “intra-robot” and “inter-robot” communication. The intra robot communica-
tion involves communication between the system components and the peripheral
controllers and communication between the peripheral controllers and core micro-
processor. Whereas, the inter-robot communication uses two types of communi-
cation channels: wired and wireless. The wired communication medium involves
100BaseT Ethernet between the physically docked robotic modules. The Ethernet
medium allows the robots to distributively process and share the heavy sensory
information, e.g. vision, acoustic, etc., sampled simultaneously at various mod-
ules in the organism. The wireless communication enables the robotic modules in
the swarm mode to share the necessary information about themselves and their
surroundings with each other. For wireless communication the robotic modules
are equipped with a ZigbeeTM radio link and, additionally, infra-red transceivers.

• Power management and distribution
The implementation of the power management system of a robotic module is
divided over the peripheral and the core processor. In this regard, the implemen-
tation of the power management components at the middleware is carried out at
the peripheral controllers. And, the application software layer power management
components of a roboticmodule are implemented at the core processor. The robotic
modules use reactive and proactive forms of power management and energy shar-
ing to ensure efficient utilization of power in a robot and in a modular robotic
organism. The details on power management and distribution in a modular robotic
organism are covered in Sect. 4.4.

4.1.2 System Power Budget Calculation

For an autonomous battery powered mobile robotic system besides other essential
requirements, a desiring element is the long termoperational timewith a single charge
(assuming it is using a rechargeable battery pack). The long term operational time
that very much depends on the battery pack charge capacity, is also influenced by its
source voltage.Before discussing the impact of source voltage, it is important to know
the component wise power consumption with their respective voltage levels, present
in the system’s electronic architecture. The system power budget calculation lists
all the electronic system components with their minimum, nominal and maximum
current ratings to estimate the overall system power consumption. Table4.1 shows
the system power budget of a REPLICATOR robotic module.

4.1.3 Choice of Source Voltage

The system voltage is the battery pack terminal voltage available to the system com-
ponents. A direct impact of the system voltage on the overall system’s energetic
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Table 4.1 System power budget of a REPLICATOR robot

Components Voltage (in V) Current (in mA)

Min. Nominal Max. Min. Nominal Peak

2D locomotion
drives

6.0 12.0 24.0 200.0 240.0 748.0

2D drive controller 3.0 3.3 3.6 56.0 66.0 110.0

3D hinge drive 18.0 22.0 24.0 300.0 800.0 2000.0

3D drive controller 3.0 3.3 3.6 56.0 66.0 110.0

Drive retraction 6.0 12.0 24.0 41.0 195.0 788.0

4x Docking drives 6.0 12.0 24.0 41.0 195.0 788.0

Laser scanner 2.7 3.3 5.0 30.0 40.0 50.0

Radio (ZigBee)
module

2.7 3.3 3.6 10.0 16.0 40.0

4x Docking
sensors

3.0 3.3 3.6 40.0 40.0 200.0

4x RGB status
LEDs

3.0 3.3 3.6 80.0 120.0 320.0

Localization unit 2.3 2.5 3.0 0.4 2.7 200.0

Core processor 3.0 3.3 3.6 61.0 103.0 475.0

4x Peripheral
controllers

3.0 3.3 3.6 10.0 24.2 25.0

Ethernet module 3.0 3.3 3.6 600.0 757.0 975.0

4x Vision sensors 3.0 3.3 3.6 0.0 18.0 20.0

Power
management
module

10.0 15.0 20.0

Battery
management
module

0.8 1.0 2.0

Total current
consumption

1546.2 2703.9 6871.0

efficiency can be measured at step-up and step-down voltage regulators. A step-up
voltage regulator or boost converter is required if the source voltage is below the
nominal voltage required to drive a component. Similarly, if the source voltage is
high enough then a step-down voltage regulator or buck converter brings down the
system voltage to the voltage level required. A direct impact of a low system volt-
age in a modular robotic organism appears in the form of high current flow during
power sharing between the robotic modules that consequently increases the power
losses.

In such circumstances, to select an appropriate system voltage level the current
consumption of the system components listed in Table4.1, are transformed with
different source voltage levels. Table4.2 provides the current consumption of the
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system components transformed to three different source voltage levels. The chosen
power sources are the different combinations of serially connected lithium polymer
(LiPo) cells, e.g. a 2S1P configuration denotes a combination of 2 serially connected
cells that provide a nominal voltage of 7.4 V. The first three columns, i.e. from two
to four, in Table4.2 provide the transformed current consumption of the individual
components with a source voltage of 7.4 V. With a 7.4 V power source the typical
current consumption of the system when all the components are in active state varies
roughly between 4 A and 11 A, at most. The next three columns, i.e. from fifth
to seventh, in the Table4.2 show the measurements made with a source voltage of
11.1 V. With a 11.1 V power source the instantaneous system current consumption
varies between 2.6 A and 7.2 A. And, lastly, the last three columns in Table4.2
show the transformed current with a voltage source of 22.2 V. With a 22.2 V power
source that results with a combination of 6 LiPo cells, the overall system current
consumption varies between 1.3 A and 3.6 A. It is important to consider here, that
these theoretical calculations do not include the efficiency of the system electronic
components, i.e. the efficiency of step-up and step-down voltage regulators, and the
current losses in the system.

The calculations obtained in Table4.2 provide a rough estimate of instantaneous
current consumption of a roboticmodulewith three different on-board source voltage
levels irrespective of the battery pack charge capacity. To obtain a more precise
estimate of system’s instantaneous current consumption an important parameter left
over in the current calculations is the inclusion of duty cycle. A duty cycle is the
percent of time a particular component remains in active state with respect to the
operating mode of a robot, i.e. swarm or organism mode.

Table4.3 provides the instantaneous current consumption of a REPLICATOR
robotic module operating in swarm and organism mode again with three different
on-board source voltage levels. The second column in Table4.3 from left shows
the duty cycle of components that are assumed in active state during the swarm
mode of a robot. For instance, the duty cycle “0” for the 3D hinge drive in swarm
mode shows it’s permanent inactive state. Similarly, the third column shows the
duty cycle of components during the organism mode of a robotic module. In swarm
mode with a 7.4 V power source the instantaneous system current consumption is ≈
700 mA and in organism mode it is raised to 2 A. In case of 11.1 V power supply the
instantaneous system current consumption reduces to ≈ 500 mA and in organism
mode it is decreased to 1.3 A from 2 A. Lastly, with a 22.2 V power source the
system’s instantaneous current consumption further reduces to ≈ 250 mA in swarm
mode and in organism mode it ends up with approx. 650 mA.

These theoretical calculations provide an insight of the system electronic archi-
tecture in terms of its current consumption in swarm and organism mode at three
different source voltage levels. But, in a battery operated re-configurable modu-
lar robotic system the system voltage selection criterion is not just limited to the
calculations made in Tables4.2 and 4.3, rather it counts on few other parameters that
are dependent on the mechanical architecture of the robot platform.
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4.1.4 Platform Specific Constraints

In the electronic design of a re-configurable autonomous system, the critical system
components that are affected by a robot’s mechanical architecture include “docking
connectors” and the “battery pack”. The docking connectors at the docking interfaces
are required for establishing a power bus between physically docked roboticmodules.
And, the selection of an appropriate battery pack that at one end depends on the choice
of system voltage is also influenced with the available space on the robot platform.

4.1.4.1 Docking Connectors

The docking connectors (pins) are an influential component since their selection at
one end is highly dependent on the mechanical construction of a robotic platform, on
the other end, directly influences the electrical characteristics of the whole system,
i.e. the amount of current that can flow between the docked robotic modules.

Concerning the hardware design of an autonomous robotic module, the parameter
interlinked with the choice of docking connectors is the “system voltage”. Here its
importance is because of the components that are available on the market operating
in the particular voltage range. Other considerations in regards to the system voltage
level include, how much current

• will be required to flow through the organism’s power bus?
• the docking pins can withstand?
• will be safe to flow through the organism’s power bus, i.e. the upper limit that
ensures the steady state operation of robotic modules within an organism?

• or power can a robot donate or share to other docked robots in an organism?

Theoretically, these parameters can be chosen arbitrarily. But, in a real system
design theymay limit certain essential features of an autonomous system. The answer
to the first question can be obtained from the calculations made in Table4.3, that
provides a rough estimate of how much current can flow between the docked robotic
modules during power sharing, when a robotic module is dependent on the other.
The second question is solely a hardware driven factor that depends on the type of
a docking pin. Its internal resistance and the power rating define the efficiency and
current carrying capacity of the power bus, respectively. The third parameter depends
on the power management system design and the number of robotic modules docked
in an organism. And lastly, the fourth parameter directly depends on the battery
discharge capacity and is indirectly coupled with the third question.

Considering the above mentioned platform specific constraints, the chosen dock-
ing interface pins that were found to be suitable for the REPLICATOR docking unit
are shown in Fig. 4.2. Among the 9 docking pins, 5 pins (4 in diagonal and a central)
are dedicated to the power bus and the rest of the 4 pins in the circle are used as Eth-
ernet lines. The electrical specification of the chosen docking pins set an upper limit
of 8 A of current through the organism’s power bus. With the said limit on the inter-
modular current flow, consider a scenario of collective recharging— recharging of
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Fig. 4.2 Docking unit with
power management system
components on one side of
Kabot

several robotic modules simultaneously in an organism—assuming each robot con-
sumes 500 mA of charge current from the organism’s power bus, then theoretically,
no more than 16 REPLICATOR robotic modules can be recharged in parallel.

4.1.4.2 Battery Pack

The on-board space available for a battery is critical, since in case of a rechargeable
Lithium-ion battery pack it directly determines its charge capacity typicallymeasured
in milli-Ampere hours (mAh) and its terminal voltage. The terminal voltage of a
rechargeable lithium-ion battery pack depends upon the number of serially connected
cells, and its charge capacity depends on a cell’s size.

In rechargeable battery technology, lithium-ion cells are regarded as power effi-
cient with respect to their high energy/charge density, low self-discharge rate, and
high discharge current. Lithium-ion polymer or more commonly lithium polymer
(Li-Poly) batteries are a subclass of Li-Ion battery with the added advantage of high
energy density in a thin form factor. Therefore, those were chosen for the REPLI-
CATOR robotic modules. Table4.4 shows the electrical specifications of a typical
Li-Poly cell. Where “C” corresponds to the maximum charge capacity of a Li-Poly
cell.

Table4.5 provides an estimate of operational time of a REPLICATOR robotic
module with three different power sources each having a charge capacity of
1, 000 mAh and 75% efficiency. From the calculations, a REPLICATOR robotic

Table 4.4 Electrical specification of a Li-Poly cell

Voltage (V) Maximum Discharge Recharging

Min. Nominal Max. charging current current cycles

2.8 3.7 4.2 ≤1 C >15 C >500
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Table 4.5 Operational time of a REPLICATOR robot with three different power sources
Time/Mode Oper. Time with 2S1P Oper. Time with 3S1P Oper. Time with 6S1P

Swarm Organism Swarm Organism Swarm Organism

In minutes 61.95 21.59 91.97 32.28 178.48 63.87

In hours 1.03 0.35 1.53 0.53 2.97 1.06

module with a 2 cells Li-Poly battery pack (2S1P) can operate in swarm mode for
about an hour and organism mode for ≈22 min. A REPLICATOR robotic module
with a 3 cells Li-Poly battery pack (3S1P) can operate in swarm mode for ≈92 min,
and in organism mode for ≈32 min. Lastly, a robotic module with a 6 cells Li-Poly
battery pack (6S1P) can achieve a maximum operational time of ≈3 hours in swarm
mode, and in organism mode for ≈1 hour.

Considering all the calculations made above, i.e. system power budget, choice
of system voltage, system specific constraints, the estimated operational time, the
available battery capacities, their weight and size of a robotic module, a battery pack
of 6 Li-Poly cells was chosen. It provided the nominal voltage of 22.2V with a
maximum charge capacity of 1,050 mAh.

At the first step, after deciding the system voltage it was quite challenging to come
upwith a design of batterymanagementmodule that can handle the operations of a six
cells Li-Poly battery pack, e.g. charging and discharging, cell balancing, protection
against over charge and discharge, estimating the battery pack state of charge, charge
cycles, etc., and provide an interface to control and access these parameters at the
application software layer of a robotic module. It became a challenging task because
no such solution was available that can be used out of the box. To address the issues
related to the battery management an AFE—BQ77pl900 —from Texas Instruments
(TI), an only available solution, was used. And, to control and access the operations
of the chosen AFE an ultra-low-power micro-controller—MSP430F2132 from TI—
was selected, mainly because of its low power consumption and a small footprint.
In the next step, a custom designed printed circuit board (PCB) was developed to
put both the ICs in a desired configuration, as shown in Fig. 4.3. After finishing the
hardware development, firmware was then written to control the operations of AFE
in a host control mode and provide the desired information to the system’s power
manager.

Similarly, other challenges that were critical in the hardware development phase
include the design of an appropriate battery charge mechanism that can support
the concept of trophallaxis, the design of fault tolerant energy sharing and docking
interfaces, putting all power management components on custom designed PCBs,
programmingof systempower manager—peripheral controller—tocontrol the func-
tionalities of the power management components at the hardware layer and provide
an access of low level information to the system’s core processing unit.
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Fig. 4.3 Custom designed 6 Li-Poly cells battery pack electronics. a Battery pack electronics front
side, b Battery pack electronics rear side

4.2 Proposed Power Management System—Hardware Design

It is a little difficult to provide an exact definition of a power management, since it’s
priorities or functionsmay slightly vary fromapplication to application. In the context
of swarm robotics, power management may refer to planning, generation, storage,
distribution and dissipation of power in a system (Humza and Scholz 2010). It can
be realized as a control system with an active feedback mechanism that monitors
the environment (energy resources) and the system load (power consumption) to
help adapt a system’s behavior accordingly. The feedback mechanism allows an
individual to maintain its operations within a steady state for a longer period of time
while operating in a dynamic environment, e.g. limited number of energy resources,
number of competitors, obstacles, etc.

The proposed power management system with fault tolerant energy sharing, used
in REPLICATOR robotic modules, includes all the desired features that were found
to bemissing in the system design of state-of-the-art re-configurable robotic systems,
as mentioned in Sect. 2.6. The proposed design not only includes the desired features
in the hardware design, but also provides a higher layer access to the application
software components to control and synchronize an individual’s behavior with the
docked robotic modules. Figure4.4 shows the block diagram of the proposed power
management system with fault tolerant energy sharing. It includes a battery manage-
mentmodule, a battery re-charging unit, so called ideal diodes for uni-directional low
loss current flow, a system power manager, an energy sharing module, a high power
control switch for powering on-board peripherals, and four docking interfaces, one
on each lateral side of the robot.

http://dx.doi.org/10.1007/978-3-319-10289-4_2
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Fig. 4.4 Block diagram of the proposed power management system with fault tolerant energy
sharing

Battery management module The custom designed battery management module
(BMM)comprises two components: an analogue front end and a battery controller.
The analogue front end (AFE) is a 5–10 series cell Lithium-ion battery pack
protector, i.e. BQ77pl900, that serves as an AFE in host control mode from TI. It
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is responsible formanaging and controlling the operation of the employed six cells
lithium polymer battery pack, for instance, charging and discharging, measuring
individual cell voltages, cell balancing, over-charge and discharge protection, etc.
The battery controller is a 16-bit ultra-low-powerμcontroller, i.e. MSP430F2132,
from TI for managing the operations of AFE in host control mode. It is custom
programmed to keep track of battery pack charge capacity, the discharging and
charging current, individual cell voltage levels during cell balancing, and other
safety functions. It also provides an interface to the application layer software
components to access and control the operations and capabilities of AFE in a
controlled manner.

Power manager The system power manager is a core control module in the power
management system. It is a 16-bit ultra-low-power MSP430F2618 μcontroller
from TI. It is dedicated to control and monitor the different system functionalities
and parameters, respectively, such as, communication with the BMM to extract
and control the battery pack parameters, enable or disable various on-board system
components, e.g. actuators, sensors, docking switches, energy sharing, etc. Not
only that, it also measures the current flow through the energy sharing module and
the four docking interfaces. The current flow measurements are then transferred
to the core processing unit, i.e. Blackfin controller, in order to provide an access
to the application layer software routines to control the dynamic current flow
collectively through the organism’s power bus.

Battery charger The dedicated battery charger is a DC/DC controller that oper-
ates as a constant-current and constant-voltage regulator (LT3756 from Linear
Technology). It provides two important features in a single chip, namely, the
built in boost converter and the current limiter. The boost converter is required
to support the concept of trophallaxis—recharging an energetically weaker robot
by a healthy robot—at hardware layer. And secondly, to protect the battery pack
against excess charging current the limiter is required to limit the charging current
during trophallaxis. Inside the power management system, in its active state, it
acts as a constant current, voltage limited source to the battery pack. To reduce the
power losses during trophallaxis, the charge current is limited to 0.5 C, flowing
into the battery pack. Here, 1C corresponds to the maximum charge capacity of
the cell, i.e. 1,050 mA.

Ideal diode To improve the energetic efficiency of the system, the ideal diode —
LTC4358 from Linear technology—reduces the power dissipation by replacing a
power Schottky diode with an internal 20Ohm N-channel MOSFET. The device
is mainly used because of its low power consumption, low heat dissipation, high
current flow, a small foot print, and last but not least, smooth switch-over without
oscillations.

Energy sharing module The energy sharing module in the system allows a robotic
module to control the outward current flow, i.e. from its on-board battery pack,
to other docked robotic modules through the respective docking interface. It is a
combination of an ideal diode, a current limiting switch, and a current sensor. The
ideal diode creates a forward path for the current flowing through the docking
interface to the on-board system components. The current limiter (CL) not only
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sets an upper limit on the current flow, also acts as a switch to control the outward
current flow. In its inactive state, if the on-board battery voltage is lower than
the voltage across the power bus, then the power bus current is used to energize
the on-board system components. While in its active state, the CL in the energy
sharing module provides an innate fault tolerance by limiting the outward current
flow to 1.9 A.

Docking interface The docking interface is a combination of an ideal diode, a
current limiter and a current sensor. On each lateral side of the REPLICATOR
robot, the docking interface switch in its default, i.e. inactive, state allows a uni-
directional current flow into the system. Whereas, in its active state, it provides a
bidirectional current flow path through the particular docking interface. At each
docking interface, the current sensor MAX9928F—uni-/bidirectional, high-side,
current-sense amplifier byMaxim—allows the system power manager to measure
the current flow, and the current limiter TPS2491—apositive high-voltage, power-
limiting hot swap controller by TI—limits the current flow to ≈8 A.

4.3 Simulation Framework

Because of the unavailability of sufficient number of REPLICATOR robotic modules
at the time of writing this work, a simulation framework was devised to implement
and examine the effectiveness of the application layer power management mecha-
nisms. It was especially developed because at that time no such tool or program was
available that could be used to perform the desired experiments at a modular robotic
organism level. The simulation framework called Replicator Power Flow Simulator,
was developed in the light of experience gained with the real REPLICATOR robotic
modules, presented in Sect. 5.1.

The Replicator Power Flow Simulator developed within this research work con-
sists of two parts: the front-end and the simulation engine. The simulation front-end
was designed in LabWindows/CVI from National Instruments. LabWindows/CVI
was chosen, as it facilitates to code the application software layer power flow con-
trol strategies, the associated parameters, and in designing the graphical interface to
observe and access different measurements and parameters in the organism, respec-
tively. The designed graphical user interface was used to monitor and configure
the different parameters affecting the power sharing among the robotic module of an
organism. To obtain more realistic simulation results, at the back-end, a SPICE1 sim-
ulation engine from Linear technology, LTSpice IV, was integrated to simulate the
power flow between the robotic modules. Figure4.5 shows the block representation
of the designed REPLICATOR Power Flow Simulator.

1 Simulation Program with Integrated Circuit Emphasis

http://dx.doi.org/10.1007/978-3-319-10289-4_5
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Fig. 4.5 REPLICATOR power flow simulator framework with SPICE simulation engine

To obtain power flow data in the organism, during run-time, i.e. on each iteration,
the simulation front-end invokes the simulation engine in DOS mode to process the
generated SPICE net-list. The SPICE net-list—*.cir file—contains the power man-
agement components and their interconnections that define the power flow between
the robotic modules of an organism. The simulation engine processes the net-list and
records the current flow data at the specified points in the organism that is then stored
on the disk in an ASCII format. The current flow data is then read out to update the
variables internally and graphically in the simulation front-end.

4.3.1 System Power Consumption Model

In the simulation framework for the intra-robot and intra-organism power flow, a
simple system power consumption model was devised to simulate the electronic load
that each robotic module may experience when docked in an organism. The devised
system power consumption model at each robotic module distinguishes the system
load between fixed and variable load. The term fixed refers to the power consumption
of the essential system components, which include core processing unit, peripheral
controllers, power management module, and other sensing components, necessary
to keep a robotic module alive. Whereas, the variable load refers to the power
consumption of the actuators, such as, 2D and 3D motor drive, drive controllers,
laser sensors, etc., required only during locomotion on different surfaces. The power
consumption of these components was therefore considered as dynamic system load,
since they do not require to be ON all the times, i.e. during the normal operation of
a robotic module.

For the sake of simplicity, without considering the complex kinematics involved
in the organism motion, the variable load calculation uses the power consumption of
a hinge drive used for 3Dmovement in a REPLICATORKabot. Under different load
conditions in the organism the power consumption of a hinge drive can be determined
from the torque required to lift the “n” number of robotic modules, i.e.



4.3 Simulation Framework 75

τ = (

n∑

i=1

i) · F · d,

= n(n + 1)

2
· mg · d, (4.1)

where the average weight of a REPLICATOR robot is roughly 1 kg, the gravity “g”
is 9.8m/s2, and the variable “d” is the distance that is moved vertically upward from
the pivot point.

The torque “τr” required by the actuator motor can be obtained as

τr = τ

rr · η
, (4.2)

where the gear reduction ratio of the hinge drive is 800 : 1, and the efficiency “η” is
roughly set to 75%. The required current “Ir” with “τr” can be therefore obtained
as

Ir = τr

τc
+ i0, (4.3)

where “τc” is the torque constant of the brush-less DC motor, i.e. Portescap 32BF,
and equals to 7.8 mNm. The variable “i0” represents the current consumption of the
motor drive without load, which is 65 mA at 12 V.

The motor speed “vr” required for the desired actuation is then obtained as

vr = v · rr , (4.4)

where “v” is the nominal motor speed and “rr” is the reduction ratio, as mentioned
in (4.2). The voltage required to the motor to produce the desired speed “vr” can
now be obtained as

Vr = vr

sc
, (4.5)

where sc is the speed constant of the brush-less DCmotor. Finally, based on the above
calculations the power consumption P of the actuator motor can be obtained as

P = Vr · Ir . (4.6)

4.4 Application Software Layer Power Management

For an efficient utilization of the available energetic resources, an application soft-
ware layer power management mechanism was devised in order to evaluate the
effectiveness of different variants of power sharing during different behavioral states
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Fig. 4.6 Proposed
application software layer
power management
components of a robotic
module

Morphology 
graph 

Energy 
distribution 

graph 

Power sharing 
mechanisms 

Proactive Power Management 

of a modular robotic organism, as defined in Sect. 3.2.2. The power management
features, realizable at the application software layer, combine the local and global
system information at each robotic module to choose an efficient power sharing
topology in a modular robotic organism. Figure4.6 shows the proposed application
software layer power management components of a robotic module. These compo-
nents include proactive power management, morphology graph, energy distribution
graph and power sharing mechanisms. Here, in the scope of this work, the imple-
mentation details of proactive power management are not included.

4.4.1 Morphology Graph

The morphology graph defines the structure of a modular robotic organism. In a real
environment, the roboticmodules can adapt a pre-programmed or a newmorphology,
learned from the environment, to overcome the internal or environmental driven
challenges, or both. With real robotic modules, prior to an organism formation, a
robotic module in the arena may at random choose to become the head module in
the organism and broadcast the joining request to its swarm mates.

Figure4.7a, b show a modular robotic organism comprising 14 robotic modules
and themorphology graph, defining its structure, respectively. The organism structure
was constructed in Symbricator Robot 3D simulator (Winkler andWörn 2009). Each
node in the morphology graph represents a robotic module and the interconnections
show the orientation of the docked robotic modules in the organism. Each robotic
module in the organism maintains a copy of the morphology graph that provides
it the information about itself and the other docked robotic modules. The entries
in the morphology graph are updated with the periodic circulation or transmission
of morphology messages by each robotic module in the organism. A morphology
message structure includes the sender’s ID and the IDs of the roboticmodules that are
its direct neighbors—physically docked. Table4.6 shows an example morphology
message structure.

http://dx.doi.org/10.1007/978-3-319-10289-4_3


4.4 Application Software Layer Power Management 77

(a) (b)

Fig. 4.7 REPLICATOR modular robotic organism. a Modular robotic organism comprising 14
robotic modules, b Morphology graph

Table 4.6 An example message structure for maintaining the morphology graph entries in the
organism

Message Sender’s Front link’s Right link’s Rear link’s Left link’s Status

type ID ID ID ID ID

MGraph r2 r1 r3 r7 r5 xx

4.4.2 Energy Distribution Graph

The energy distribution graph is devised to obtain the energetic information of the
robotic modules in an organism. It is developed on the basis of morphology graph
entries.With the available information, the roboticmodules can then tune or synchro-
nize their collective operations, accordingly. For instance, during collective recharg-
ing, the roboticmodules using the energy distribution graph can decide the recharging
order and successively estimate the time required to fully recharge the organism. In
another scenario, an organism with an uneven or non-uniform energy distribution
may achieve an energetic equilibrium by recharging its energetically weaker robotic
modules from the charge of the energetically healthy robotic modules.

Likewise, each robotic module maintains a copy of the energy distribution graph
by periodically broadcasting the status messages in the organism. Table4.7 shows an
example message structure. It includes the sender’s ID, battery pack terminal voltage
in volts, battery pack state of charge in percentage, and it’s operating mode in the
organism—energy donor, acceptor or neutral—as defined in themacroscopic model
in Sect. 3.2.2.

http://dx.doi.org/10.1007/978-3-319-10289-4_3


78 4 Implementation

Table 4.7 An example message structure for updating energetic status of a robot in the organism

Message Sender’s Battery terminal voltage State of charge Operating

type ID (volts) (%) mode

Edist r5 22.2 80 dn/acp/neu

4.4.3 Power Sharing Mechanisms

As identified in Sect. 3.2.2, amodular robotic organism has to adapt differentmode of
power sharing for its survival in different behavioral states, mainly to accommodate a
breakdown situation at a robotic module. For this purpose, following the first part of
the artificial energyhomeostasis definition, presented inSect. 3.3.1, the power sharing
mechanisms or policies are defined to regulate the power flow between the robotic
modules, that can be chosen in different behavioral states of an organism. Utilizing
the control architecture of the underlying power management system of a robotic
module, described in Sect. 4.2, and the information available from the morphology
and energy distribution graphs, following power sharing polices are envisaged at the
application software layer of each robotic module.

• No power sharing
This is the most obvious scenario, in which even though having the ability the
robotic modules in the organism do not share their on-board energy reserve during
their collective collaborative actions in the environment. The robotic modules
in this scenario coordinate with each other at the application software layer by
sharing sensory information, coordinating tasks, synchronizing movements, etc.,
but solely depend on their on-board energy reserve to fulfill their power demands.
Consequently, following effects can be expected on the behavior of a modular
robotic organism without power sharing:

– During an organism locomotion, the unevenmechanical load distribution creates
an imbalance of energy between the robotic modules, in such a situation an
energetically weaker robot that runs out of energy can stop the organism to
continue its locomotion in the arena.

– In a similar scenario, the energetically weaker robot(s) in the organism might
because of energy deficiency become unable to detach (un-dock) itself
(themselves) from other robotic modules or vice versa. In either case, the whole
organism becomes paralyzed and requires external assistance.

• Power sharing without power flow control
This power sharing policy, which here is also named static power sharing, is char-
acterized by the fact a single power bus is established for power sharing in the
organism. The term static emphasizes that the organism’s power bus topology
cannot be changed. In such a configuration, the robotic modules in an organ-
ism can share their on-board energy reserves but cannot control the current flow
direction through the organism’s power bus. The energy donor will always be the

http://dx.doi.org/10.1007/978-3-319-10289-4_3
http://dx.doi.org/10.1007/978-3-319-10289-4_3
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Fig. 4.8 Different forms of
power bus topologies in an
organism. a an
omni-directional power bus:
power sharing with no control
over the power flow between
the robotic modules, b and d
power sharing with power
flow control between the
robotic modules. The black
lines represent a bi-directional
current flow path and the gray
lines with the arrows
represent a uni-directional
current flow path in the
particular direction, c a power
sharing scenario with power
flow control in the presence
of a faulty or broken robotic
module in the organism

(a) (b)

(c) (d)

energetically stronger robotic module(s), in terms of state of charge, in the organ-
ism. Figure4.8a shows the block diagram of a power sharing scenario with a single
organism’s power bus that allows an omni-directional current flow between the
robotic modules.
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Following are the consequences of the described power sharing mechanism that
may appear on the operations of a modular robotic organism in different scenarios:

– Adrawback of a single organism’s power bus appears at the energetically healthy
robotic module(s)—energy donors—as they quickly lose their on-board energy
reserve. In addition, depending on the number of dependent and energy donor
roboticmodules in an organism, an omni-directional power busmay induce high
current flow between the robotic modules that may decrease system efficiency
because of the increased power losses in the system.

– Consider a situation in which a fault, e.g. a short circuit, either due to a mechani-
cal or an electronic failure occurred in a roboticmodule. In aworst-case scenario,
since the robotic modules cannot control the current flow direction through the
organism’s power bus, the whole system may collapse, i.e. the whole electronic
circuitry may get damaged.

• Power sharing with power flow control
This form of dynamic power management is designed to overcome the short
comings of the above mentioned power management mechanisms. Following the
artificial energy homeostasis definition, with this form of power management,
the robotic modules in the organism can control the direction of current flowing
through the organism’s power bus. In other words, the robotic modules can form
more than one or sub power buses in the organism, as required. Figure4.8b, d show
the two power sharing scenarios with power flow control between the robotic mod-
ules. With having control over the organism’s power bus, the robotic modules can
isolate the system malfunctions or abrupt system failures, e.g. a short circuit, sen-
sor and actuator failures, etc., individually and collectively in the organism. The
isolation of a faulty component or a robotic module(s) in turn allows the rest of
the robotic modules in the organism to restore their normal operations. Figure4.8c
shows an example scenario, inwhich the roboticmodules despite a faulty robot can
still share their on-board energy reserves with each other by forming sub-power
buses in the organism.

– Power sharing policy 1
This form of power sharing is devised on the local energy distribution
information available to each robotic module in the organism. In this topol-
ogy, every robotic module in the organism using the morphology and energy
distribution graphmaintains a local energy distribution table. The table includes
its state of charge (SOC) and the battery SOC of its direct neighbors, docked to
its four docking interfaces. Table4.8 shows the local energy distribution table,
periodically updated at each robotic module in the organism.
An energetically healthy robotic module, i.e. having SOCrobot(i) > Eth , shares
its on-board energy reserve if anyone among its direct neighbor’s SOC is less
than Eth—energy sharing threshold. In such a scenario, an uni-directional power
flow path between energy donor and acceptor is established by activating the
electronic gates on the respective docking interfaces.
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Table 4.8 Energy distribution table with power sharing policy 1

Myself Front neighbor Right neighbor Rear neighbor Left neighbor

SOCrobot X SOCrobot X+1 SOCrobot X+2 SOCrobot X+3 SOCrobot X+4

Table 4.9 Energy distribution table with power sharing policy 2

Front neighbor Right neighbor Rear neighbor Left neighbor

SOCrobot X SOCrobot X+1 SOCrobot X+2 SOCrobot X+3 SOCrobot X+4

SOCrobot X+3 SOCrobot X SOCrobot X+11 SOCrobot X+12 SOCrobot X+13

SOCrobot X+4 SOCrobot X+16 SOCrobot X SOCrobot X+14 SOCrobot X+15

SOCrobot X+1 SOCrobot X+6 SOCrobot X+7 SOCrobot X SOCrobot X+5

SOCrobot X+2 SOCrobot X+8 SOCrobot X+9 SOCrobot X+10 SOCrobot X

– Power sharing policy 2
This form of power sharing uses the global energy distribution information
available to each robotic module in the organism. In this topology, each robotic
module in the organism maintains a global energy distribution table that not
only keeps record of its energetic status and the direct neighbors but also the
direct neighbors of its direct neighbors, as well. Table4.9 shows the entries in
the global energy distribution table. An energetically healthy robotic module
in the organism shares its on-board energy reserve if anyone among its direct
neighbors or their direct neighbor has SOC less than Eth . The energy donor
robotic module in such a scenario establishes a power bus between itself and
the acceptor robotic modules by closing the electronic switches present in a
particular path, at the respective docking interfaces.

In the context of this research work, the morphology and the energy distribution
graphs along with the power management policies are implemented at each robotic
module in the Replicator Power Flow Simulator to explore the energetic behavior of
two exemplary modular robotic organisms, see Sects. 5.2 and 5.3.

4.5 Application Software Layer Fault Tolerance

The long term physical aggression of robotic modules in an organism that depends
on the level of coordination and collaboration each robotic platform owns, demands
a robust system design that can tolerate the presence of faults and components fail-
ures. In other words, the fault tolerance of amodular robotic organism depends on the
mutual ability of the robotic modules to react in response to intra-organismmalfunc-
tions. Faults at an individual level in an organism generally originate either due to
endogenous or exogenous component malfunctions, alsomentioned by Isermann and

http://dx.doi.org/10.1007/978-3-319-10289-4_5
http://dx.doi.org/10.1007/978-3-319-10289-4_5
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Ballè (1997). The conceived application software layer fault tolerance in a modular
robotic organism implements the fault detection and identification and fault isolation
algorithms.

4.5.1 Fault Identification

Before focusing on fault tolerance mechanisms at an organism level, it is essential to
identify the different types of faults that can halt or cease the collaboration of mul-
tiple robotic modules. Figure4.9 shows the fault tree of a modular robotic organism
using a fault tree analysis approach. The operations in a modular robotic organism
can become irregular mainly because of a robot failure, organism’s power bus fail-
ure, communication failure or some external influence in the from of a mechanical
damage. The causes of a robot failure are covered in detail inAppendixA. The organ-
ism’s power bus failures are mainly linked with the docking units that usually arise
because of a misalignment between the docking interfaces of the robotic modules or
a defective docking connection, highlighted in figure A.6, (see Appendix A).

Fig. 4.9 Fault tree combining the probable failure causes behind an organism failure
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Fig. 4.10 Organism’s
communication bus failure
fault tree

• Communication bus failure
A communication medium, both wired and wireless, between the robotic modules
in an organism is essential to establish and sustain their collaboration and coor-
dination. As described in Sect. 4.1.4, a wired communication link between the
docked REPLICATOR robotic modules is established by means of contact pins at
the docking interfaces. In such a configuration, a communication bus failure in a
modular robotic organism can develop mainly because of noise or electrical inter-
ference, an improper configuration of communication modules, a short circuit on
the communication path, a broken wired link, or a component damage. Figure4.10
shows the fault tree combining the probable failure causes behind an organism’s
communication bus failure. The electrical interference due to fluctuating voltage
levels, flux from the voltage regulators, etc., may introduce random noise in the
sensor data or in the communication channels.

Considering the design of a modular robotic organism, the impact of a fault or
system failure on multiple robotic modules mainly depends on three factors: the
fault type, the position and role—responsibility—of the faulty robotic module in
the organism. The fault type determines the severity of the following consequences.
The position of a faulty robot in the organism becomes critical as it determines the
number of directly and indirectly affected robotic modules. And finally, its role in the
organism from the perspective of power sharing becomes relevant as it may affect
the operations of energetically healthier and weaker robotic modules.

4.5.2 Fault Detection and Identification Algorithm

The tolerance against abrupt faults depends on a system’s instantaneous reaction upon
the detection of an anomaly affecting its equilibrium. For the detection of endogenous
and exogenous faults, their location and isolation, the homeostatic control of a robotic
module, described in Sect. 3.3.1 regulates its essential variables by continuously

http://dx.doi.org/10.1007/978-3-319-10289-4_3
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monitoring the signals from the four docking interfaces, the energy sharing module
and the battery management module.

Algorithm 4.5.1: Application Layer Fault Detection and Identification()

global X := robot ′s id
global Fault_t ype := U N K N OW N
global Fault_detected := false
global Fault_location := U N K N OW N

comment: Fault detection check at the energy sharing module

if r(X)(Esh) := ENABLE and C Lr(X)(Esh)[PwrG D] == low

then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for l ← 1 to L

do

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if (Ish_r(X)[(n − N ), ..., (n − 1), (n)] == Fault_Signature(l))

then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r(X)→(Esh) : = DISABLE
for each dk I nt := {Front, Right, Rear, Le f t}

do
{
r(X)→(dkInt) := DISABLE

Fault_type := KNOWN
Fault_detected := true
Fault_location := UNKNOWN
Broadcast(r(X) → faulty robot)
exit

Fault_detected := true
Fault_type := UNKNOWN
Fault_location := UNKNOWN

else

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

comment: Fault detection check at the four docking interfaces

for each dk I nt := {Front, Right, Rear, Le f t}

do

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if r(X)(dk I nt) := ENABLE and C Lr(X)(dk I nt)[PwrG D] == low

then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for l ← 1 to L

do

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

if (Idk I nt_r(X)[(n − N ), ..., (n − 1), (n)] == Fault_Signature(l))

then

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

r(X)→(dkInt) := DISABLE
Fault_type := KNOWN
Fault_detected := true
Fault_location := r(X)→(dkInt)
Broadcast(r(X)→(dkInt) := faulty robot)
exit and iterate on other docking interfaces

comment: Fault detected but its type and source is still unknown

Fault_detected := true
Fault_type := UNKNOWN
Fault_location := r(X)→(dkInt)

else if r(X)(dk I nt) := DISABLE

then

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

for l ← 1 to L
do if Idk I nt_r(X)[(n − N ), ..., (n − 1), (n)] == Fault_Signature(l)

then

⎧
⎨

⎩

Fault_type := KNOWN
Fault_detected := true
Fault_location := r(X)→(dkInt)

In the designed framework, for a fault detection and identification, the homeosta-
tic control of a robotic module periodically samples the current flow through each
docking interface, energy sharing module and the battery management module. In
this regard, Algorithm 4.5.1 was devised to detect and identify the possible faults and
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failures in the power managements system. The first “if” statement in the Algorithm
4.5.1 is meant to monitor the status of an energy sharing module in the robot, i.e.
the power good (PwrGD) signal when it is enabled. In the case of an anomaly—low
PwrGD signal from the energy sharing module during its enabled/active state—the
current flow values through the energy sharingmodule are matched with a predefined
fault signature, e.g. using pattern matching. The fault signatures can be obtained in
different operating conditions to classify between different types of faults in regard
to the power flow in the organism. On the detection of a fault, the energy sharing
through the particular robotic module is stopped instantly to find its location after-
wards. In addition, the faulty robot broadcasts its faulty status in the organism. In
the case the energy sharing module is operating in its normal state, it monitors the
current flow through the four docking interfaces of the particular robotic module to
detect and identify the exogenous faults.

4.5.3 Fault Isolation Algorithm

After the detection of an occurred fault in the system, a similar procedure is then
adapted for the isolation of the fault at each robotic module in the system. In the case

Algorithm 4.5.2: Application Layer Fault Isolation()

if Fault_detected == true and Fault_location == UNKNOWN

then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

comment: locating if an endogenous fault has occurred

for each dk I nt := {Front, Right, Rear, Le f t}
do r(X)→(dkInt) := DISABLE

comment: Now, activate energy sharing

r(X)→(Esh) : = ENABLE
for l ← 1 to L

then

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

if Ish_r(X)[(n − N ), ..., (n − 1), (n)] == Fault_Signature(l)

then

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

r(X)→(Esh) : = DISABLE
Fault_type := KNOWN
Fault_location := ENDOGENOUS
Broadcast(r(X)→faulty robot)
exit

comment: Identifying an exogenous fault source

for each dk I nt := {Front, Right, Rear, Le f t}

do

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r(X)→(dkInt) := ENABLE
for l ← 1 to L

do

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

if Ish_r(X)[(n − N ), ..., (n − 1), (n)] == Fault_Signature(l)

then

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

r(X)→(dkInt) := DISABLE
Fault_type := KNOWN
Fault_location := EXOGENOUS
Broadcast(r(X)→(dkInt)→faulty robot)
exit from inner FOR loop and scan other docking interfaces
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a fault is detected with an unknown location, the Algorithm 4.5.2 implements a
simple mechanism to locate and isolate a faulty robot in a modular robotic organism.
Firstly, the algorithm tries to locate a fault as if it has occurred within the system. For
this purpose, it opens the current flow path through its four docking interfaces and
enables the energy sharing. In this state, if the current flow measurements through
the energy sharing module are matched with a fault signature, then the fault location
is declared as “endogenous”. In such a condition, it then disables the energy sharing
and the four docking interfaces of the particular robotic module and broadcasts its
faulty status in the organism. So that, the docked robotic modules can adapt their
behavior accordingly. In the case no fault has occurred within its system, it scans
the current flow measurements through each docking interface, one after the other to
detect an exogenous fault situation. In the presence of a fault situation at a docking
interface, the algorithm disables (deactivate) the particular docking interface and
broadcasts an alert message in the organism, i.e. the presence of a faulty robot on the
particular docking interface. The broadcast message may in turn help the remaining
robotic modules, that are not directly docked to the faulty robot, in adapting their
behavior accordingly.

4.6 Summary

This chapter covered the implementation details of the presented concept to address
the self-sufficiency problem at a modular robotic organism level. In the beginning, it
described the hardware design considerations to highlight the factors involved in the
design of a dynamic power management system, i.e. a robotic module’s electronic
architecture, power budget calculations, choice of system voltage, and platform spe-
cific constraints. With all such considerations, it then presented the hardware design
of the proposed dynamic power management system of a robotic module. The char-
acteristic features of the proposed power management system, beneficial for the
dynamic operations of a modular robotic organism, are the dynamically control-
lable power sharing and innate fault tolerance. In addition, the architecture allows to
access and control the behavior of the hardware components of a robotic module at
the application software layer to coordinate its actions with the docked robotic mod-
ules. In the later half of the chapter, for the implementation of application software
features, it presented the devised simulation framework that was solely developed
to conduct the power sharing experiments at an organism level. In succession, the
implementation details of application layer power management and fault tolerance
are extensively covered.



Chapter 5
Experiments and Results

Abstract This chapter presents the results of the experiments conducted to explore
the behavior of amodular robotic organismwith the proposed hardware and the appli-
cation software features in the simulation framework. In the first half, the chapter
presents the experimental results obtained after integrating the proposed power man-
agement system in the hardware design of the real robotic modules during artificial
trophallaxis, power sharing and an emulated fault condition. In the second half of
the chapter, the application software, implemented in the simulation framework, is
tested by simulations. The simulation experiments are broadly divided into two parts:
power sharing and fault tolerance. The power sharing simulation experiments include
the simulations of dynamic power sharing in two exemplary organismmorphologies.
The fault tolerance simulation experiments include the results obtained by adapting
the procedure defined in the fault detection and identification and fault isolation algo-
rithms, during different fault situations. At the end, a brief summary concludes the
chapter.

5.1 Experiments with the Proposed Hardware

In the first place, the proposed power management system’s behavior, integrated
in the hardware design of REPLICATOR robotic modules, was explored in three
scenarios: artificial trophallaxis, power sharing and fault tolerance.

5.1.1 Artificial Trophallaxis

The artificial trophallaxis feature allows the energetically healthy robotic modules to
donate a portion of their on-board energy reserve to energetically weaker robotic
modules in the arena. The energy transfer begins after a successful docking of
two robotic modules—energy donor and acceptor—by recharging the energetically

© Springer International Publishing Switzerland 2015
R.H. Qadir, Self-Sufficiency of an Autonomous Reconfigurable Modular
Robotic Organism, Adaptation, Learning, and Optimization 17,
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Fig. 5.1 Artificial trophallaxis test setup

weaker robot’s battery pack. The efficiency of food exchange in natural systems may
not be concerned due to several reasons. But in an artificial system, with rechargeable
battery packs, its efficiency cannot be ignored.

For efficiency measure, the artificial trophallaxis was emulated using two battery
packs and a battery recharging module. Figure5.1 shows the test scenario in which
a battery with low state of charge (SOC) was recharged from a battery pack with
relatively high SOC. The trophallaxis efficiency—ηtroph—is obtained as

ηtroph = charge taken out from the acceptor robot’s battery pack after recharging

charge delivered by the donor robot during recharging
· 100%

= 1

k
·
∑

k

Cacpt (k)

Cdnr (k)
· 100%, (5.1)

that is, the amount of charge taken out from the acceptor (energetically weaker)
robot’s battery pack (after recharging) divided by the amount of charge taken from
the donor robot’s battery pack during recharging, where k denotes the discrete time
instance.

Such a set-up was purposefully chosen to solely measure the trophallaxis effi-
ciency, since it does not include the power consumption of the on-board electronics
on both of the robotic modules. Figure5.2 shows the measurements obtained during
energy transfer between the two battery packs. Figure5.2a, c show the donor robot’s
and the acceptor robot’s battery pack voltages during trophallaxis, respectively. And,
Fig. 5.2b, d show the current flow from the donor robot’s battery pack to acceptor
robot’s battery pack, respectively. During energy transfer the donor battery voltage
decreased as the acceptor battery voltage increased. Correspondingly, the current
flow from the donor battery increased as the terminal voltage dropped. On the other
side, the recharging module recharged the acceptor battery with a constant current.

During trophallaxis, the energy was transferred between the two battery packs
for a period of about 70min. Measuring the SOC of the acceptor’s robot battery
pack, the trophallaxis efficiency obtained using Eq. (5.1), varied between 82–85%.
As already mentioned, the efficiency of the process will decrease in the real robots,
as along with battery recharging the on-board electronics of the acceptor robot also
consumes power during energy transfer.
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Fig. 5.3 Block diagram representation of the organism’s power bus between four robotic modules

5.1.2 Power Sharing

Power sharing is an essential feature of robotic modules that can physically dock
with their teammates to achieve common objectives that are beyond the capabilities
of an individual robotic module. It allows the autonomous robotic modules to sustain
their physical collaboration for a longer period of time. The power sharing experi-
ment between multiple robotic modules was performed to measure and analyze their
collective behavior in different scenarios.

Figure5.3 shows the block diagram representation of a power bus established
between four physically docked robotic modules. At each robotic individual, the
system power manager measures the inward and outward current flow through the
energy sharing module and the four docking sides. Consider Iar1 , Ibr1 , Icr1 , Idr1 ,
and IEr1 are the variables representing the current flow through the four docking
interfaces and the energy sharing module of a robot r1, respectively.

From Fig. 5.3, using Kirchhoff’s current law, the current flowing through the four
sides of robot r1 can be obtained as

Iar1 = IEr1 − (Ibr1 + Icr1 + Idr1), (5.2)

Ibr1 = IEr1 − (Iar1 + Icr1 + Idr1), (5.3)

Icr1 = IEr1 − (Iar1 + Ibr1 + Idr1), (5.4)

Idr1 = IEr1 − (Iar1 + Ibr1 + Icr1), (5.5)

where IEr1 = IBattr1 − ISysr1 . The variable IBattr1 and ISysr1 represents the current
flow from the on-board battery pack and to the system electronics, respectively.
Similarly, the current flow from other robotic modules can be obtained.

Figure5.4 shows the experimental setup used to test the power sharing between
four REPLICATOR Kabot modules, docked in a chain formation. For the controlled
power flow between the robotic modules, each robotic module was connected with
an external power source that also served the purpose of electronic load in the system.
The current measurements from each robotic module were periodically sampled and
transferred to a PC connected via a UART interface. The later discussion uses the
robots numbering convention shown in Fig. 5.3.



5.1 Experiments with the Proposed Hardware 91

Fig. 5.4 Experimental setup used to test the power sharing between four REPLICATOR Kabot
modules

For dynamic power sharing between the robotic modules, robot r4 in the organism
through its docking side Cwas connected to an external power source that can deliver
a continuous current of 8A at 25V. In addition, an external power supply was also
connected at its battery terminals that can deliver a maximum of 2A of continuous
current at 25V. Robot r3 docked to r4 at side C, was connected to a single power
source at its docking side B. Similarly, robot r2 docked to r3 at its side C in the
chain had a single power source connected at its docking side B. And lastly, robot
r1 docked to r2 through its docking side C was connected to two power sources,
at its docking side B and side A, respectively. It is important to consider that the
robots r3, r2 and r1 lack a power source at their battery terminals. This implies, the
on-board electronics of these robots solely depends on external power connected at
any one of their docking sides. The current flow between the robotic modules started
as the voltage levels on the power supplies varied with respect to each other. The
plots in Fig. 5.5a, b, c and d show the current flow measurements through docking
sides A, B, C and the energy sharing module of robot r4, r3, r2, and r1, respectively.
The positive current values in the plots indicate an inward current flow through the
particular docking interface or the energy sharing module, and the negative current
values indicate an outward current flow through the particular component.

Varying the voltage levels at the power supplies connected to the robotic modules
induced current flow through the organism’s power bus. For a detail analysis, consider
the current flow measurements through robot r4 in the organism. In the beginning,
an inward current of ≈600mA flows through side C of robot r4. Since the on-board
source voltage was greater than the power bus voltage, an outward current flow
of ≈100mA was measured through its energy sharing module. The current flow
through side B remained zero, while the inward current through side C then left the
system through side A, connected to robot r3. Decreasing the voltage level on the
power supply connected to side C of robot r4 in comparison with the voltage source
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connected to its battery terminals increased the current flow through the energy
sharing module after the 16th minute on the time scale.

From the current flow measurements at robot r3, an inward current flow into
the system through side C, connected to side A of robot r4, was measured. Since,
no power source was connected at the battery terminals of robot r3, the power bus
current through the energy sharing module energized the on-board electronics. This
is the reason, the current flow through its energy sharing module remained negative.
In proportion to the voltage levels on the two power supplies present at side A and
side B of robot r3, the inward current flow through docking side C left the system
through its docking side B and side A.

At robot r2, because of the absence of a power source at the battery terminals, the
inward current flow through docking side C energized the on-board electronics. The
current flowmeasurements through the energy sharing module and the docking sides
of robot r2 can be seen in Fig. 5.5c. Similarly, in proportion to the voltage levels on
the power supplies connected directly and indirectly to its three docking sides A, B
and C, the inward current flow through side C left through side A and side B. And
finally, from the measurements shown in Fig. 5.5d, a similar behavior at robot r1 in
the organism was observed.

The current flow measurements through the organism’s power bus show the col-
lective behavior of the robotic modules during power sharing. In addition, the mea-
surements provide the current limit, i.e., maximum current, that a docking interface
and energy sharingmodule of a robotic module permits. The power sharingmeasure-
ments show that the docking interface current limiter allows amaximum of≈7.2A of
continuous current at the nominal system voltage to flow through, while the current
limiter at the energy sharing module limits the outward current flow to ≈1.9A.

In the absence of an on-board power supply at robot r3, r2 and r1, the designed
power management system allowed the robotic modules to energize their on-board
system electronics from the organism’s power bus. The particular feature of the
designed power management system maintains operation of those robotic modules
that are energetically weak or dependent on other robotic modules in an organism.

5.1.3 Innate Fault Tolerance

Not only to assure the robustness but also from the safety and security perspective of
any system, the system’s ability to withstand abrupt failures can never be neglected.
For example, an ordinary toaster will always be equipped with a fuse that instantly
blows in case of a short circuit.

Considering the nature of collaboration between the robotic modules of an organ-
ism, the proposed power management system with fault tolerant energy sharing
includes several current limiters and current sensing components to add resistance
against potential system faults and failures. The current limiters in the system impose
an upper limit on the current flow in a particular direction and the current sensor pro-
vides a measure of current flow in either direction. The fault tolerance test was
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Fig. 5.5 Power sharing in a
REPLICATOR organism
a current flow through the
docking interface A, B, C and
energy sharing module of
robot r4, b current flow
through the docking interface
A, B, C and energy sharing
module of robot r3, c current
flow through the docking
interface A, B, C and energy
sharing module of robot r2,
d current flow through the
docking interface A, B, C and
energy sharing module of
robot r1

(a)

(b)

(c)

(d)



94 5 Experiments and Results

conducted during power sharing to observe the collective behavior of individuals, in
case if a fault occurs on the organism’s power bus. For example, a short circuit in a
robotic module of an organism during power sharing.

A short circuit in a robotic module induces a high inrush current flow through the
organism’s power bus from the donor robotic modules in the organism. To emulate
a short circuit in a running system, the external load applied to the robotic modules
in the organism was gradually increased in order to reach the current limit set by the
limiter at each docking side. To highlight the fault tolerant behavior of the proposed
system during power sharing in an organism, the measurements shown in Fig. 5.5
are zoomed in Fig. 5.6a, b, c and d. The plots in Fig. 5.6a, b, c and d show the
measurements recorded at robot r4, r3, r2, r1, respectively. The oscillations in the
plots appeared as soon as the current flow through the docking side A of robot r4
reached the threshold limit set by the current limiter. In reaction, the current limiter
on the respective docking side disconnected the current flow path and on the expiry
of a waiting timer, set in the hardware, tried to re-establish the particular current flow
path. As a result, the inward current flow through its docking side C and the energy
sharing module instantly dropped to zero.

At robot r3, consequently, the inward current flow through docking sideC dropped
to zero. And in response, the power supply connected to the docking side B being
higher in voltage supplied the power to the on-board electronics and the robotic
modules connected at docking side A. As can be seen from the measurements shown
in Fig. 5.6b, the current flow through docking side B of robot r3 became positive
and the current flow through docking side A dropped to the amount equivalent to
the current flown in through docking side B minus the current flown to the on-board
electronics, i.e.,

IAr3 = IBr3 − Isysr3 . (5.6)

At robot r2, as a result the inward current flow though docking side C instantly
dropped from 5A to approx. 1A. In response, the current flow through the docking
sides A and B also dropped, accordingly. But notably, an uninterrupted power sup-
ply to the on-board electronics continued from the inward current flow through the
docking side C.

Likewise, a similar behavior was observed at robot r1 in the organism. The current
flow through docking side C was dropped to the amount required to energize the on-
board electronics. While, due to the voltage difference on the two power supplies
connected to the docking side A and B, the inward current flow through docking
side A left the system though its docking side B, i.e.,

IAr1 ≈ IBr1 . (5.7)

The above analysis of the current flowmeasurements during power sharing shows
the fault tolerant behavior of the proposed system that without any dedicated control
mechanism allowed the robotic modules to continue power sharing despite a fault
condition at a robotic module in the organism. The design of the proposed system
can be used as a base platform to further develop the adaptive power sharing and fault
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Fig. 5.6 Innate fault
tolerance feature of the power
management system: each
graph shows the current flow
through the respective robot
in the organism. a robot r4,
b robot r3, c robot r2,
d robot r1

(a)

(b)

(c)

(d)
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tolerance mechanisms at the application software layer to achieve self-sufficiency in
different organism morphologies.

5.2 Simulating Power Sharing in Organism 1

To start with a simple scenario, a REPLICATOR organism consisting of six Kabot
modules docked to each other in a chain formation was chosen. Figure5.7 shows the
REPLICATORmodular robotic organism of type 1. The organism structure was con-
structed in Symbricator Robot 3D simulator (Winkler and Wörn 2009). Figure5.7a
shows the organism’s locomotion on a flat surface exhibiting a sinusoidal movement
pattern, and in Fig. 5.7b the organism is shown while crossing an obstacle on an
uneven surface.

5.2.1 Kinematic Model

For the simulation of dynamic power flow through the organism’s power bus, a
simple hypothetical kinematicmodel based on the sinusoidalmovement pattern of the
robotic modules was devised. The kinematic model captures the movement pattern
of the robotic modules in an organism while performing locomotion in the arena. At
each motion step, the movement pattern of the robotic modules was used to obtain
the power demand, i.e., the power required to perform the particular motion step, at
each robotic module in the organism. During simulation, based on the active power
sharing policy in the organism the obtained power demand was then subtracted from
the respective robotic module’s or the donor robot’s battery pack.

Since it was quite complex and difficult to mathematically model the kinematics
of such a modular robotic organism that involves multiple degrees of freedom, also
mentioned by I-Ming et al. (1999), therefore for the sake of simplicity the matrix
notationwasopted todefine themotionpattern of the roboticmodules in theorganism.
The particular kinematic model uses the 3D hinge drive on each robotic module to

Fig. 5.7 Modular robotic organism of type 1 consisting of 6REPLICATORKabotmodules, awhile
moving on a flat surface, b while crossing an obstacle on an uneven surface
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model the collective locomotion of the robotic modules in organism 1. Figure5.8
shows the graphical view of the sinusoidal movement patterns of the robotic modules
in organism 1.Variables J0, . . . , J5 represent themovable joints between the robotic
modules. On each iteration, the joints between the robotic modules were moved
synchronously either vertically upward or downward to achieve a desired motion
pattern in the organism. After motion pattern 6, the organism adapts the motion
pattern 3–1 for the completion of next motion cycle, as highlight in the Fig. 5.8.

The motion matrix, M MOrg1, was then obtained from the movement patterns of
the movable joints in organism 1. Each row in the motion matrix represents a motion
pattern.Where, “0” in thematrix represents no motion, a positive value represents the
motion in upward direction from the pivot position and a negative value represents
the backward movement—back to the pivot

M MOrg1 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
1 2 0 0 0 0
0 0 3 0 0 0
0 −1 0 0 0 0

−1 2 0 0 0 0
0 0 0 3 0 0
0 0 0 −2 0 0
0 −1 2 0 0 0
1 0 0 0 2 0
0 0 0 −2 0 0
0 2 −1 3 0 0
0 −2 0 0 0 1

−1 2 0 0 −2 0
0 0 3 −1 2 0
0 0 0 3 0 −1
0 0 −1 0 −2 0
0 −1 3 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

position. Further more, the numbers in the column represent the mechanical load
on a particular robotic module on every motion step. That is, the number of robotic
modules that are required to be lifted vertically upward or downward by a particular
robotic module in the organism.

5.2.2 Simulation Setup

The dynamic power flow between the robotic modules of an organism was simulated
on the basis of two significantly important parameters. It includes the initial
energy distribution among the robotic modules and the mechanical load distribution
associatedwith themovement of the organism on a particular terrain. Table5.1 shows
the test scenarios devised for organism1with respect to the initial energy andmechan-
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Step 0: 

Step 2: 

State 3: 

State 4: 

State 5: 

J0 J1 J2 J3 J4 J5 

Step 1: 

State 6: 

Step 1-1: 

Step 1-2: 

Step 2-1: 

Step 2-2: 

Step 3-1: 

Step 3-2: 

Step 4-1: 

Step 4-2: 

Step 5-1: 

Step 5-2: 

Fig. 5.8 Sinusoidal movement pattern of the robotic modules in organism 1 devised for the kine-
matic model. Variables J0, . . . , J5 represent the movable joints between the robotic modules
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Table 5.1 Experiment scenarios devised for organism 1

Case Energy distribution Mech. load distribution

C1 Even Even

C2 Uneven Even

ical load distribution among the robotic modules. It includes two scenarios: C1 and
C2. Case C1 simulated a scenario in which all the robotic modules of an organism
were energetically equal or equally charged. In other words, the robotic modules
were initialized with an even energy distribution and an even mechanical load distri-
bution was used during their collective locomotion. To replicate a scenario in which
the robotic modules autonomously assemble themselves in an organismwith varying
energetic status, case C2 initialized the organism with an uneven energy distribution
among the robotic modules. Due to the sinusoidal movement pattern of the robotic
modules, case C2 also used the even mechanical load distribution model during their
collective locomotion.

For even and uneven initial energy distribution between the robotic modules,
three different topologies of organism 1 were chosen. In this regard, Fig. 5.9a shows
an even energy distribution between the robotic modules. Figure5.9b, c show the
randomly chosen uneven energy distributions between the robotic modules. Each
box in Fig. 5.9 represents a robotic module and a numerical value inside represents
the on-board battery state of charge. The legend bar shows the display pattern.

(a)

(b)

(c)

Fig. 5.9 Initial energy distribution among the REPLICATOR robotic modules in organism 1.
a topology 1: even energy distribution. b topology 2: uneven energy distribution. c topology 3:
uneven energy distribution
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Figure5.10 shows a screen-shot of the organism 1 simulation in the Replicator
power flow simulator. The system dependent parameters in the simulation framework
were adapted from the empirical results obtained from the real robotic modules.
The parameters include maximum battery pack charge capacity of a robotic module
that was chosen as 1,400mAh, fixed power consumption as 200mA at the nominal
system voltage, and the variable power consumption values were obtained from the
system power consumption model, described in Sect. 4.3.1. Using the system power
consumptionmodel, to lift themechanical loadof a roboticmodule a roboticmodule’s
hinge drive consumes 150mA at the nominal voltage, for a load of two robotic
modules it consumes 294mA, with three robotic modules it consumes 806mA, and
to lift a load equivalent to the weight of four robotic modules its calculated current
consumption was 1,575mA.

On every time instant, the locomotion in the organism was simulated using the
devised motion model matrix, M MOrg1. A motion step was incremented upon the
successful completion of a motion cycle, a complete sinusoid. The organism’s loco-
motion in the simulator was stopped as soon as the SOC of a robotic module in the
organism reached 10% of the maximum battery pack charge capacity, i.e.

SOC j (k) = 10% · SOCmax, (5.8)

where the variable k represents the time instant and j represents the j th robotic
module in the organism.

5.2.3 Discussion on Results

The effectiveness and applicability of the devised power sharing policies to achieve
self-sufficiency in different conditions are evaluated on the basis of the simulation
time and the covered motion steps by the organism. In this regard, Table5.2 shows
the simulation time of organism 1 in the three scenarios. Additionally, Table5.3
shows the motion steps covered by organism 1 in each simulation run. In addition to
these results, it is equally important to consider the current flow between the robotic
modules of organism1. Figure5.11 shows the current flow through the energy sharing
module of each robot with the three initial energy distribution topologies.

In the caseC1 with energy distribution topology 1, the organismwith static power
sharing policy remained active for 1h, 51min and 22s and has covered 179 motion
steps. With power sharing policy 1 the organism has covered 174 motion steps
during 1h, 48min and 08s. With these simulated values, now consider the current
flow between the robotic modules shown in Fig. 5.11a. In the plots the measurements
made with static power sharing policy are shown in blue, and with power sharing
policy 1 are in red. With a single organism’s power bus, i.e., static power sharing
policy, the oscillations, i.e., the inward and outward current flow, at the energy sharing
module show the robotic modules always shared their energy, even when all of them
were energetically almost equal. In the beginning, robot r3 and r5 being slightly

http://dx.doi.org/10.1007/978-3-319-10289-4_4
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Table 5.2 Operational time of organism 1 during simulation in the case C1 and C2

Power sharing/distribution Case C1 Case C2

Topology 1 Topology 2 Topology 3

Static 01:51:22 01:24:17 01:34:49

Policy 1 01:48:08 01:30:02 01:21:18

Table 5.3 Simulated motion steps covered by organism 1 in the case C1 and C2

Power sharing/distribution Case C1 Case C2

Topology 1 Topology 2 Topology 3

Static 179 135 152

Policy 1 174 145 130

energetically healthier than others became the energy donor in the organism. But,
approximately after 10min, robot r3 became energy acceptor, as being located in the
center, it experienced more load, i.e., in terms of lifting robotic modules, than others
during their collective locomotion. Robot r2 and r5 oscillated between the two states,
i.e., energy donor or acceptor. And, robot r1 and r6 became energy donor when their
energetic status was higher than others. In comparison, using dynamic power sharing
policy 1, the robotic modules shared their energy reserve only when it was required.
By doing so, the on-board energy of the robotic modules in the organism remained
preserved, whereas, in the former scenario, the energetically healthy robotic modules
quickly lost their energy and then became energetically dependent on other robotic
modules.

In the case C2, with an uneven initial energy distribution topology 2, the organism
with static power sharing policy remained active for 1h, 24min and 17s and during
this time period has covered 135 motion steps. With power sharing policy 1, the
organism has covered 145 motion steps during 1h, 30min and 2s. In terms of oper-
ational time, the organism remained operational longer with power sharing policy 1
than with static power sharing policy. To analyze the system behavior, here it is
important to consider the particular initial energy distribution. The logical division
of the organism into two halves shows that the right half of the organism comprising
r4, r5 and r6, was energetically healthier than the left half that includes r1, r2 and
r3. To observe the effects of uneven energy distribution on the collective operation,
now consider the current flow measurements shown in Fig. 5.11b. With the static
power sharing policy, robot r6, being energetically healthiest among all, became the
energy donor to the rest of the robotic modules in the organism. Despite this fact,
robot r5 and r4 do not require an external power source to continue their operations
in the organism. Later, when the energetic status of robot r6 became equivalent to the
energetic status of r5, and successively to r4, the right half of the organism became
energy donor to the left half. In comparison, with power sharing policy 1, from the
beginning, due to the weaker energetic status of robot r2, two sub-power buses were
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established in the left half of the organism, i.e., a uni-directional power bus between
robot r1 and r2 and a uni-directional power bus between robot r3 and r2. Since at
robot r2 the source voltage of robot r1 was greater than the source voltage of r3, the
power mainly flowed from robot r1 to r2. Later, when the energetic status of robot r3
dropped below the energy sharing threshold, another uni-directional sub-power bus
was established between r4 and r3. And likewise, two uni-directional power buses
were established, one at 39thmin of the simulation between robot r5 and r4, and the
second at 55thmin between robot r6 and r5. This way the distributed energy in the
organism was effectively utilized in a step-by-step manner, that allowed it to survive
longer than in the earlier scenario.

In the case C2, with uneven initial energy distribution topology 3, the organism
with static power sharing policy has covered 152 motion steps in 1h, 34min and
49s. With power sharing policy 1, it has covered only 130 motion steps in 1h,
21 min and 18s. In this form of uneven initial energy distribution topology, among
the six robotic modules, three of them were energetically healthier than the rest, i.e.,
r2, r4, and r6. Noticeably, in this topology the energy was not concentrated in either
half of the organism. Figure5.11c shows the current flow measurements between
the robotic modules with uneven energy distribution topology 3. With static power
sharing policy, robot r6 being energetically healthiest became the energy donor to
the rest of the robotic modules and due to this, it quickly lost its on-board energy
reserve. The residual charge of the robotic module at the end of the simulation run
showed with power sharing policy 1 the on-board charge of robot r6 was not fully
utilized. It was because the energy sharing in the organism was based on the local
energy distribution graph, that only allows power buses between direct neighbors. In
such a scenario, it is expected that the organism using power sharing policy 2 will
be able to cover same number of motion steps as with static power sharing policy.

The distribution of power between the robotic module using power sharing pol-
icy 1 showed promising results, in terms of operational time, especially in the sce-
nariowhen one logical half of the organismwas energetically healthier than the other.
In the case when the energy distribution in the two logical halves of the organism
was almost identical—uneven energy distribution topology 3—the simulation results
show how the energy in an organism can be distributed during an organism formation
and shared while keeping the individual energetic autonomy of the robotic modules.

5.3 Simulating Power Sharing in Organism 2

In the above, the proposed controlled power sharingmechanisms in a simple organism
structure showed promising results. Now, to further explore their applicability, espe-
cially the power sharing policy 2 with different initial energy distribution topologies
and an uneven mechanical load distribution, a relatively complex organism struc-
ture was chosen. The REPLICATOR modular robotic organism of type 2 comprises
twelve Kabot modules, that are docked to each other in the form of a car—four
limbs (actuator arms) and a central backbone—as shown in Fig. 5.12. The chosen
organism’s morphology is complex in the respect that the robotic modules in the
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Fig. 5.12 REPLICATOR modular robotic organism of type 2 comprising twelve Kabot modules,
a locomotion on a flat surface, b locomotion from another angle, c locomotion on a rough, uneven,
terrain, d locomotion from another angle

four actuator arms during locomotion in the arena require more electrical power than
the robotic modules docked in the central backbone. In Fig. 5.12a, b the organism is
shown while moving on a flat surface. Similarly, Fig. 5.12c, d show the organism’s
locomotion on a rough, uneven, terrain.

5.3.1 Kinematic Model

The increased structural complexity of organism 2 resulted in more degrees of free-
dom and made it very difficult to mathematically model even a simple coordinated
movement pattern. Since it was not in the scope of this work, the complex kinematics
of the resultant system was ignored and a simple hypothetical kinematic model was
devised. The kinematic model defined the movement pattern of the robotic modules
by assigning a pre-calculated electronic load to each robotic module during their
collective locomotion. During simulation, based on the active power sharing policy
in the organism the assigned electronic load was then subtracted either from the host
robot’s battery pack or from the donor robot’s battery pack.

The devised kinematic model for organism 2 consists of 12 motion patterns. Each
motion pattern turn by turn actuates the robotic modules in the organism to achieve a
desiredmovement. Figure5.13 shows the step-wisemovement patterns of the robotic
modules in organism 2 during their collective locomotion. The organism movement
patterns that try to replicate the caterpillar like movement consists of two phases:
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erection and relaxation. From step 1 till step 6, the robotic modules in the organism
collectively and individually erect themselves to attain a standing position. From
step 7, the robotic modules step-by-step start restoring themselves to their nominal
position (relaxing) until they complete a motion cycle in step 12.

Motion matrices M MOrg2_Step1 till M MOrg2_Step12 stepwise model the synchro-
nousmovement pattern of the robotic modules in organism 2. Here, “0” in themotion
matrices represents no motion, “φ” represents the absence of a robotic module on
the particular position in the organism structure, “1” represents the movement of the
3D hinge drive (joint) in vertically upward direction from center position and “−1”
represents the downward movement of the 3D hinge drive. Motion

M MOrg2_Step1 =
⎡

⎣
1 0 φ φ 0 0
φ 0 0 0 0 φ

1 0 φ φ 0 0

⎤

⎦ , M MOrg2_Step2 =
⎡

⎣
0 1 φ φ 0 0
φ 0 0 0 0 φ

0 1 φ φ 0 0

⎤

⎦ ,

M MOrg2_Step3 =
⎡

⎣
0 0 φ φ 0 0
φ 0 1 0 0 φ

0 0 φ φ 0 0

⎤

⎦ , M MOrg2_Step4 =
⎡

⎣
0 0 φ φ 0 0
φ 0 0 1 0 φ

0 0 φ φ 0 0

⎤

⎦ ,

M MOrg2_Step5 =
⎡

⎣
0 0 φ φ 1 0
φ 0 0 0 0 φ

0 0 φ φ 1 0

⎤

⎦ , M MOrg2_Step6 =
⎡

⎣
0 0 φ φ 0 1
φ 0 0 0 0 φ

0 0 φ φ 0 1

⎤

⎦

matrices M MOrg2_Step1–M MOrg2_Step6 model the movement pattern of the robotic
modules in organism 2 during the erection phase, whereas motion matrices
M MOrg2_Step7 tillM MOrg2_Step12 model the movement pattern of the robotic mod-
ules in organism 2 during the relaxation phase.

M MOrg2_Step7 =
⎡

⎣
−1 0 φ φ 0 0
φ 0 0 0 0 φ

−1 0 φ φ 0 0

⎤

⎦ , M MOrg2_Step8 =
⎡

⎣
0 −1 φ φ 0 0
φ 0 0 0 0 φ

0 −1 φ φ 0 0

⎤

⎦ ,

M MOrg2_Step9 =
⎡

⎣
0 0 φ φ 0 0
φ 0 −1 0 0 φ

0 0 φ φ 0 0

⎤

⎦ , M MOrg2_Step10 =
⎡

⎣
0 0 φ φ 0 0
φ 0 0 −1 0 φ

0 0 φ φ 0 0

⎤

⎦ ,

M MOrg2_Step11 =
⎡

⎣
0 0 φ φ −1 0
φ 0 0 0 0 φ

0 0 φ φ −1 0

⎤

⎦ , M MOrg2_Step12 =
⎡

⎣
0 0 φ φ 0 −1
φ 0 0 0 0 φ

0 0 φ φ 0 −1

⎤

⎦

The effects of initial energy distribution and dynamic power sharing on the organ-
ism locomotion on different surfaces were explored using the corresponding load
matrices attached to the motion model devised for the two surface, flat and rough
terrain. The locomotion on a flat surface was an attempt to replicate a scenario in
which all the actuator robotic modules apply an equal amount of force during their
collective locomotion. In this regard, an even distribution of mechanical load on
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Fig. 5.13 Stepwise movement pattern of the robotic modules in organism 2—from left to right—to
model their collective locomotion in the arena. The horizontal axis shows the discrete time steps
representing a complete motion cycle. The organism movement patterns that try to replicate the
caterpillar like movement consists of two phases: erection and relaxation. For a better illustration,
the collective movements of the robotic modules are shown with the following colors: white, black,
and grey. The white color shows their nominal position with respect to the 3D motion. The black
color of a robotic module depict its 3D motion at the particular motion step, and the grey color
depict their erected state in the organism. From step 1 till step 6, the robotic modules in the organism
collectively and individually erect themselves to attain a standing position. From step 7 till step 12,
again black color of the robotic modules depicts their move in restoring their nominal position
(relaxing), until they complete a motion cycle



108 5 Experiments and Results

the actuator robotic modules was applied to simulate the organism locomotion. In
contract, the locomotion on a rough terrain was modeled to replicate the scenario in
which some of the actuator robotic modules in the organism are required to apply
more force than the rest. Consequently, it applied an uneven load distribution among
the four actuator arms of organism 2.

Load matrix L MOrg2_Even_erect , which associated with the movement patterns
in the erection phase, defines an even distribution of mechanical load among the
four actuator arms of organism 2. Similarly, load matrix L MOrg2_relax defines the
associated mechanical load distribution between the robotic modules during the
relaxation phase. In the simulation, the devised motion model used the load matrix
L MOrg2_Even_erect during the motion steps M MOrg2_Step1 till M MOrg2_Step6, and
likewise, loadmatrix L MOrg2_relax was used during themotion steps M MOrg2_Step7
to M MOrg2_Step12 to obtain the associated load at each robotic module.

L MOrg2_Even_erect =
⎡

⎣
3 2 0 0 2 3
0 0 3 3 0 0
3 2 0 0 2 3

⎤

⎦ , L MOrg2_relax =
⎡

⎣
1 1 0 0 1 1
0 0 1 1 0 0
1 1 0 0 1 1

⎤

⎦

Similarly, for locomotion on a rough terrain—with crust and troughs—loadmatrix
L MOrg2_Uneven_erect defines an uneven mechanical load distribution among the four
actuator arms of organism 2, i.e.,

L MOrg2_Uneven_erect =
⎡

⎣
3 2 0 0 3 4
0 0 3 4 0 0
4 3 0 0 2 3

⎤

⎦ .

In the simulation experiments, load matrix L MOrg2_Uneven_erect was used dur-
ing the motion steps M MOrg2_Step1 till M MOrg2_Step6, and during the relaxation
phase, load matrix L MOrg2_relax , was used during the motion steps M MOrg2_Step7–
M MOrg2_Step12 to obtain the associated load at each robotic individual in the
organism.

5.3.2 Simulation Setup

The simulation setup for organism 2 used the initial energy distribution and the
mechanical load associated with the locomotion of the robotic modules according to
the test cases in Table5.4 to analyze the effectiveness of the devised power sharing
policies.

In the simulation experiments the robotic modules in organism 2 were initialized
with an even and two uneven energy distribution topologies. Figure5.14 shows the
chosen initial energy distribution topologies for organism 2. Each box represents a
robotic module and a numerical value inside is representing the on-board battery
state of charge. The even initial energy distribution shown in Fig. 5.14a, was chosen
to simulate a scenario in which all the robotic modules are energetically almost equal
or equally charged. On the contrary, the two randomly chosen uneven initial energy
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Table 5.4 Experiment
scenarios devised for
organism 2

Case Energy distribution Mechanical load

distribution

C1 Even Even

C2 Even Uneven

C3 Uneven Even

C4 Uneven Uneven

distribution topologies, as shown in Fig. 5.14b, c, were used to simulate the scenarios
in which the robotic modules with varying energetic status autonomously assembled
or re-assembled themselves in the particular morphology.

Figure5.15 shows a screen-shot of organism 2 in the Replicator Power Flow
Simulator. The simulation front-end provides an access to monitor and control the
different system parameters, e.g., selection of initial energy distribution, mechanical
load distribution, power sharing policy between the robotic modules, current flow
through docking interfaces and energy sharing module of each robot, etc.

Fig. 5.14 Initial energy
distribution topologies among
the robotic modules of
organism 2. The legend bar
shows the used color scheme.
a topology 1: even energy
distribution among the
robotic modules. b topology
2: uneven energy distribution
among the robotic modules.
c topology 3: uneven energy
distribution among the
robotic modules

(a)

(b)

(c)
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5.3.3 Discussion on Results

During each simulation run, the current flow values at the energy sharing module and
the four docking interfaces of each robotic module in the organism were logged on
every iteration. From the simulation results, Tables5.5 and 5.6 show the operational
time and the motion steps covered by organism 2, respectively.

In the case C1, the organism with an even initial energy and an even mechanical
load distribution, using static power sharing policy has covered 182 motion steps in
2h, 30min and 8s. Using power sharing policy 1, it covered 175 motion steps in 2h,
24min and 48s, and with power sharing policy 2, it was able to cover 177 motion
steps in 2h, 25min and 6s. Now, to explore the effects of power sharing on the
obtained results consider the current flow measurements shown in Fig. 5.16. The
positive current values in the plots show the outward current flow from a particular
module and vice versa. With static power sharing policy, a single omni-directional
power bus allowed the robotic modules to share their on-board battery charge with
each other. The discharging of multiple battery packs in parallel irrespective of their
locality in the organism therefore created oscillations at the energy sharing module
of each robot. These oscillations, i.e., inward and outward current flow through
a system, visible in the current flow measurements shown in Fig. 5.16 depict the
relative energetic role of a robotic module—either as energy donor or acceptor—in
the organism. Whereas, using the dynamic power sharing policies, sub-power buses
were established between the robotic modules only at different simulation instances
when power sharing was required. By doing so, the on-board battery charge of the
robotic modules remained preserved which in turn empowers them to keep their
energetic autonomy in case of a sudden breakdown in the organism.

In the case C2, the locomotion in organism 2 was simulated using an even initial
energy distribution and an uneven mechanical load distribution among the robotic

Table 5.5 Operational time of organism 2 during simulation runs

Energy sharing/ Case C1 Case C2 Case C3 Case C4

distribution Topology 1 Topology 1 Topology 2 Topology 3 Topology 2 Topology 3

Static 2:30:08 2:13:09 01:54:58 2:16:12 1:43:04 2:07:21

Policy 1 2:24:48 2:09:39 01:50:01 2:21:53 1:35:01 2:04:08

Policy 2 2:25:06 2:08:48 01:51:37 2:22:01 1:41:57 2:03:47

Table 5.6 Covered motion steps by organism 2 during simulation runs

Energy sharing/ Case C1 Case C2 Case C3 Case C4

distribution Topology 1 Topology 1 Topology 2 Topology 3 Topology 2 Topology 3

Static 182 161 140 165 125 154

Policy 1 175 156 135 171 115 150

Policy 2 177 155 136 172 124 149
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modules. The organism 2 using static power sharing policy has covered 161 motion
steps in 2h, 13min and 09s. With power sharing policy 1, it covered 156 motion
steps in 2h, 09min and 39s, and with power sharing policy 2, it was able to cover
155motion steps in 2h, 08min and 48s. A direct effect of an unevenmechanical load
distribution can be seen in the form of fewer motion steps in the three scenarios in
comparison with the case C1. With static power sharing policy, again, a single omni-
directional organism’s power bus connected the on-board battery pack of the robotic
modules in parallel. In such a configuration, firstly, the battery with higher SOC was
drained as long as its SOC remained higher than the rest in the organism. Figure5.17
shows the current flow at the energy sharing module of each robotic module in
organism 2. With the two dynamic power sharing policies, the current flow between
the robotic modules remained localized, i.e., between the direct neighbors. This is
the reason, why the robotic modules shared their battery charge even longer than it
was with the static power sharing policy.

Now, consider the collective system behavior in the case C3—with an uneven
energy distribution topology 2 and an even mechanical load distribution. The organ-
ism using static power sharing policy has covered 140 motion steps in 1h, 54min
and 58s. With power sharing policy 1, it covered 135 motion steps in 1h, 50min and
1s, and lastly, with power sharing policy 2, it was able to cover 136 motion steps
in 1h, 51min and 37s. Figure5.18 shows the current flow measurements between
the robotic modules of organism 2 in the case C3. For a detailed analysis of the
collective system behavior during the simulation runs, it is important to consider
the initial energy distribution in the organism, as it defined the current flow between
the robotic modules. In this regard, consider the two logical halves of organism 2—
between robot r3 and robot r4. The logical splitting of organism showed that the ratio
of energetically healthy and weaker robotic modules in term of their initial SOC in
the two halves was almost identical. With this observation, now consider the current
flow between the robotic modules with static power sharing policy, because of a sin-
gle organism’s power bus in the first 15min of the simulation, robot r1 and robot r11
donated their battery charge to the rest of the robotic modules in the organism. Later
in the simulation, other robotic modules shared their on-board energy reserve in
the organism when the energetic status of robot r1 and robot r11 dropped to their
energetic level—battery SOC. In comparison, with the two dynamic power sharing
policies, the on-board energy of the robotic modules was consumed locally. From
the residual charge of the robotic modules at the end of the simulation runs, it was
observed that the on-board energy reserve of robot r1 with the two dynamic power
sharing policies was not completely utilized as in the earlier scenario. Because of
this, the organism has covered slightly fewer number of motion steps than in the
earlier scenario.

Now consider an uneven initial energy distribution topology in which the two
logical halves of the organism were energetically not identical. In this regard, the
robotic modules in organism 2 were initialized with the values proposed in energy
distribution topology 3. In the particular energy distribution topology the right half
of the organism was energetically healthier than the left half. The organism using
static power sharing policy has covered 165 motion steps in 2h, 16min and 12s.



114 5 Experiments and Results

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 1

T
im

e 
(in

 m
in

.)

Current (in amps)

E
n.

 S
ha

rin
g:

 S
ta

tic
E

n.
 S

ha
rin

g:
 P

ol
ic

y 
1

E
n.

 S
ha

rin
g:

 P
ol

ic
y 

2

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 2

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 3

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 4

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 5

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 6

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 7

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 8

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 9

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 1
0

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 1
1

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0
−

1.
5

−
1

−
0.

50

0.
51

1.
52

2.
5

ro
bo

t 1
2

T
im

e 
(in

 m
in

.)

Current (in amps)

F
ig

.5
.1

7
C
ur
re
nt

flo
w
th
ro
ug
h
th
e
en
er
gy

sh
ar
in
g
m
od
ul
e
of

ea
ch

ro
bo
ti
n
th
e
ca
se

C
2
—

w
ith

in
iti
al
en
er
gy

di
st
ri
bu
tio

n
to
po

lo
gy

1



5.3 Simulating Power Sharing in Organism 2 115

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 1

T
im

e 
(in

 m
in

.)

Current (in amps)

E
n.

 S
ha

rin
g:

 S
ta

tic
E

n.
 S

ha
rin

g:
 P

ol
ic

y 
1

E
n.

 S
ha

rin
g:

 P
ol

ic
y 

2

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 2

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 3

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 4

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 5

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 6

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 7

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 8

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 9

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 1
0

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 1
1

T
im

e 
(in

 m
in

.)

Current (in amps)

0
20

40
60

80
10

0

−
2

−
10123

ro
bo

t 1
2

T
im

e 
(in

 m
in

.)

Current (in amps)

F
ig

.5
.1

8
C
ur
re
nt

flo
w
th
ro
ug
h
th
e
en
er
gy

sh
ar
in
g
m
od
ul
e
of

ea
ch

ro
bo
ti
n
th
e
ca
se

C
3
—

w
ith

in
iti
al
en
er
gy

di
st
ri
bu
tio

n
to
po

lo
gy

2



116 5 Experiments and Results

With power sharing policy 1, it has covered 171 motion steps in 2h, 21 min and
53 seconds. And, using power sharing policy 2, it has covered 172 motion steps in
2h, 22min and 1s. Figure5.19 shows the current flow between the robotic modules
of organism 2 in the case C3. Notably, using static power sharing policy because of
a single organism’s power bus, in the beginning, robot r9 and r6 consumed power
from the organism’s power bus even though they carry enough on-board battery
charge. On the other side, using power sharing policies 1 and 2, robot r6 remained
neutral, i.e., neither consumed nor donated its battery charge, for a longer period
of time in the simulation, whereas, robot r9 donated energy in the second half of
the simulation. From the residual charge of the robotic modules at the end of the
simulation, it was observed that using static power sharing the energetically weakest
robot, i.e., robot r5, stopped the organism locomotion in the arena. But, with the
two dynamic power sharing policies the localized power flow between the robotic
modules allowed them to prolong their cooperation which resulted in more motion
steps than with the static power sharing.

In the case C4, to mimic the locomotion on a rough terrain, the locomotion in
organism 2 was simulated using an uneven mechanical load distribution with the
two uneven initial energy distribution topologies. Figure5.20 shows the current flow
between the robotic modules in the case C4 using initial energy distribution topol-
ogy 2. The organism using static power sharing policy has covered 125 motion steps
in 1h, 43min and 4s, using power sharing policy 1, covered 115 motion steps in 1h,
35min and 1s, and lastly, using power sharing policy 2, covered 124 motion steps in
1h, 41min and 57s. A direct effect of locomotion on a rough terrain—with uneven
mechanical load distribution—can be seen in the form of fewer motion steps in com-
parison with the motion steps covered on a flat surface with the same initial energy
distribution. In particular, with uneven mechanical load distribution the controlled
power flow between the robotic modules —with power sharing policy 2—allowed
the robotic modules to cover almost equivalent number of motion steps as with the
static power sharing policy. In other words, this shows that in the particular sce-
nario an organism may choose between the two controlled power sharing policies,
depending upon the situation, to obtain a longer operational time.

In the last scenario, the locomotion of organism 2 was again simulated on a rough
terrain, but the robotic modules were initialized with energy distribution topology 3.
The organism2 using static power sharing policy has covered 154motion steps in 2h,
7min and 21s. Using power sharing policy 1, it has covered 150 motion steps in 2h,
4min and 8s, and using power sharing policy 2, it covered 149 motion steps in 2h,
3min and 47s. Figure5.21 shows the current flowmeasurements between the robotic
modules of organism 2 in the case C4. By comparing the results obtained in the case
C3—energy distribution topology 3 and an even mechanical load distribution—it is
evident that with the uneven load distribution, the organism 2was not able to cover an
equivalent number of motion steps with the two controlled power sharing policies.

In general, the simulation results show that the energetic behavior of the robotic
modules, in terms of number of covered motion steps and the operational time, with
static and dynamic power sharing policies was almost identical under different ini-
tial energy distribution and mechanical load distribution scenarios. In comparison,
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the devised dynamic power sharing policies provide more flexibility in terms of
energy sharing and therefore can be chosen on the fly by an autonomous modular
robotic organism during different behavioral states, as identified in Sect. 3.2.2. For
instance, in a partial breakdown behavioral state when static power sharing topology
is not possible, an organism using dynamic power sharing topology can accomplish
its objective without splitting or reorganizing the robotic modules, that in addition
requires energy resources. In this regard, proactive powermanagement policies canbe
developed at the application software layer for the selection of an appropriate power
sharing mechanism among the robotic modules with the changing internal and exter-
nal conditions. In fact, the simulation experiments helped to explore and understand
the effects of energy distribution between the robotic modules of an organism. That
is, how should multiple robotic modules with varying energetic status dock to each
other during an organism formation in order to gain a longer operational time under
different conditions. In other words, the effects of initial energy distribution on the
collective operations of robotic modules in an organism.

5.3.4 Limitation of the Simulation Framework

The Replicator Power Flow Simulator in the limited frame still provided a platform
to examine the power sharing behavior of modular robotic organisms that no other
simulation tool offered at the time of writing this work. Aside other limitations, e.g.,
kinematic model, simulation of battery pack, fault injection and simulation, etc., on
every iteration the SPICE simulator engine in the simulation framework requires to
process the generated net-list from the beginning to obtain the nodal analysis of the
electronic circuit that defines the interconnection of robotic modules in an organism.
The time required for each iteration step during the simulation to obtain the nodal
analysis in the case of organism 2 varied between 10s to 5min. As a consequence,
the cumulative time required to process a complete simulation of organism 2—till
the time the available energy can be used for collective locomotion—thus varied
between 32 to roughly 50h. Because of the limited resources and a considerable
simulation time some of the planned experiments had to be dropped therefore.

5.4 Fault Tolerance Simulation Experiments

In the designed experiments, the effects of an abrupt system failure on the operations
of multiple robotic modules was analyzed by simulating a short circuit condition at
three different locations in the organism. And, by exploiting the inherent redundancy
in the system, a sensor failure at a docking unit of a robotic module in the organism
was located.

http://dx.doi.org/10.1007/978-3-319-10289-4_3
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5.4.1 Experimental Setup

Asmentioned in the beginning, from the perspective of self-sufficiency, the focuswas
laid only on those system components that in a faulty state can affect the power flow
between the robotic modules of an organism. For this purpose, a SPICE simulation
tool was used to simulate and explore the multiple effects of faults on dynamic power
sharing in an organism. Figure5.22 shows the block diagram of an organism with an
omni-directional power bus between the robotic modules, chosen for the simulation
experiments. The particular color scheme in the Fig. 5.22 depicts the energetic status
of the robotic modules in the organism. That is, robot r1, r2, r5, and r6, shown in
white color was considered as energetically weaker than the two robotic modules, r3
and r4, where robot r4 was supposed to be energetically healthier than the robot r3.

For the simulation of power flow and different kinds of faults between the robotic
modules, parts of the power management components described in Sect. 4.2, was
used in LTSpice simulation software from Linear Technology. Figure5.23 shows
the electronic components of the proposed power management system of a robotic
module in LTSpice. It include two docking interfaces, an energy sharing module and
a simple voltage source. Each docking unit (interface) is a combination of a diode
and a current limiter. For experiment purposes, at each robotic module, a resistive
load that consumed 250mA of continuous current at the nominal system voltage was
used as the fixed load and a resistive load that consumed 1A of continuous current
was used in place of actuators, as already described in Sect. 4.3.1.

For benchmark purposes, i.e., to compare and analyze the different effects of a fault
on the operations of multiple robotic modules in an organism, the collective system
behavior during power sharing in the absence of any fault or a component failure
was at first simulated. In this regard, Fig. 5.24 shows the current flow at the energy
sharingmodule of each robotic module in the organism. Positive values of the current
show its outward flow from the system and vice versa. In the particular scenario, with
an omni-directional power bus the robotic modules r4 and r3 donated their battery
charge to the rest of the robotic modules in the organism. From the simulated current
flow values, a continuous current of ≈4.7A flown from robot r4 to its right and left
docking interface and successively from robot r3 a continuous current of ≈900mA
was flowing to its left docking interface, i.e., to robotic modules r2 and r1.

Fig. 5.22 An omni-directional organism’s power bus between the robotic modules of an organism

http://dx.doi.org/10.1007/978-3-319-10289-4_4
http://dx.doi.org/10.1007/978-3-319-10289-4_4
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Fig. 5.25 Block diagram highlighting the injected fault location in the organism

5.4.2 Fault Occurrence Between the Docking Interfaces

In this scenario, it was tried to mimic an exogenous fault condition in which because
of a faulty or an improper mechanical assembly, a short circuit appeared between the
docking contacts of robot r3 and r4. The particular fault condition was replicated
by adding a short circuit in the robot electronics to simulate its effects on the organ-
ism’s behavior. Figure5.25 shows the block diagram of organism, highlighting the
particular fault location.

Fault Injection
After the fault injection in the robot electronics the SPICE simulation was performed
to record the current flow between the robotic modules. Figure5.26 shows the current
flow measurements through the energy sharing module of each robot in the presence
of a short circuit. Comparing the current flow values with the values made in the
absence of any fault reveals the instant effect of a short circuit on the collective
system behavior. That is, because of a short circuit the current flow through the
energy sharing module of robot r4 was dropped to ≈2.8A, since its left docking
interface current limiter instantly disconnected the particular current flow path. The
spikes visible in the current flow are because of the current limiter, as it tried to
re-establish the path after the expiry of a timer, embedded in the hardware, but failed
in its attempt. In response, the current flow through the energy sharing module of
robot r3 increased, as it became the only energy donor to the robotic modules r2 and
r1. In addition, the effects of the particular fault condition can also be seen in the
form of spikes on the current flow through the energy sharing module of robot r2,
which is not directly connected to the faulty component.

Fault Detection and Isolation
After adapting the procedures detailed in algorithm 1 and 2, the SPICE simulation
was carried out with the new configurations. Figure5.27 shows the current flow
between the robotic modules after fault detection, identification and isolation. As
a result of adapting the new configurations the right and left docking interface of
robot r3 and r4 are turned OFF, respectively. In response, the spikes appeared in the
current flow throughthe energy sharing modules of robot r2, r3 and r4 before the
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fault isolation are now no longer visible. This is due the fact that the current flow path
through the respective docking interfaces of robot r3 and r4 was now disconnected.

5.4.3 Fault Occurrence Before a Docking Interface

The particular fault condition was created to determine the impact of an endogenous
fault in which a short circuit appeared between the energy sharing module and one of
the docking interface of a robotic module. Figure5.28 is graphically highlights the
fault location and the position of the faulty robotic module in the organism—between
the energy sharing module and the right docking interface of robot r3.

Fault Injection
After injecting the particular fault in the robot electronics, the simulation was con-
ducted using LTSpice to observe the collective system behavior. Figure5.29 shows
the current flow between the robotic modules after the introduction of a short circuit
at the specified location. Analyzing the current flow data, i.e., before and after the
occurrence of a fault, showed that because of a short circuit at robot r3, the current
flow from robot r4 to the robotic modules docked at its left docking interface was
completely stopped. In fact, the effects of the particular fault can be observed in the
form of spikes in the current flow data obtained at the energy sharing module of
robot r4 and the robotic modules at its right docking interface—at robot r5 and r6.
At robot r3, because of the particular endogenous fault, it was not able to donate
its battery charge in the organism. But, because of the current limiter at the energy
sharingmodule the on-board electronics was not affectedwith the particular fault and
therefore remained operational. The spikes visible in the Fig. 5.29, occurred because
the current limiter at the energy sharing module of each robot periodically tried to
re-establish the particular current flow path. In the particular situation, robot r2, that
was energetically healthier than robot r1, donated its battery charge by establishing
a sub-power bus with robot r1.

Fault Detection and Isolation
Adapting the procedures detailed in algorithm 1 at each robotic module in the par-
ticular scenario firstly disabled the energy sharing and successively the current flow

Fig. 5.28 Block diagram highlighting the fault location in the organism
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through the four docking interfaces. To locate and isolate the fault, in the second
step, adapting the procedure detailed in algorithm 2 firstly with the disabled docking
interfaces enabled the energy sharing at each robotic module in the organism. In the
next step, the current flow values through the energy sharing module of each robot
was scanned, as if the fault has occurred indigenously. At robot r3, on the detection
of an endogenous fault condition, it disabled its energy sharing and the four docking
interfaces. Whereas, robots r2 and r4 in response disabled or deactivated their right
and left docking interfaces, respectively. Figure5.30 shows the current flow between
the robotic modules after fault detection and isolation. The results show the applica-
bility of fault detection, identification and isolation algorithms that revived power
sharing between multiple robotic modules despite a faulty robot in the organism. In
effect, the current flow from robot r4 to the robotic modules r5 and r6, and between
robot r2 and r1 is now free from unwanted spikes.

5.4.4 Fault Simulation at an Actuator

Thenextmost probable fault location in a roboticmodule that can be fatal to amodular
robotic organism was considered at an actuator component. For this purpose, a short
circuit condition was simulated at an actuator location of a robotic module in the
organism. Figure5.31 graphically highlights the location of a short circuit at an
actuator component of robot r3.

Fault Injection
To analyze the effect of an actuator failure on the collective behavior of robotic
modules, the SPICE simulation was performed after the injection of a short circuit
at robot r3. Figure5.32 shows the current flow between the robotic modules in the
presence of an actuator fault at robot r3. In the particular scenario, the effects of
an actuator fault varied greatly from the earlier two scenarios. Notably, the power
sharing behavior of robot r4 that became paralyzed in the sense that it was not able to
donate its on-board energy neither to the roboticmodules docked to its right nor to the
left docking interface. The particular behavior was because of the omni-directional
power bus that allowed an high inrush current to flow from the robot r4 to the faulty
actuator component of robot r3. In effect, the energy sharing module of robot r4
disconnected the particular current flow path. On the expiry of a timer, it tried to re-
establish the current flow path but failed due to the presence of the particular fault.
In addition, the short circuit at the actuator component of robot r3 not only ceased
its operations but also affected the robotic modules that were not directly docked to
it, i.e., the current flow between the robots r2 and r1, and between r5 and r6.

Fault Detection and Isolation
Likewise, following the procedure detailed in algorithm 1 and 2 in the current sce-
nario initially turned off energy sharing at each robotic module and successively the
isolation of the faulty robot revived power sharing between the unaffected robotic
modules of the organism. Figure5.33 shows the current flow between the robotic
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Fig. 5.31 Block diagramhighlighting the location of a short circuit at an actuatormodule of robot r3

modules after the detection and isolation of a faulty robot. The fault isolation mech-
anism at robot r4 deactivated its left docking interface, and at robot r2, deactivated
its right docking interface with robot r3. After the isolation of robot r3, a sub-power
bus was established between r2 and r1, where r2 became the energy donor, and the
second sub-power bus between the robots r4, r5 and r6, where r4 became the energy
donor robot. In other words, the isolation of robot r3 in the organism shows that the
rest of the robotic modules are now able to share their battery charge with each other
and continue their autonomous operations without “splitting”or “reorganization” of
the robotic modules.

5.4.5 Sensor Failure Detection

Sensors are always an essential system component in the design of any control
system. In regards to the developed power management system, the accuracy of the
sensor measurements, employed for measuring the current flow in different system
components, determines a system’s ability to react in response to endogenous and
exogenous perturbations. A sensor failure in a robotic module may arise due to an
electrical interference, an improper configuration, a short circuit, power failure, or
some external influence that can cause damage to the system electronics.

A sensor fault in the power management system of a robotic module can be
detected by exploiting the inherent redundancy between the robotic modules. From
the Fig. 5.34, usingKirchhoff’s current law, the current flow through the four docking
interfaces of robot r1 is obtained as

IFt_r1 = IEsh_r1 − (IRt_r1 + IRe_r1 + ILt_r1), (5.9)

IRt_r1 = IEsh_r1 − (IFt_r1 + IRe_r1 + ILt_r1), (5.10)

IRe_r1 = IEsh_r1 − (IFt_r1 + IRt_r1 + ILt_r1), (5.11)

ILt_r1 = IEsh_r1 − (IFt_r1 + IRt_r1 + IRe_r1), (5.12)

where, the current flow through the energy sharing module is
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Fig. 5.34 Block diagram of an organism with an omni-directional power bus between the robotic
modules. The robot r3 is highlighted to show the occurrence of a measurement fault in one of its
docking side

IEsh_r1 = IBatt_r1 − Isys_r1. (5.13)

The variable IBatt_r1 denotes the current drawn from the on-board battery pack and
Isys_r1 represents the current consumption of the on-board system components of a
robotic module.

Figure5.34 shows the block diagram of an organism with five robotic modules.
Let’s assume, the homeostatic controller of robot r3 encounters a measurement error
due to a sensor failure in any one of it’s docking side. Using the above equations, the
current flow through robot r3 is obtained as,

IBatt_r3 − Isys_r3 = IFt_r3 + IRt_r3 + IRe_r3 + ILt_r3. (5.14)

Ameasurement error at any docking interface of a robot can be detected if the equality
in Eq. (5.14) does not hold. Using analytical redundancy approach, a sensor failure
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in one of the docking sides of robot r3 can be detected by using the corresponding
measurements from its direct neighbors. Now assume the robotic modules r1, r2, r4
and r5 in the organism are free from the possible perturbations and only robot r3 was
sufferingwith amalfunctioning of a sensor component. In the particular configuration
shown in Fig. 5.34, the current flow through the front docking side of robot r3 must
be equivalent to the current flow through the rear docking side of robot r1, i.e.,

IFt_r3 = IRe_r1,

IE Sh_r3 − (IRt_r3 + IRe_r3 + ILt_r3) = IE Sh_r1 − (IFt_r1 + IRt_r1 + ILt_r1).

(5.15)

Similarly, the current flow through the right docking sides can be compared with,

IRt_r3 = ILt_r4,

IE Sh_r3 − (IFt_r3 + IRe_r3 + ILt_r3) = IE Sh_r4 − (IFt_r4 + IRt_r4 + IRe_r4),

(5.16)

through the rear docking side of robot r3 is compared with,

IRe_r3 = IFt_r5,

IE Sh_r3 − (IFt_r3 + IRt_r3 + ILt_r3) = IE Sh_r5 − (IRt_r5 + IRe_r5 + ILt_r5),

(5.17)

and, finally through the left docking side of robot r3 is compared with the right
docking side of robot r2, i.e.,

ILt_r3 = IRt_r2,

IE Sh_r3 − (IFt_r3 + IRt_r3 + IRe_r3) = IE Sh_r2 − (IFt_r2 + IRe_r2 + ILt_r2).

(5.18)

For the detection of an occurred measurement fault, if the following equality holds,

IE Sh_r3 = IRe_r1 + ILt_r4 + IFt_r5 + IRt_r2, (5.19)

then a sensor failure in the corresponding docking side can be easily detected.

5.4.6 Limitation of the Simulation System

In literature several simulation platforms have been developed and used to conduct
behavior based simulations but non of them in fact integrated the control mecha-
nisms, e.g., at the application layer, with circuit simulation programs, like, SPICE.
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Since it was not defined in the scope of this work, the main focus was only laid to
develop and analyze the distributive fault tolerance mechanisms at the application
layer of the physically docked robotic modules. The simulation program used for the
experiments only provides circuit based simulation. To further explore the distrib-
utive fault detection, identification and isolation algorithms and their effect on the
behavior of a modular robotic organism, a simulation framework is required that not
only performs SPICE simulations but also allows to program the algorithms.

5.5 Summary

In the chapter, in the beginning, the experiment section explored the operational
behavior of the proposed power management system with fault tolerant energy shar-
ing, implemented and integrated in the design of REPLICATOR robotic modules,
during artificial trophallaxis, power sharing, and in an emulated fault situation. In
the later half of the chapter, the devised simulation framework—Replicator Power
Flow Simulator—was then used to simulate and explore the effects of different forms
of power sharing on the operations of multiple robotic modules in two exemplary
organism morphologies. From the perspective of fault tolerance, to investigate the
collective behavior before and after the fault isolation at an organism level, the exper-
imental section firstly presented the simulation setup. In the simulation experiments
an exogenous and two endogenous fault conditions in the robot electronics were
introduced to observe their affect on the power sharing between multiple robotic
modules in the organism. In addition, by exploiting the inherent redundancy in the
power management system a simple mechanism was shown to detect a sensor failure
at a robotic module in an organism.



Chapter 6
Conclusion and Outlook

6.1 Conclusion

In this researchwork, the principles of self-sufficiency defined earlier for a standalone
robot, have been explored and developed from the perspective of an autonomous
re-configurable modular robotic organism. It this regard, firstly, the open issues at
a modular robotic organism level that arise in different scenarios are described. To
address the described issues or challenges, a behaviormodeling approachwas used to
define the self-sufficient behavior of an autonomous modular robotic organism. The
proposed behavioral model further highlighted the challenges involved in different
behavioral states and conditions under which the multiple robotic modules in an
organism are required to synchronize and adapt their individual actions to achieve
energetic autonomy. In the other words, the condition under which an organism has
to adapt different behavioral states to remain self-sufficient. More specifically, from
the perspective of self-sufficiency, the behavioral states in which an organism will
be required to adapt different modes of power sharing between the robotic modules.
For instance, a nesting organism may freely use the available energetic resources to
utilize all on-board tools to explore the environment or to accomplish different tasks
in the arena. On the other hand, the same organism in searching or partial breakdown
states may not adapt the similar power sharing topology among the robotic modules
due to different reasons. In this regard, to address the issues involved in power sharing
between the roboticmodules of an organism, a three layered architecture of amodular
robotic organism is used to present a novel dynamic power management system.

The proposed powermanagement system functionalitieswere then divided among
the three layers, i.e., hardware, middleware and the application software layer. At
first, a novel power management system design with fault tolerant energy sharing at
the hardware layer was proposed and developed. The proposed power management
system was then integrated in the design of a re-configurable robotic platform to test
its performance under different conditions. The experiment results verified the innate
features, power sharing and fault tolerance, of the proposed system during artificial

© Springer International Publishing Switzerland 2015
R.H. Qadir, Self-Sufficiency of an Autonomous Reconfigurable Modular
Robotic Organism, Adaptation, Learning, and Optimization 17,
DOI 10.1007/978-3-319-10289-4_6

137



138 6 Conclusion and Outlook

trophallaxis and power sharing in a modular robotic organism. The applicability of
artificial trophallaxis in a battery powered robot swarmgreatly depends on the specific
robot platform design, which includes battery chemistry, docking contacts for power
transfer and the chargingmechanism. The trophallaxis efficiency that varied between
82–85%with the proposed powermanagement system is therefore used in the design
of real robotic modules to further evaluate its effectiveness in a robot swarm under
different operating conditions. The characteristic features of the proposed power
management system, beneficial for the dynamic operations of a modular robotic
organism, verified by performing the experiments are the dynamically controllable
power sharing and innate fault tolerance. The implementation of these two features
at the hardware layer in fact proves that the set goals are achieved at a single robotic
module level.

For the implementation of the proposed application software layer powermanage-
ment components a simulation framework called Replicator Power Flow Simulator
was then devised due to the unavailability of a sufficient number of real robotic
modules. The simulation framework provided a platform to examine the power shar-
ing behavior of modular robotic organisms that no other simulation tool offered at
the time of writing this work. Due to the omnipresent risk of individual robot break-
down, static power sharing is no option because it cannot copewith faulty robots in the
organism. Therefore, despite the higher complexity compared to static power sharing,
a dynamic power sharing strategy needs to be implemented in order to achieve the
goal of an robust and long-living organism. As already stated, the focal point behind
the simulation experiments was to obtain alternate power sharing mechanisms that
can provide an equivalent amount of operational time in different scenarios. The
analysis of the simulation results, where the effectiveness and applicability of differ-
ent power sharing policies was observed, also revealed the different inter-dependent
factors involved in the self-sufficiency of a modular robotic organism, as mentioned
before. With static power sharing, the robotic modules in the organism shared their
charge with each other even when some of them did not require external power.
Because of this, the energetically healthy robotic modules had to compromise their
self-sufficiency in the organism. Alternatively, the controlled power sharing strate-
gies allowed the roboticmodules to share their chargewith each other, but only during
the time it was required. In comparison, the devised dynamic power sharing policies
provide more flexibility in terms of energy sharing and therefore can be chosen on
the fly by an autonomous modular robotic organism with the changing behavioral
states. For instance, in a partial breakdown behavioral state when static power shar-
ing topology is not possible, an organism using dynamic power sharing topology can
accomplish its objective without splitting or reorganizing the robotic modules, that
in addition requires energetic resources. In terms of advantages, as stated earlier, the
robotic modules in the organism with dynamic power sharing policies shared their
on-board battery charge only during the time it was required. In this manner, the
energetic autonomy of the individual robotic modules remained preserved locally
that in case of a fault or breakdown situation may allow the robotic modules to adapt
a newmorphology or operate as standalone entities, after detaching themselves from
the organism. Another significant advantage of the devised power sharing strategies
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is that it empowers the robotic modules to form sub-power buses to share power
with each other despite faulty robots in the organism, explored in fault tolerance
simulation experiments.

In the next step, the application software layer fault tolerance feature of the
proposed power management system was explored using a SPICE simulation tool.
The simulation results evidently showed that the impact of a fault or a component
failure in a modular robotic organism in fact depends on the three factors: fault type,
position of the faulty robot in an organism’s morphology and its role or energetic
status in the organism. Considering the simulation results, in the first scenario, the
aftereffects of an exogenous fault, occurring between the docking interfaces of two
robotic modules, were observed as less severe than the two endogenous fault condi-
tions. That is, the particular exogenous fault only affected the robotic modules that
were directly connected to the fault location. The particular behavior was because of
the power management system design which stopped the occurred fault to introduce
deviations in the system operations. In the other two endogenous fault conditions, in
the absence of any application layer fault tolerance mechanism, the system’s innate
fault tolerance resisted the fault condition but cannot revive the steady state system
operations. The simulation results showed that adapting the procedure defined in the
two proposed algorithms allowed the robotic modules to revive their steady state
system operations—power sharing—in the presence of endogenous and exogenous
faults.

At the end, the combination of the two components of artificial energy homeosta-
sis, i.e., controlled power sharing and distributed fault tolerance, proposed to achieve
self-sufficiency is expected to increase the robustness and stability of a real modular
robotic organism, to operate and survive in different circumstances.

6.2 Outlook

Often a research project opens new dimensions and raises several more questions
than it answers. This research work on self-sufficiency of an autonomous self-
reconfigurable modular robotic organism, where different solutions to different inter-
linked problems have been explored and developed, still demand further exploration
and development on some topics.

6.2.1 Implementation of the Proposed Algorithms
on Real Robotic Modules

Apart from the simulation environment, it is equally important to implement the
proposed algorithms on real robotic modules to gain more experience and knowl-
edge about their applicability and effectiveness in different operating conditions.
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In this regard, usingmultiple parameters, e.g., energy sharing threshold, initial energy
distribution among the roboticmodules, locomotion pattern, etc., the implementation
of artificial energy homeostasis can be improved. That is, adaptation of newly learned
set points, physiological limits, and regulatory responses for a more efficient power
sharing. Also, the application of fault detection and identification, and fault isolation
algorithms especially during power sharing can be explored to further improve their
effectiveness in different organism morphologies. For this purpose, the arena condi-
tions and the operating environment must be specified to evaluate the effectiveness
of combination of different strategies.

6.2.2 Behavioral Modeling

From the perspective of behavioral modeling, a possible extension to the existing
macroscopic behavioral model of a modular robotic organism could be the inclusion
of different interdependent parameters in a mathematical model. These parameters
may include kinematics, internal state, position of a robotic module in the organism’s
structure, and its role or responsibility in the organism. A well defined mathematical
model will certainly help to model and analyze the emergent behavior of multiple
robotic modules docked in different configurations in an organism. Another possible
extension is to evaluate the quality of models by comparing them against the real
hardware.

6.2.3 Improved Simulation System

To further explore the challenges of self-sufficiency at a modular robotic organism
level, another possible extension in the current work could be the integration of the
Replicator power flow simulator (see Sect. 4.3) in a simulation framework that can
simulate the power flow and the physical movements of a modular robotic organism
in 3D space. One possible option can be to use the open source Robot3D simula-
tor (Winkler andWörn 2009;Winkler et al. 2012). It is proposed because theRobot3D
simulator used the design and form factor of the REPLICATOR robotic modules to
dynamically simulate a swarm of mobile robots and modular robotic organisms.
More interestingly, it provides the movements of a swarm of robots, simulation of
the docking procedure between the robotic modules and the organism locomotion
in a 3D environment. Such an enriched simulation framework in result can also be
used to further explore and develop the fault tolerance at a modular robotic organism
level.

http://dx.doi.org/10.1007/978-3-319-10289-4


Appendix A
Fault Identification at an Individual Level

Faults are commonplace in mobile robotic platforms and the novel electrical and
mechanical design of the REPLICATOR platform amplifies this problem. A range
of faults can be expected, from those caused by the behavioral controllers to those
effecting particular sensors or actuators and even those originating from the power
management system itself.

For the implementation of a fault tolerant system, firstly, it is important to differ-
entiate the different kinds of faults that can develop in critical system components
and bear tendency to bring the whole system to collapse. Using the fault tree analysis
(FTA) approach, a fault tree identifying different sources with probable failures at
an individual robotic module level was developed using a REPLICATOR robotic
module as an example (see Fig.A.1).

The top event represents the failure of an entire robotic system. The primary causes
of a robot failure can originate from different sensors, power system, communication
system, controllers, actuators or some external influence.

• Sensor failure

Sensors are always an integral part of any control system both in biological and
artificial systems. A standalone autonomous robotic module usually requires a
variety of sensors to keep its autonomy under different operating conditions. The
different types of sensors may include cameras, lasers, infra-red light detectors,
gyroscopes, current sensors, sensors for controlling actuators, etc. These sensors
on one side provide stability and increase reliability of a control system in case of
a malfunction can directly and indirectly cease its operations. FigureA.2 shows
the fault tree aggregating different causes of a sensor failure at an individual robot
level. The different types of faults include noisy output, an improper setup, a short
circuit, power failure, or some external influence in the formof a hardware damage.
A noisy measurement from a sensor may result either due to an improper setup,
interference or an internal failure.
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Fig. A.1 Fault tree combining failures from different system components that may lead to a robot
failure

Fig. A.2 Sensor failure fault tree at an individual robot level

• Power failure

An uninterrupted power supply is vital to keep the operations of an artificial sys-
tem alive. Considering the electro-mechanical design of a REPLICATOR robotic
module a fault in the system that may lead to a complete power failure can origi-
nate from different system components. FigureA.3 shows the fault tree combining
different types of failures that can contribute to a total power failure. The power
breakdown in a robotic module can occur mainly because of a short circuit in the
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Fig. A.3 Power failure fault tree at an individual robot level

robot electronics, a failure in the power management controller, at docking inter-
faces, in the battery management module or some external influence. The factors
involved in the failure of a battery management module include a short circuit,
battery controller failure, faulty connectors or terminals, charger failure or some
internal factors, e.g., dead cells, deep discharged cells, etc.

• Communication failure

A robust communication mechanism serves as a backbone for establishing and
synchronizing the group activities in a robot swarm. The communication mecha-
nism usually comprises buses and transceivers to connect the control system with
the sensors and effectors. Therefore, a failure in a component responsible for intra-
robot communication may indirectly lead to a robot failure. FigureA.4 shows the
fault tree combining the different sources that can contribute to a communication
failure. It includes noise or interference, an improper start up configuration of a
communication protocol, a short circuit, a broken wired link, or some compo-
nent damage.
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Fig. A.4 Communication failure fault tree at an individual robot level

• Actuator failure

Actuators are always an essential system component to maintain the autonomy of
an autonomous mobile robotic system. Actuator failures generally refer to those
malfunctions that are linked with the motor drive(s) of a mobile robot. FigureA.5

Fig. A.5 Actuator failure fault tree at an individual robot level
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Fig. A.6 Docking failure fault tree at an individual robot level

shows the fault tree highlighting different components that can contribute to an
actuator failure. From the design of a REPLICATOR robotic module, the causes
of an actuator failure can originate either from one of the four docking interfaces,
2D locomotion drives or a 3D actuator.

The docking interface failures are linkedwith the docking units, on each lateral side
of a robotic module for intra-organism power sharing and wired communication.
FigureA.6 shows the fault tree highlighting the possible failure causes that can
contribute to a faulty docking unit. The probable causes include a short circuit
at the docking interface pins of a docking unit, docking controller failure, or a
docking motor drive failure. A docking motor failure may results because of a
power failure, a gear slip, a gear stuck or some internal motor failure.

The 2Dmotor unit is relatively a simple module but may produce a failure because
of a short circuit, a power failure or some internal motor drive failure. FigureA.7a
shows the fault tree of a 2D motor drive. And, Fig.A.7b shows the fault tree of a
3D actuator drive. A failure in the 3D actuator drive may be caused by controller
failures, stuck gear, a short circuit, a power failure or some internalmalfunctioning.
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(a) (b)

Fig. A.7 Actuator fault tree: a 2D Motor failure fault tree, b 3D actuator failure fault tree at an
individual robot level

• Controller failure

A robot’s control unit, implemented as one or more microcontrollers or micro-
processors, is usually less prone to hardware failures compared to other electronic
components. FigureA.8 shows the fault tree combining the possible causes that
may result in a controller failures. A control unit usually experiences failure be-
cause of a defective port, a software bug or a hardware failure, e.g., a faulty crystal,
improper soldering, physical damage, etc.

Fig. A.8 Controller failure fault tree at an individual robot level
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