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PPrreeffaaccee  
 
 

It is our great pleasure to hold the 2008 International Conference on Machine Automation at Awaji 

Yumebutai International Conference Center. The conference is held every 2 years in Finland and Japan by 

turns, and this is the 7th conference sponsored by Kansai University and the Japanese Council of 

International Federation for Theory of Machines and Mechanism, in cooperation with 6 academic societies 

and 2 institutes and organizations. 

In a society with declining birth rate and rapidly aging population, even the senior citizen need to 

take up active roles in daily life and social activities. In order to provide a safe living environment for them, 

and for those who are handicapped, new technologies that can support their activities adequately are 

required. Furthermore, in order to facilitate coexistence between man and machine, the design and 

application of systems that take into account human psychology and movement need to be considered. The 

shape and movement of the support robots that assist human beings in daily life must be designed with 

judgment on the effects of their applications on human psychology. While more detailed surveillance are 

required for monitoring system that monitor the daily life of human beings and the safety of the society, it is 

also important that such systems do no overburden those being monitored. In addition to those, mechatronics 

is also highly applicable in the area of reconstruction works after disasters, and restoration works on polluted 

or abandoned environment due to chemical substances, land mines or other factors. In production plant, it is 

expected the workers’ burden can be reduced by implementing autonomous distributed or unmanned 

factory. Simply put, in order to ensure peace and safety to human society, the next generation robotics and 

mechatronics systems are required to systematically analyze human psychology and movement, and based 

on these results new system and machines will be developed. 

This conference focuses on the topics and applications of such service robotics and mechatronics, 

and 79 papers are accepted after careful screening for the presentation in 18 technical sessions including 

rehabilitation, medical applications, robot, manufacturing, sensor, control, simulation, etc. Finally, two key 

note papers and 66 papers are selected to publish the book titled “Service Robotics and Mechatoronics” after 

the conference. 

We would express our sincere appreciation and thanks to all the members of the Advisory 

Committee, the Organizing Committee, the Program Committee, the reviewers, the chairs, and the staffs as 

well as the participants for their good contribution and supports to hold this exciting conference. 
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Designing Mobile Work Machines in Cyber Space 
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Abstract 
Rapid development in ICT has made possible to accomplish detailed simulations of complete machine system 
in meaningful time and effort. Due to this, mechanical structures, power transmission, actuation and control 
systems can be designed more precisely. Furthermore, real-time simulation and hardware-in-the-loop 
simulation has enabled including of a human operator and real control system on the simulation. VR-
technology together with user-centred design methods enables constructing of machines with good user 
experience. 
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1 INTRODUCTION 
In most products of Mechanical Engineering the Time-to-
Market and an understanding customer needs are today 
major factors in product success [1]. The speed of design 
process is very much gained during past 10 years due to 
development in 3D CAD, modelling and simulation methods. 
Functionality of rather complex machine can be simulated off-
line which improves to optimize the design and reduce 
uncertainty. Increasing of computation power has made it 
possible to real-time simulation of simplified machine 
systems. This has enables hardware-in-the-loop simulations 
where part of the real machine can be simulated against 
simulation models, Figure 1. 

Figure 1. Phases in simulation based product development. 
 
Cyberspace is virtual dimension created by computers and 
their interconnections such as Internet. In engineering this 

can be used for evaluation of prototypes by mathematical 
product models and Visualization. This will become more 
useful due to technical development: 
• In 10 years time computational cost will be reduced with a 

factor of 1000. 
• Internet backbone speed will be increased with a factor of 

100. 
The design will also be done distributed globally in 
collaborative context. 
 
2 MOBILE MACHINES IN FINLAND 
Typical mobile machines made in Finland, as shown in Figure 
2, are highly specialized and they produced in small series. 
Often concurrent engineering is needed because there are 
number of different engineering teams attending design of 
such machines. Designing the control cabin of a mobile 
machine itself is challenging because it necessitates 
numerous trade-offs that need to be done between the 
various design quantities such as visibility, functionality, 
ergonomics, safety and industrial design. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Mobile Machine. 
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Mobile Machines are challenging objects for Virtual Design 
due to their small series and rather tight time schedule which 
then leaves not much time and effort for Virtual Design. 
Therefore the machine design process need to be rethink so 
that there are more resources and time reserved at begin of 
the project for finding the customer needs and checking the 
plan. This time will be saved when revisions and corrections 
need not do be done at the end of the process. 
At the moment Mobile machines are mainly manually driven 
machines. However, there is already number of teleoperated 
semi-autonomous machines which do not need a human 
driver but which need remote control by a human operator. 
Examples of this can be found from mining and harbour 
equipments. Next step of the development are fully 
autonomous machines which do not need human 
supervision. Due to complexity of their work environment 
there are no examples of this in Mobile Work Machines but in 
housekeeping there are already a hovering machine and lawn 
mower. As a next step in development is a autonomous 
machine group which is capable to operate together without 
human control, Figure 3. Complexity of even manually driven 
machines will increase as a function of time because more 
work supporting functions based on ICT will be added. As a 
result, complexity of Mobile Work Machines will increase 
significantly.  

Figure 3. Increase of complexity in development of Mobile 
Machines. 

 
3 TESTING OF CONTROL SYSTEM 
Complexity of control system makes their testing very 
challenging. First, in distributed control system also the 
software is distributed in number of Electronic Control Units 
(ECU). Second, the amount of software has increased 
significantly due to number functions that are included in the 
system. In the future when machines will develop to be more 
automated and even autonomous the amount and complexity 
of the control system can be expected to increase 
furthermore. This is acknowledged to be a problem already at 
car industry. 
One option for testing such system is using a Hardware-in-
the-loop simulation where real control system of the machine 
including all the software is connected on real-time simulation 
model of the machine, Figure 4. In this approach test 
computer is feeding set of different input sequences on 
control system which is connected to real-time simulation 
computer via I/O –cards. In this manner functionality of the 

control system can broadly be tested and also some of the 
safety test can be accomplished. 
 
 
 
   
 
 
 
 
 
 
 
 

 
 
 

Figure 4. Automatic testing of control system using real-time 
simulation. 

 
Depending on content and quality of real-time simulation 
model of the machine, different features of the control system 
can be tested 
• Harness 
• Functionality of the software 
• Tuning of control system parameters 
• Behavior of automated machines 
 
Testing of harness is not trivial due to distributed nature of the 
control system. However, it can be done by I/O-mapping and 
some auxiliary functions that are necessary for supporting 
communication between ECU’s.  
Testing of functionality of software can be done in similar 
manner as harness testing if functionality of the software is 
described in state machine model. This testing enables 
finding of most logical errors which exists in control software 
code. Also accomplishing some safety testing may become 
possible in the future if safety testing standards and 
regulations will allow it. 
If simulation model of the machine is accurate enough, it can 
be used for tuning of control system parameters. Generally a 
dynamic model is required which at the moment is 
challenging for hydraulically driven mechanisms. 
In the case of testing of a single autonomous machine or 
even machine group requirements for testing becomes even 
more challenging due to complexity of work process and work 
environment. This will be especially highlighted is humans are 
allowed to enter to work space of a machine group.     
 
 
 
 
 

2



 
 

Designing Mobile Work Machines in Cyber Space   

4 DESIGN OF COCPIT WITH VIRTUAL REALITY 
TECHNOLOGY 

 
Virtual Reality (VR) technology is very promising technology 
for acquiring customer requirements and conceptual design 
because it allows exploring the design in natural size with 
number of people [2]. VR technology has been used in large 
manufacturing companies, especially relating car and 
aerospace industry [3], [4] despite of its high cost. However, 
there has been significant development in software and 
hardware available on market. As a result exploring 3D CAD 
models in VE can be accomplished with a low cost PC 
devices and also conversion to VR platforms is no longer 
problem. Applying this technology has already been subject 
of interest in many companies. 
Virtual prototype can be studied in several displays in VE 
allowing its exploring with number of people, Figure 5. This 
enables evaluation of design alternatives at conceptual 
design phase between customers, engineers, industrial 
designers and other stakeholders. VE offers also 3D vision of 
the design and allows the user to move in respect to picture. 
This gives a very realistic feeling on moving inside a 3D 
picture.  This realism can further be increased by haptics [5] 
which gives force feedback to the user and makes virtual 
prototype tangible. 

Figure 5. Evaluation of Virtual Prototype in VE. 
 
In spite of its realism, VE provides also inconsistent 
sensations which easily disturbs the user and can cause 
simulator sickness in more serious case. This is emphasized 
due to fact that in many cases such test user are at first time 
in VE and they have not learn to tolerate these impacts as VR 
professionals have. This issue has been discussed in [6] and 
[7]. This can at least be partially be solved by proper test 
arrangements. A test situation can also be improved by 
introducing advanced interaction techniques [8], [9], [10] such 
as haptic glove shown in Figure 6. 
Because there are always humans involved in VR as well in 
work process, some input from humanistic sciences is 
needed. Activity theory presented in work sociology [11],[12] 
user (subject), tool and outcome are the main components of 
an activity (a work task) as presented in Figure 7. Outcome of 
the work is it’s result such as excavation or harvesting.  
 

Figure 6. Evaluation of Human-Machine interface using a 
haptic glove. 

 
There are interesting interactions between the actors in the 
triangle; Tool is loading the operator. This is generally linked 
with ergonomic studies. Also the operator is loading the Tool. 
As a result user’s different behaviour is affecting fuel 
consumption, machine’s productivity and lifetime of the 
machine. Another issue relating on this is that sometimes 
user’s may misuse the machine and cause unexpected 
loading. This is generally due to two reasons: First, users do 
not know how designer has taught some work to be done. 
Second, users are using the machine in different task or way 
than designer has planned. This can be studied using a 
virtual prototype. 

Figure 7. User experience in the case of workers’ use mobile 
machine 

 
Interesting interaction lies between the Operator and 
Outcome; Users are keen to put all their expertise on 
achieving a good outcome of their work. It is something that 
they are proud and which gives satisfaction. This important 
feedback is called user experience (UX) and it is considered 
to be very important part of products competence. Therefore 
its understanding is vitally important. The term UX is 
commonly connected to user interface design focusing on the 
joy to use a product, which connects the products to leisure 
time use [13]. 
This kind of experiment can be arranged in VE but for 
analysing the results knowledge on qualitative methods used 
in ethnography and anthropology is needed [14], [15], [16], 
[17]. 
In user studies of our laboratory we have made test 
arrangement shown in Figure 8. In the test Operator is driving 
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the Virtual prototype and he/she is assisted by designer or 
operator of the VE system. An external Observer is needed 
for observing how the operator is managing in different test 
situations. This is necessary because the designer of the 
system may not see the issues that are in the system that 
he/she has designed. Usually test group of 6-8 persons is 
adequate for the test. 
 

 
Figure 8. Test setup inspired by ethnography and 

anthropology. 
 
For the understanding the emotions related driving to the 
machine a motion platform is connected to real-time 
simulation model and visualization as shown in Figure 9. 

Figure 9. Test setup inspired by ethnography and 
anthropology. 

 
5 SUMMARY 
Development and testing of Mobile machines will increasing 
be made with product models, real-time-simulation and 
Hardware-in-the-loop simulation. This due to both increased 
complexity of machines as well as shortened design time. 
Especially testing of control systems of autonomous 
machines and machine groups will be complex. 
 
Importance of Conceptual design phase can be extended with 
VR-tools and User testing. This supports construction of 
mobile work machines with good user experience.  
  
Design of Mobile Work Machines will increasingly take place 
in Cyber Space. 
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and Its Application to Bio-Microsystems  
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Abstract 
A new X-ray microfabrication system and succeeding molding process as the 3D micro prototyping process 
have been developed using synchrotron radiation (SR) lithography and nano-imprinting technique. We adapted 
the process  to the achievement of 3D microfluidic platforms for bio chemical applications which will be used 
point-of-care diagnostics and drug compound screenings. An enzyme linked immunosorbent assay method has 
been applied to the analysis of the endocrine disrupter using proposed fluidic platforms. Drastic improvement of 
the analysis sensitivity and decreasing of the total analysis effort and required time have confirmed 
 
Keywords:  
synchrotron radiation; microfabrication; microfluidics; Lab on chip; assay ; ELISA ;DNA 

 
 
1 INTRODUCTION 

There have been rapid developments in the application of 
microsystems in advanced industries such as intelligent 
information systems, energy and environment conservations, 
and medical and biochemical applications. Microsystems 
typically consist of different types of precise parts for various 
micro structures. The realization of 3D microstructures 
integrating multiple functions, such as electrical, optical, 
mechanical, and chemical sequential operations, in a 
restricted space will bring many advantages to the industry 
development. Systems of this type have been fabricated using 
micro-electro-mechanical system (MEMS) processes. 
Recently, however, fabrication techniques with a higher 
precision and a higher aspect ratio than those conventionally 
achievable have become increasingly important. This is due to 
the fact that natural phenomena on which these device 
functions are based, such as electrostatic fields, surface 
tension, and surface chemical reactions, tend to become more 
pronounced as specific surface area increases. To realize 
these requirement, we developed a new “3D micro prototyping 
process” based on X-ray microfabrication system equipped at 
the “NewSUBARU” SR facility [1,2]. and succeeding molding 
process using synchrotron radiation (SR) lithography and 
nano-imprinting technique. The stacking process as the 
device packaging of obtained micro structures is more 
essential where it needs various surface treatment and 
succeeding bonding process with different materials [3,4].    
Meanwhile, the progress of life science has been increasing 
rapidly and the development of the platform technologies that 
supports it become more significant. Miniaturization and 
integration technology that have been successfully developed 
at microelectronics fields are nowadays adapting also to 
automated chemical analysis and synthesis, based on 
miniaturized total chemical system, so-called “TAS “ or “Lab 
on Chip” made from microfluidic components. We adapted 
proposed “3D micro prototyping process” to the achievement 
of the integrated microfluidic platform and have confirmed 
advantages of 3D micro-integration of chemical functions in 
one platform for some biochemical applications. A high 
sensitive and rapid  enzyme linked immunosorbent assay 
(ELISA) method are demonstrated using micro 3D-structured 

system consists of 3D microfluidic channel network and 
vertical chemical operation chamber with fluid control filter and 
mixer. Drastic improvement of the analysis sensitivity and 
decreasing the total analysis effort and required time have 
found in the applications to the environmental analysis and 
DNA analysis. 

 

2 3D MICRO PROTOTYPING USING SYNCHROTRON 
RADIATION  

2.1 3D X-ray Microfabrication System 

The “lithographite, galvanoformung, abformung” (LIGA) 
process, which consists of deep-X-ray lithography, 
electroforming, and molding, is a promising candidate for 3D 
microfabrication[5]. The LIGA process starts from the 
fabrication of high-aspect-ratio polymer microstructures with 
heights greater than a few hundred microns using deep-X-ray 
lithography of a photosensitive polymer (resist) [6]. In the next 
step, a metal replica structure is formed by electroforming 
using the fabricated polymer master. The obtained metal 
replica structure can be used as a component in a  
  
 High-Energy Beam ( 2-12 keV)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Schematic diagram of newly developed lithography 

system using SR. 
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Figure 2: Exposure-dose dependence of processing depth. 

Circles show the data using the high-energy 
spectrum for 1.5 GeV operation. Squares show the 
data  using the low-energy spectrum for 1.0 GeV 
operation. 

 
microsystem or as a mold insert for final molding processes, 
such as hot embossing and injection molding. It is important to 
develop a next-generation process that can achieve both a 
large process area and more fine fabrication property 
simultaneously. No such process satisfying the demands has 
yet been realized. We established a new X-ray lithography 
system, “BL2”, with a large exposure area of up to A4 size, 
developed at the “NewSUBARU” synchrotron radiation facility 
[2]. Figure 1 shows a schematic diagram of the newly 
developed apparatus for lithography. It consists of a beamline 
with X-ray optics for energy selection and an exposure 
apparatus with multi motion stages. The main feature of our 
lithography system is that it can continuously select X-rays 
from 1 to 12 keV using mirrors and the filters. Each energy 
region can be selected in accordance with the desired size 
and shape of the fabricated microstructures. Figure 2 shows 
the relationship between the processing depth of a PMMA 
resist after 3 h of development and the X-ray exposure dose 
at operation energies of 1.0 and 1.5 GeV.  A processing 
depth of more than 1600 µm was obtained with exposure to 
the high-energy X-ray beam during 1.5 GeV operation. It is 
clearly shown that exposure photon energy changes dose 
dependence on processing depth of the work (PMMA), since 
the penetration depth of the X-rays into the resist varies 
according to their energy. By scanning the 210-mm-wide SR 
beam along the longitudinal axis with a 800 mm span, full 
A4-size exposure can be achieved. Figure 3 shows that 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: PMMA resist patterns fabricated using large-area 

deep x-ray lithography system. A4-size deep x-ray 
lithography, and right magnified image shows 
patterns with high accuracy.  

 
 
 
 
 
 
 
 
 
Figure 4: (a);Three-dimensional microstructures patterned on 

a 400 micron PMMA sheet using SR with multi step 
exposure. (b); magnified image of the cross-linked 
micro capillaries. 

 
large-area patterning of an area of 220 mm  300 mm 
(A4-size) with a highly uniform pattern thickness is 
successfully demonstrated using this system. The uniformity 
of the pattern thickness along the horizontal direction was 
estimated to be less than 5%. Patterning with an aspect ratio 
greater than 20 was confirmed. Using this large-area X-ray 
lithography system, high-aspect-ratio microstructures with a 
wide range of sizes, from submicron to millimeter, can be 
achieved by using different type of X-ray masks in the same 
exposure chamber.  
In order to apply this system to the fabrication of advanced 
microsystems with more integrated functions for automated 
operations, it is necessary to develop a high-precision 3D 
microfabrication technique capable of sizes less than several 
dozen of microns.  Several 3D microfabrication studies have 
been reported so far [7-8]. In this study, three-dimensional 
microstructures can be obtained by exposing  the X-ray 
beam intermittently over work substrate (PMMA) with different 
incident SR angles set  by multi axis stages [9] as shown in 
Figure 4 (a), (b).  This  structure shows the cross-linked 
micro capillaries for mixing of micro fluids  with small 
Reynolds number, where high mixing efficiency was 
confirmed from the reaction speed measurement of the 
enzyme and substrate solution [10]. This 3D structure of  
cross-linked micro capillaries can be fabricated by tilting the 
exposure stage. The 400µm thick PMMA sheet and X-ray 
mask are mounted on an X-ray exposure stage, and the stage 
is tiled from the vertical axis, and PMMA sheet is exposed to 
X-ray. Then, the stage is reversely tilted by same angle and 
exposured again. The distance between crossing axies of the 
capillaries can be controlled by rotating the X-ray mask a few 
degrees. The mixing efficiency was significantly affected by 
the distance between center axies of each capillary. Figure 5 
(a) shows the results of the computational fluid dynamics 
(CFD) simulation of water mixed after 0.5 ms, which suggests 
the great improvement of the mixing efficiency by using this 
3D structured capillaries. The color bar indicates mass  
fraction of the colored water. Figure 5 (b) shows time shift of 
standard deviation of the mass fraction of the ideal separated 
waters inpoured from both side of the two cross-linked 
capillaries and mixed in capillaries as the mixing progress. 
The capillary structural parameter is 40 µm and 400µm in 
diameter and length. The result shows that mixing efficiency in 
cross-linked capillary is much increased at the structure of 
which distance between center axies of each capillary is half 
in diameter (half cross-linked structure).  Moreover, the 
mixing will be finished within 1 ms by the use of the mixer with 
half cross-linked micro capillaries. 

210 mm 

300 mm A4 

200μ

40μm 

400µm.

(a) (b) 

440000µµmm  
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Figure 6: SEM images of each etched surface irradiated by 

SR with different substrate temperature and x-ray 
doses. 

Figure 6: SEM images of each etched surface irradiated by 
SR with different substrate temperature and x-ray 
doses. 

Figure 5: (a); Simulated mixing behavior. (b); time shift of 
standard deviation of the mass fraction of the ideal 
separated waters inpoured from both side of the 
two cross-linked capillaries. 

  
  

   
   
 

2.2 Microfabrication of PTFE by SR-induced Direct 
Etching  

 
The X-ray microfabrication system can also apply the 

SR-induced photo-chemical reaction to direct etching of 
fluorinated polymer molecules such as polytetrafluoroethylene 
(PTFE) and polytetrafluoroethylene-co-perfluoroalkoxy vinyl 
ether  [11-12]. PTFE has big potential for various 
applications, such as chemical, bioscience, electronics and 
environmental applications, for its electrical, chemical, 
mechanical and thermal properties. Due to its property 
microfabrication of PTFE with high precision has been difficult 
so far by the use of conventional machining, molding, and 
semiconductor processes. In order to accomplish wider 
practical applications of PTFE, microfabrication with large 
work-area is inevitable. We have demonstrated  the  PTFE 
mocrofabrication using the developed X-ray Microfabrication 
System and investigated the processing characteristics of 
PTFE direct etching.  

o-chemical reaction to direct etching of 
fluorinated polymer molecules such as polytetrafluoroethylene 
(PTFE) and polytetrafluoroethylene-co-perfluoroalkoxy vinyl 
ether  [11-12]. PTFE has big potential for various 
applications, such as chemical, bioscience, electronics and 
environmental applications, for its electrical, chemical, 
mechanical and thermal properties. Due to its property 
microfabrication of PTFE with high precision has been difficult 
so far by the use of conventional machining, molding, and 
semiconductor processes. In order to accomplish wider 
practical applications of PTFE, microfabrication with large 
work-area is inevitable. We have demonstrated  the  PTFE 
mocrofabrication using the developed X-ray Microfabrication 
System and investigated the processing characteristics of 
PTFE direct etching.  

At the first step, processing characteristics of the PTFE 
direct etching using SR had been studied. In the experiments, 
relatively high-energy region of 2 to 6 keV and 2 to over 10 
keV were used at the condition of storage electron-beam 
energy of 1.0GeV and 1.5GeV, respectively. To investigate 
heating effects during X-ray exposure, large-area hotplate 
was mounted onto the stage and PTFE substrates, which 
cleaned with methanol, were attached on the hotplate to face 
the X-ray beam. 

At the first step, processing characteristics of the PTFE 
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Figure 6 shows For the lower dose of 55 mA.hr the irradiated 
surface shows very smooth and fine morphology. On the 
contrary, there were found bubble-like structures at the higher 
dose of 165 mA.hr. The morphology is closely related to the 
etching mechanism as speculated below.  As shown in 
Figure 7, it can be speculated that melting of PTFE less than 
original melting point occurs by SR irradiation, because high 
energy soft-x-ray photons induce continuous decomposition of 
PTFE. The volatile decomposed fragments of PTFE desorb 
from the SR-irradiated surfaces(Fig. 7(a)). As x-rays penetrate 
into PTFE substrate deeply, the bond-brake progresses in 
deeper part of the substrate. Furthermore, as elevated heat  
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Figure 7: Speculated mechanism of PTFE etching; (a) PTFE 
decomposition, fragment desorption and decrease of 
melting point, (b) formation of melting block at the 
SR-irradiated area, (c) growth of the bubbles in 
melting block, (d) continuous etching of melting block 
by SR-induced reaction and thermal desorption, (e) 
finish of PTFE etching at SR-irradiated area. 
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 contributes to rapid diffusion of decomposed PTFE molecules, 
it leads to the formation of large melting block expanding in 
entire exposed aria(Fig. 7(b)). This melting of PTFE was 
supposed o result in the abrupt rate increase around 165 
degrees as shown in Figure 8. Decomposed fragments will 
agglutinated and results in the growth of the bubbles in 
melting block (Fig. 7(c)). Etching of melting block by 
SR-induced reaction and thermal desorption continuously 
progresses during these steps and finally the irradiated part 
will be selectively etched (Fig. 7(d,e)). By these processes, 
PTFE will be precisely etched by the use of developed 
lithography system. 

 
 
 
 
 
 
 
 
 
 
 
 Next, the PTFE micro capillariy filters with functions as 

microvalve, micromixer, and microreactor, were fabricated.  
 Figure 9 is SEM images of fabricated PTFE filter with about 

two thousand arrayed micro capillaries. The thicknesses and 
capillaty diameter are rangeing from 130 to 2000 µm and 25 to 
40 µm, respectively so the maximum aspect ratio of capillary 
was 80. Patterning to A5 size PTFE sheet using wet-etched 
stencil mask was also demonstrated. It is useable for 
large-area microstructure applications such as lab-on-a-chip  
devices for medical and environmental high throughput 
analysis. 

Figure 11: The  result of the trials for fusion bonding. 
 
 
 

(b)  

 
 
 
 
 
 
 
 
 
 
 

Figure 9: SEM images of fabricated PTFE filter with about two 

thousand arrayed micro capillaries. 

 

2.3 Stacking of Microstructure using Direct Bonding 
and  Nanoimprint  Technique 

The next process following after deep x-ray lithography, 
molding process was investigated using nanoimprint 
technique. Figure 10 shows the SEM images of the 
microchannel structure of micro capillary electrophoresis 
(MCE) chip for DNA analysis formed after molding of PMMA 
sheet by nanoimprint apparatus.  The accuracy of the line 
dimension was less  than 4% from the nickel mold inserts. 
And the surface roughness of the micro channel wall was less 
than few nm, which show the enough precision for assembly 
the whole DNA chip structure with multiple functions. In order 
to achieve the microsystem with desired functions, the 
assembly of the individual micro parts is inevitable. We have 
attained the assembly of the plastic micro parts by the  
 
 
 
 
 
 
 
 
Figure 10: SEM images of the micro channel structure of 
MCE. 

 
 
 
 
 
 
 
 
Figure 12: Outside view of the stacked structure of chip for 

DNA analysis. 
 
use of the direct fusion bonding using nanoimprint apparatus 
to press the stacked molded structures in head loads.  The 
fusion bonding without binding agent is necessary to avoid the 
inclusion of the binding agent into the micro fluid channel and 
to attain the dimension accuracy, which is degraded by the 
insertion of binding layer with low thickness stability.The 
fusion bonding of each three PMMA layer; top layer of a 
sample injection, second electrodes layer for DNA 
amplification and separation with 96 MCE units, and bottom 
heat exchanger layer, was demonstrated after some 
treatments of the bonding surface. Figure 11 shows the  
result of the trials for fusion bonding of two PMMA layers at 
different temperature and bonding time. The cross sectional 
SEM images as shown in Figure 12(a) shows the sealed 
microchannel with no defects and air bubble at the sealed 
interface and Figure 12 (b) shows the whole outside view of 
the stacked structure of chip with 96 MCE units for DNA 
analysis, which size is 88mm x 130 mm[13]. 
 
 
 
3 APPLICATION TO BIO MICORSYSTEMS  

3.1 Proposal of Bio Microreactor with  Vertical 
Chemical Operation 

 
The automation of bio-operations has became a key subject 
to realize point-of-care (POC) diagnostics and high throughput 
screenings  (HTS) of various matters, such as medicine, 
DNA, proteins in post-genome analysis, products from 
immunoassays. From this point of view, “Lab on Chip” system, 
on  which multiple chemical operations are sequentially 
performed  through microfluidic components have been 
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attracted great attentions, because of their leading features 
such as compactness, small sample volume, fast and 
precisely controlled reaction, high analysis sensitivity, 
shortage of required time, reproducibility of output data, and 
low cost reliance. Such properties originated from down sizing 
of fluidic channels and components integrated monolithically 
which results in a large surface-area-to-volume ratio, a rapid 
thermal diffusion, a high pressure gradient, a high reagent  

Pneumatic actuato 
Control and deta 
acquisition PC 

Figure 13: Out view of the vertical reactor with capillary bundle 
structure. 

Figure 14: Scheme of the high sensitive ELISA analysis using 
immunoreaction arisen with  the antibody stacks 
immobilized inside the micro capillary wall. 

Figure 15 : Out view of the automatic ELISA system using 
proposed  vertical immuno reactor fabricated 
by SR lithography. 

Figure 16: Calibration curve of nonylphenol concentration in 
the competitive ELISA.  

solution concentration, and a mechanical toughness. 
However, typical structure of the conventional “Lab on Chip” 
systems assembled on a two-dimensional planar substrate 
has restrictions of integration of every fluidic components 
necessary for attaining whole sequential chemical operations 
specified in an analysis and synthesis.  
Achieving 3D integration of multiple chemical modules and  
these interconnections within a finite small space will results in 
the integration of multiple functions which composes total 
sequential chemical operation, and will develop several major 
application fields, such as POC diagnositics, HTS of the 
matters, fine chemical synthesis, combinatorial synthesis.  
As the first step to achieve 3D integration of microfluidics, we 
proposed and fabricated a new chemical reactor with a 
vertical fluid flow operation. As shown in Figure 13, the reactor  
utilizes fluid filter in which thousands of micro-through-bores  
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chemical systems with whole bio-chemical processes, 
including sample pre-treatment, have not been developed, 
while it requires much efforts and time over separation and 
detection. The key-technology for the solution is assembly 
and interconnection technologies because seamless 
functional connection of various devices is necessary to 
acueve totally automated microchip systems. The various 
chemical operations must be realized on one platform to 
realize totally automated bio-process. We adapted proposed 
“3D micro prototyping process” to the achievement of such 
advanced systems and have confirmed the advantages of 3D 
micro-integration of chemical functions in one chip for DNA 
analysis and some immunoassay applications. We proposed 
3D fluidic platform system in which total chemical unit 
operation necessary to achieve without human operations can 
perform automatically, which brings high analysis sensitivity 
and less total analysis effort and required time. In this concept 
whole procedure for immunoassay can be achievable by 
stacking multiple CD fluids with individual functions 
corresponds to each sequential step for bio-chemical 
operation to cover whole procedure for assay. This concept is 
shown as the schematic diagram of a new CD-like microfluidic 
platform with 3D fluid networks in Figure 17. In this system 
only necessary manual operation is loading of sample and 
reagent solutions into inlets. The analysis processes typically 
start with this sample purification followed by some sample 
preparation dilution and amplification. The purified samples 
are then mixed with buffer solutions containing another 
regents such as enzyme-labelled haptens by increasing the 
rotation speed of CD. The regents are pre-loaded in the other 
chamber formed on the bottom disk of the stack structure. The 
specific volumes of regent solutions and sample liquids are 
automatically injected into mixing chamber located  in the 
middle disk of the stacked structure consists of 
three-dimensionally crossing channel network, and dispensed 
to desired volume ratios for designed protocol. For complete 
mixing of sample and regents the high-efficiency mixing 
device is necessary. For this purpose a 3D mixer with 
opposed-capillary structure is feasible at the mixing chamber. 
The mixture will next injected into biochemical reaction 
chamber with antibody immobilized 3D microstructure. 
Specific area of immobilized antibody become to be several 
decades times larger than conventional planar reactor 
microchannels, which results in the enhancement of the 
reaction rate and the analysis sensitivity, reproducibility of the 
immuno systems. The solution of product of bio-chemical 
reaction will then injected into detection chamber located after 
the reaction chamber and amount of the product will 
measured by using optical detection. Normally, optical path of 
micro channel on a conventional planer fluidic platform, which 
corresponds to the depth of the fluidic channel, is less than 
100 micron and it has restrictions for detection such as 
difficulty of alignment and small signal due to the lack of 
optical path for absorption and fluorescence detection. On the 
other hand stacked CD structure can increase optical path up 
to several millimetres  by forming detection channel across 
the stacked CDs. 

are bundled, which sustains the liquids loaded from the first 
upper unit reservoir. For the step of the transportation of the 
sustained liquids towards the lower unit reservoir, pneumatic 
pressure will be loaded on the surface of the liquids. In the first 
step of loading of the reagents from the upper unit reservoir, 
different reagents are not mixed sufficiently due to the 
lowReynolds number of the reservoir. By the use of this fluid 
filter, it is assumed from the reaction rate measurement and 
computational fluidic dynamics simulations that different 
reagents are mixed entirely in a few milliseconds during their  
transportation from upper to lower reservoir and rapid 
chemical reactions can also be achieved; whereas, this filter 
can stock the reagent solutions with antibodies immobilized 
on the surface of  the micro-through-bores, at which immuno 
reaction for ELISA occurs as shown in Figure 14 (sandwich 
method). We investigated the possibility of the analysis using 
the proposed vertical micro reactor for competitive 
enzyme-linked immunosorbent assay (ELISA), which enable 
highsensitive detection of an endocrine disrupter 
(nonylphenol) by a series of vertical fluidic operation. In this 
analysis, competition between nonylphenol  and 
nonylphenol-Horseradish-peroxidase conjugate occurs at the 
binding of these molecules to anti-nonylphenol monoclonal 
antibody (anti-NP-antibody) immobilized on surface of the 
micro through bores as shown in Figure 9. In the assay using 
filters pretreated with 0.3 μg/ml of anti-NP-antibody, even at 
0.01ng/ml of free NP, we still observed the inhibition of the 
binding (B/B0=90%).  Whole analysis   protocol   have    
been  performed using automatically operating system 
shown in Figure 15. Under this condition, calibration curve of 
NP was obtained at the range of 0.01-10ng/ml as shown in  
Figure 16. This sensitivity was two orders higher than the 
sensitivity (5-100 ng/ml) obtained by ordinary ELISA using 
96-wells-micro-titer plate and the same anti-NP-antibody. 
These assays gave reproducible results, reactor to set at the 
centers of the filters[14-15].  
 
 

3.2 3D Micro Fluidic Network  

The miniaturized analysis chip such as microchip 
electrophoresis have been well developed, however the micro  
 
 
 
 Sample loading and separation chamber (top layer)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17: Schematic diagram of a new CD-like microfluidic 

platform with 3D fluid networks. 

 
 

3.3 Application of 3D Fluidic System to High Sensitive 
Elisa Immunoassay  

The other benefits of the automation are realization of highly 
precise and reliable operations by reducing human errors or 
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 mistakes. One promising way to realize automation for 
immuassay is to utilize CD-like microfluidic platforms as 
mentioned above. In this section we will describe the detailed 
structure and protocol for ELISA with high-sensitive and 
high-speed, and high-reliable property of 3D CD platform 
devices. For automatic ELISA, the liquids, sample, wash,   
substrate, and reaction aborting solution are pre-loaded into 
reservoirs and sequentially injected into 3D bio-reaction 
chamber by spinning CD. For the first sequencing, the mixture  
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Figure :19 Schematic illustration and photograph of strobe  

scope system 
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 Figure:18 Illustration and photographs of designed and 

fabricated CD platfrom consist of three layers  
  
 

surface of 3D microstructure. After incubation, the washing 
buffer will injected from second reservoirs by accelerating 
hundreds rpm, and excess samples will be washed away. The 
next, substrate reagent to quantify the extent of competitive 
reaction of sample and enzyme labelled haptens will be 
injected from third reservoir into reaction chamber and 
incubated to amplify the signal of products according to 
designed protocol. Finally the enzyme reaction will stopped by 
injecting reaction stopping solution released from fourth 
reservoir, and amount of products will measured in optical 
chamber and calibration curve will obtained. Figure 18 shows 
illustration and photographs of designed and fabricated 
devices. The devices consist of three-stacked layers with ten 
assay units for parallel assay of 10 samples. Each unit 
consists of four liquid loading reservoirs and biochemical 
chamber with filter structure as mentioned at chapter 3.1 and 
optical detection chamber. All CDs are aligned and stacked 
together by using self-adhesion of poly-dimethylsiloxane 
(PDMS). The thickness of the reservoirs and chambers set to 
adjust the suitable sample, reagent volumes and optical path 
length of the reaction products for UV absorption and 
fluorescence. The high aspect ratio structure of liquid loading 
reservoir is effective to integrate assay units by reducing 
planar area of reservoirs. To demonstrate the automatic 
sequencing in 3D CD platform, we loaded protein solution into 
the reservoirs (0.1% bovine serum albumin phosphate buffer 
solution: 0.1%BSA) and CD platform is spun for the 
sequencing. The snapshot images are obtained by strobe 
scope system to observe and measure the burst frequency of 
each chamber. The schematic illustration of strobe scope 
system is shown in Figure 19. The optical sensor will generate 
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Figure: 20 (a) Images of flow sequencing of BSA solution and 
(b) measured burst frequency 
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the trigger signals for the synchronized control of CCD and 
strobe. The taken images are automatically grabbed with time 
information into PC and burst frequency was calculated by 
checking holding state and the time.Figure15 (a) show the 
obtained images of automatic flow sequencing in 3D CD 
platform and measured burst frequencies are shown in Figure 
20 (b). As shown in Figure20 (b) we succeeded in sequential 
transportation of BSA solution in four individual reactor units in 
3D CD-like platforms. The result suggests the proposed 3D 
microfluidcs platform is available to automated ELISA 
analysis.   
 
 
4 SUMMARY 

3D micro prototyping process have been developed using 
synchrotron radiation (SR) lithography and nano-imprinting 
technique. Large-area patterning up to A4-size area was also 
successfully performed with a highly uniform pattern 
thickness. The X-ray microfabrication system can also apply 
the SR-induced photo-chemical reaction to direct etching of 
fluorinated polymer molecules. The stacking process as the 
device assembly and interconnections for obtained micro 
structures is also demonstrated using some types of surface 
treatment and succeeding nano-imprinting techniques for 
assembling 3D functional fluidic structure. We adapted 
proposed “3D micro prototyping process” to the achievement 
of 3D micro fluidic platforms and have confirmed the novel 
properties of  high  analysis sensitivity, speed, and low 
reagent consumption. for some assay applications. An 
enzyme linked immunosorbent assay method has been 
investigated  using proposed micro 3D fluidic platforms in 
which thousands of micro capillary are integrated as a fluid 
control filter and bio-chemical reaction space in 3D fluid 
networks. Drastic improvement of the analysis sensitivity and 
decreasing the total analysis effort and required time have 
found in the applications for the environmental analysis. We 
also succeeded in sequential transportation of BSA solution in 
four individual reactor units in 3D CD-like platforms. 
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Surgical Tool Based Preoperative Planning System for Total Hip Arthroplasty 
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Abstract 
In preoperative planning of total hip arthroplasty, a type, a size and a place of a femoral stem is planned on 
plane radiographs or computed tomography images. However, the shape of the natural medullary cavity of the 
femur on these images differs from a prepared one expanded with reamers and rasps to insert the stem. This 
difference makes it hard to select an appropriate stem and its position without imagining behavior of surgical 
tools. In this paper, we propose a surgical tool based preoperative planning system for total hip arthroplasty to 
obtain a minimally invasive position of the stem. 
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1 INTRODUCTION 
Appropriate selection and placement of a femoral stem lead 
to a good surgical result. The femoral stem which does not 
suit patient’s femur causes leg length discrepancy and 
shortens the longevity of the artificial hip joint. Even if a 
surgeon found that the selected femoral stem is not fit the 
femur during the operation, reselecting another femoral stem 
prolongs operation time to increase the burden for patients 
and risk of infectious disease. 
In the preoperative planning of total hip arthroplasty (THA), 
the surgeon selects the femoral stem subjectively. A type, a 
size and a place of the femoral stem is planned on plane 
radiographs or computed tomography (CT) images. A 
template of the femoral stem is placed on these images to 
find an appropriate position of the femoral stem referring to a 
shape of the medullary cavity. There are some studies to find 
the optimal position of the femoral stem automatically [1][2], 
but there is still no gold standard except the surgeon’s 
experiences. 
The shape of the medullary cavity of femur is also determined 
by the surgeon subjectively. The shape of the natural 
medullary cavity is given as a contoured one with a certain 
threshold of Hounsfield Unit (HU). The surgeon imagines the 
contour of the medullary cavity on plane radiographs or sets 
proper HU to shape one on a preoperative planning system. 
This procedure is called as segmentation, and there are 
some attempts to make segmented bone model objectively, 
but automatic segmentation is not still free from the surgeon’s 
experiences [3].  
In this paper, we present a novel method to determine the 
position of the femoral stem objectively by predicting the 
shaped medullary cavity of the femur. The femoral stem is 
inserted into a medullary cavity of femur after the surgeon 
expands the medullary cavity with surgical tools such as 
reamer and rasps. This prepared shape of the medullary 
cavity differs from the natural shape of one. The surgical tools 
are designed to shape the medullary cavity into a little smaller 

shape of the femoral stem. Predicting the prepared shape of 
the medullary cavity, the position of the femoral stem could be 
determined properly. Thus, our goal is simulating behavior of 
the surgical tools as a preoperative planning system of THA 
to obtain the appropriate position of the stem. 
The expert surgeon pays attention not to hurt cortical bone 
with the tools while expanding the medullary cavity [4]. This 
prepared medullary cavity could be regarded as a minimally 
invasive shape for inserting the femoral stem. In order to 
simulate this surgical technique, we introduce an evaluation 
function, Invasive Parameter (IP) to estimate damage to 
femur. IP has been given as a sum of squares of the apparent 
densities of bone’s elements which will be destroyed by the 
surgical tools. By minimizing IP, we could get an optimal 
position of the femoral stem. This proposed algorithm needs 
no segmentation process. Efficiency of proposed method is 
evaluated on the real CT images. 
 
2 PREPARING THE MEDULLARY CAVITY OF FEMUR 
In a surgical operation, the medullary cavity of the femur is 
expanded with reamers and rasps as shown in Figure 1(a). 
The reamers dig in the longitudinal direction of femur to form 
the axis of the femur. Then, the rasps shave the medullary 
cavity along with the femoral axis for preparing the stem 
insertion. Because the shapes of the rasps are rather smaller 
ones of the femoral stem, the shape of prepared medullary 
cavity would be ready for insertion of the femoral stem. 
In the proposed preoperative planning system, the surgical 
operation which shapes the medullary cavity of the femur is 
simulated on real CT images as shown in Figure 1(b). In the 
simulator, CT images are used as are, and would not be 
segmented. Pixels would be removed by segmentation are 
used for calculating IP. A procedure of the simulator is 
following. (1) The femoral axis is determined by simulating 
behavior of the reamers minimizing IP. (2) Inserting the rasp 
along with the femoral axis rotating around the axis to find the 
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position with minimal IP. Finally, the position of the optimal 
position of the femoral stem is given as one of the final rasp. 

 
Figure 1: Preparing a shape of a medullary cavity of femur. 
 
3 ESTIMATING INVASIVENESS 

3.1 A Model of the femur 
Before explaining about IP, the model of femur for the 
proposed simulation is to be described. The femur is 
modelled as several slices of CT images as shown in Figure 
2. Each CT slice has zero thick and placed referring to its 
DICOM header. Ordinarily, voxels are used in the field of 
visualization and analysis of medical data, however handling 
CT images as voxels increases calculating time for collision 
detection and errors cased by similar reason to the partial 
volume effect. A collision between the bone and the tool is 
detected by simplly finding the pixels inside of the models of 
the surgical tools. 

3.2 Invasive Parameter (IP) 
The reamers and rasps are operated according to not only 
the preoperative plan, but also the reaction force through the 
tools in the operation. The tool working as a probe allows the 
expert surgeon to decrease invasiveness while expanding the 
medullary cavity. Invasive Parameter: IP is introduced to 
estimate this reaction force through the tools. IP has been 
given as following, 
 

,)(IP
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HUijk                                                        (1) 

where, 
k  is constant can be 1 here, 

CTn  is number of CT images, 

 pixeln  is number of the pixels interfering the tool 

ijHU  is Hounsfield Units (HU) of the pixels 

( 0=ijHU  if 0<ijHU  here) 

The reaction force is regarded as being proportionate to a 
sum of compressive strength of each element of the bone is 
to be removed by the tool. The compressive strength can be 
assumed to be proportionate to the square of the bone 
density [6]. Thus, IP is proportionate to a sum of the squared 
HU of the each pixel in the CT images. A minimally invasive 
position of the tool is estimated by minimizing IP. 
 
4 REAMING SIMULATION  

4.1 A model of the reamer 
In THA, tapered reamers are used to expand the medullary 
cavity of femur. In the reaming simulator, the reamer is 
modelled as a cylinder to ignore the depths of insertion of the 
reamer to simplify the model. A schematic diagram of the 
reaming simulation is shown in Figure 3. A diameter of the 
reamer starts from 1mm and increased by 1mm to 7mm in 
this evaluation. 

 
Figure 2: A model for calculating invasiveness. 
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Figure 3: A schematic diagram of the reaming simulation. 

 
IP is calculated and compared with ones of the neighbours to 
find the position with minimal IP. When the reamer reaches 
the position with minimal IP, elements of femur interfering in 
the reamer is removed, in other words, all HU of the pixels 
being interfered with the reamer are set to zero. Then, the 
diameter of the reamer is increased and the reamer finds the 
minimal IP position to the maximum size of the reamer. We 
have used real CT images provided by VAKHUM project [7] 
for the evaluation. Table 1 shows the conditions of an 
evaluation of the simulation. 
 

4.2 Result of the Reaming Simulation 
The reamer was initially placed inside of the medullary cavity 
arbitrary. In all cases, the reamer had been converged on an 
unique position finally.   
Figure 4 shows the result of the reaming simulation. The 
validity of proposed method has been confirmed visually. The 
result suggests the possibility of automated determination of 
the femoral axis. A calculation time for a convergence was 
within 12 seconds with Intel Core™  2 Duo E6600 (2.4GHz, 
with one thread). 
In order to confirm the convergence of IP with the reaming 
simulation, IP around the minimally invasive position was 
calculated as shown in Figure 5. The reamer translated in the 
radial direction to the femoral axis, and IP was obtained at 
each position of the reamer. Figure 5 shows that IP changes 
rapidly according to the translation of the reamer, which 
indicates strong convergence of IP, and suggests the 
robustness of the proposed algorithm. 

Table 1: Conditions of the real CT images. 

Number of CT images 108 

Pixel spacing of CT image 
[mm] 0.84 x 0.84 

Space between each slices 
[mm] 

1 (proximal part) 
3 (distal part) 

Size of CT image [in pixels] 512 x 512 

 

 
Figure 4: Result of the reaming simulation seen from several 

directions. 
 

 
Figure 5: IP’s change according to the position of the reamer. 

 
5 RASPING SIMULATION 

5.1 A model of the rasp 
The shape of the rasp for THA has similar shape of the 
femoral stem with rather small size. The rasps are designed 
for each femoral stem to prepare the medullary cavity of 
femur for inserting the stem. The rasp expands the reamed 
medullary cavity of femur to fit the shape of the femoral stem. 
In the rasping simulation, the shape of the raps is modelled 
as a parametric shape as shown in Figure 6. Using 
parametric shape make it possible to reduce calculation time 
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for detecting collisions. The rasp model moves in two degrees 
of freedom. One is translation along with the femoral axis 
determined by the rasping simulation, and the other is rotation 
around the femoral axis. These two movements simulate the 
insertion of the rasp and the behavior to seek an appropriate 
angle of the rasp with feeling the reaction force through it in 
the real surgical operation. 

 

Figure 6: A model of the rasp. 
 

5.2 Result of the rasping simulation 

A rasping simulation was performed after the reaming 
simulation. Appropriate rotation angle of the rasp with minimal 
IP was determined by setting the depth of insertion to 55mm. 
Here, this depth is determined by an operator subjectively 
referring CT image and the shape of the rasp. As mentioned 
later in discussion; section 6.3, proper depth of insertion 
could not be determined by just comparing IPs. Then, the 
rasp rotated from 0 degree and increased by 1 degree to 360 
degree. The result of the rasping simulation is shown in 
Figure 7. The final position of the rasp seems to fit the 
medullary cavity well to the eye. A calculation time for a 
convergence was within 70 seconds with Intel Core™  2 Duo 
E6600 (2.4GHz, with one thread).  
 

 
Figure 7: Result of the rasping simulation seen from several 

directions. 

In order to confirm the result objectively, the convergence of 
IP has been considered numerically. IP was calculated 
according to the changes of the depth of insertion and the 
rotation around the femoral axis as shown in Figure 8. IP 
increases according to the depth of insertion. There are a few 
local minimums of IP observed when the rasp was not 
inserted deeply. However by inserting the rasp deeply, an 
unique minimal IP indicated by an arrow sign in the Figure 8 
can be obtained. The position of the rasp on Figure 7 is the 
position with this minimal IP. Because the shapes of the 
medullary cavity and the rasp have the same morphological 
characteristics such as swelling in one side, it’s natural that 
there is a point with such minimal IP. The result suggests the 
possibility of automated placement of the rasp, and the 
femoral stem. 
 

 
 

Figure 8: IP’s change according to the insertion and the 
rotation of the rasp. 

 
6 DISCUSSION 

6.1 Segmentation or surgical tool based shaping 
Conventional preoperative planning systems for THA need 
segmentation to operate a medullary cavity of femur and a 
femoral stem. These systems handle a task to place the 
femoral stem as one of contact problem. To solve a contact 
problem, two or more different surfaces, their physical 
properties are needed. In the case of THA, two surfaces are 
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the shapes of a medullary cavity of femur and a femoral stem. 
The shape of the femoral stem is known, but the shape of the 
medullary cavity is ambiguous. Here is example as shown 
Figure 9, the shape of the medullary cavity changes 
depending on a threshold value of HU. There are three cases 
of thresholds and contours created by converting pixels of CT 
images into binary value at each threshold. Contours on 
Figure 9 explain difficulty of making shape of the medullary 
cavity of femur properly. So, conventional approaches are not 
free from current gold standard of determining threshold, 
which is made by the expert surgeon. There are yet another 
complicated problems with physical properties, we never 
mention about them here. 
Our proposed algorithm does not need segmentation, so that 
this approach is free from a contact problem. This algorithm 
handles the medullary cavity and the surgical tools as solid 
rigid bodies. Only relative strength of each element of the 
bone is needed for simulating behavior of surgical tools. 
Searching a position with minimal IP leads the surgical tool 
model to the optimal position. Here, ‘optimal’ means having 
least invasive to the bone. 
 

 
Figure 9: Contoured shape changes depending on the 

threshold of Hounsfield Unit. 
 

6.2 Calculating time with a proposed algorithm 
This proposed algorithm brings rapid results. Medical data 
tend to be handled as voxels or meshes for the reason of 
visualization or the restriction of the application software. 
Detecting collision between voxels or meshes requires long 
time to calculate. In the proposed algorithm, CT image is 
handled as groups of pixels, and the surgical tool is described 
in a parametric manner to reduce calculating time. Of course, 

the surgical tools can be described in polygons such as a 
STL format, which would not increase calculation time too 
much. 

6.3 Using this algorithm in preoperative planning 
Predicted prepared shape of the medullary cavity of femur is 
almost the same shape of the inserted femoral stem, so that 
the proposed algorithm could be used for preoperative 
planning of THA. To use this algorithm clinically, the limit of IP 
should be determined to stop the insertion of the rasp. The 
rotation of the rasp can be determined minimizing IP as 
shown in Figure 8, while there is no mean to determine the 
proper depth of the insertion of the rasp. The limit of insertion 
could not be determined by merely comparing IPs. The limit 
of the insertion would be determined comparing the results of 
the simulations with clinical results. 
 
7 CONCLUSIONS 
Conclusions are summarized by the followings, 
1) A novel algorithm for preoperative planning for THA has 

been proposed, which could place the femoral stem in 
the medullary cavity of femur at an unique position 
automatically. 

2) A prepared shape of the medullary cavity shaped by 
surgical tools has been predicted uniquely with strong 
convergence of IP, which suggests the robustness of 
the proposed algorithm. 

3) A prepared shape of the medullary cavity composed of 
108 of CT images formed by the reaming and rasping 
simulator within 80 seconds with the proposed 
algorithm with Intel Core™  2 Duo E6600 (2.4GHz, with 
one thread). 
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Abstract 
A numerical analysis method for the wear of the artificial hip joints due to the walking is proposed and a wear 
prediction system for them is developed in this research. In order to develop the system, EHL, “elasto-
hydrodynamic lubrication theory” and a model for asperity load sharing are applied. The feasibility of the 
developed wear prediction system for artificial hip joints is shown and the relationship between the wear and 
various parameters of the artificial hip joint is described in this paper. 
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1 INTRODUCTION 
Total hip replacement is often used to treat joint failure 
caused by osteoarthritis. The life span of artificial hip joints is 
about 20 years; hence some attempts related to stress 
analyses, material developments, manufacturing methods, 
surface treatment methods and wear analyses have been 
conducted in order to extend the their life time. Especially, the 
wear deteriorates functions of the hip joint, and the wear-
particle induces osteolysis mediated aseptic loosing [1]. 

Regarding the wear and the lubricant analysis models, some 
researches has been carried out for artificial joints. 
Wearindex is applied to predict the wear for the artificial knee  

joint [2]. This method is very simple to use, but this doesn’t 
include all parameters of the artificial joint. Hence, the 
analyzed results can’t be used for some artificial joints 
design. The lubricant model for the artificial hip joints has 
been proposed [3, 4] based on Elasto-hydrodynamic 
lubrication (hereinafter EHL). This method is suitable for the 
analysis for the distribution of the pressure and the lubricant 
status with considering the parameters related to the artificial 
hip joint. This isn’t, however, suitable for the wear prediction, 
because the asperity contact can’t be considered.  

In this research, a numerical analysis method for the wear of 
the artificial hip joints due to the walking is proposed and a 
wear prediction system for them is developed based on EHL 
theory. The novel aspect of this research is to realize the 
wear calculation with consideration of the detailed lubrication 
status of the artificial hip joint due to the dynamic change 
during one walking cycle. By using the wear prediction 
system, the artificial hip joint of metal-on-metal type is 
analyzed in this paper. 

 

2 2 WEAR PREDICTION SYSTEM FOR ARTIFICIAL HIP 
JOINTS 

2.1 System Overview 
There are three lubrication status : hydrodynamic, boundary 
and mixed lubrication [5] as shown in Figure 1. The 
lubricating film supports the load in the hydrodynamic 

lubrication, hence the wear hardly occurs. The bodies come 
into closer contact at their asperities in the boundary 
lubrication, hence The plenty of wear occurs. The mixed 
lubrication means the intermediate condition between the 
boundary and the hydrodynamic lubrications 

In order to estimate the wear, the lubrication status should be 
distinguished propery. Hence, the we construct a prediction 
system with considering the aforementioned problem. 
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Figure 1: Stribeck curve and lubricantion status . 
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Figure 2: System overview of wear prediciton system. 
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The wear prediction system develped in this research 
consists of four blocks: a model generation, a load 
calculation, a wear calculation and a walking database blocks 
as shown in Figure 2. 

The model generation block generate an analysis model for 
the micro-geometry of the contact, when a cup and a head 
radii of a femoral component, an equivalent RMS (Root Mean 
Square) surface roughness, an asperity density, an 
equivalent Young’s modulus, an asperity radius, a lubricant 
pressure coefficient, a lubricant viscosity, a wear coefficient 
and a body weight are input to the system. 

The load calculation block calculates each load on asperities 
and the lubricating film. In order to obtain the each load, a 
minimum lubricating film thickness is estimated based on 
“elasto-hydrodynamic lubrication theory”, which considers the 
elastic deformation of the lubricating surface due to the 
pressure. The each load is determined from the obtained 
minimum lubricating film thickness. 

The wear calculation block calculates the wear of the artificial 
hip joint due to the walking with consideration of the load on 
each asperity and the velocity of the sliding surfaces.  

The walking database block stores a change of the hip joint 
angle during one walking cycle and a joint force per body. 
The change of the hip joint angle during one walking cycle is 
used to calculate the velocity of the sliding surfaces between 
the cup and the head of the femoral component, and the joint 
force per body weight is used to calculate the two kind of 
loads on each asperity and the lubricating film. 

2.2 Model generation block 
It is assumed that a mixed lubrication status is occurred 
between a cup and a femoral head shown in Figure 3. This 
means that two surfaces are separated by a gap distance. 
Then, there is a lubricant film and are some asperities to 
share the total load. 

 

Load on  lubricant film P2

Load on asperity P1

Cup

Stem

Minimum film thickness

 

Figure 3: Load in boundary lubrication. 

 

In order to calculate two kinds of load on each asperity and 
the lubricant film theoretically, a contact between two 
surfaces are regarded as the one of a cylinder and a flat 
surfaces shown in Figure 4. Then, an equivalent radius, B, 
and an equivalent RMS surface roughness [6] of the flat 
surface are obtained by the following equations. 
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Figure 4: Model transformation for two surfaces contact. 

 

In equation (1), R1 and R2 mean the radii of a cup and a 
femoral head, respectively. Plus and Minus signs also 
correspond to Figure 5. 

In equation (2), σ1 and σ2 mean the RMS surface roughness 
of each surface, respectively.  In the Figure 4, u1 and u2 also 
mean the sliding velocities of each surface, respectively. 
Here, the asperity height distribution is regarded as a normal 
distribution, in which a standard deviation is σ. 
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Figure 5: Definision of eqivalent radius. 

 

2.3 Load calculation block 
Total load, P, is obtained by summing the load on the 
asperity, P1, and the load on the lubricant film, P2, as follows. 

 

PPP =+ 21  (3) 

 

In order to calculate the load, we must obtain the minimum 
lubricating film thickness, which influence each load (P1 and 
P2). 

The minimum lubricating film thickness, d0, is calculated with 
consideration of EHL as follows [7]. 
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In equation (4), α, μ0, u and E’  mean a pressure-viscosity 
coefficient, a lubricant fluid viscosity at conditions of entry to 
contact, an average velocity between two surfaces and an 
equivalent Young’s modulus, respectively. This equation is 
often used for analyses of petroleum-derived oil, but this 
equation is applied for genral purpose. In equation (4), 
Equivalent Young’s modulus E’ is calculated as follows. 
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In equation (5), ν is Poisson's ratio. If the materials are the 
same, E’ is half this. Then, d0 is replaced by a nondimentional 
separation, h0, which is defined as follows. 

 

00 hd σ=  (6) 

 

Based on equations (4) and (5), P2 is calculated as follows. 
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On the other hand, P1 is obtained by the surface contact 
theory [8, 9]. That is to say, P1 is obtained by assuming that a 
reactive force is proportional to an elastic deformation of the 
asperity as follows.  
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In equation (8), erfc means complementary error function 
defined as follows. 
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h0 is obtained by solving equations (3), (7) and (8) with 
iterative calculation based on Secant method [10] in this 
research. The secant method is identical to the univariate 
Newton method, except that it replaces the derivative of a 
function with an approximation constructed from the function 
values at the two previous iterates. 

2.4 Wear calculation block 
Generally, there are four wear types:  adhesive, abrasive, 
fatigue and corrosive wears. The adhesive wear is expected 
to be a dominant factor due to the walking. The adhesive 
wear proportional to load on the contact surface and the 
velocity of the sliding surface. Hence, the wear depth, W, is 
obtained by the following equation [5] 

 

∫= dtVPKW 1  (10) 

 

In equation (10), V, t and K mean the velocity of the sliding 
surface, time and the wear coefficient. 

In one walking cycle, the velocity of the sliding surface and 
the load to the hip joint change drastically. Generally, 
conventional EHL theory is suitable for constant velocity and 
the load and isn’t suitable drastic change of the velocity and 
the load. Hence, the walking cycle is segmentalized in time 
domain and EHL theory is applied by treating the wear of the 
artificial hip joint as microscopical phenomena. In other 
words, an instantaneous velocity and an instantaneous load 
are applied to calculate an instantaneous wear and the total 
wear is calculated by summing all instantaneous wear in one 
walking cycle. 

2.5 Walking database block 
The walking database block stores a change of the hip joint 
angle during one walking cycle and a joint force per body as 
shown in Figure 6 [11, 12].  

The walking cycle consists of the stance phase and the swing 
phase. The horizontal line in the figures, the stance phase 
corresponds to about 60% in a first part and the swing phase 
corresponds to about 40% in a second part. These changes 
are considered to calculate the wear in one walking cycle. 
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(b) Change of joint force per body weight 

Figure 6: Change of hip joint angle and load in walking cycle 
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3 CASE STUDY 

3.1 Parameter setting 
The artificial hip joint of Metal-on Metal type is analyzed. 
Material is Co-Cr alloy for medical purpose. The lubricant fluid 
for the artificial hip joint is generally the body’s natural 
synovial fluid.  

The lubrication is occurred by the body’s natural synovial 
fluid, but the lubricant viscosity and the lubricant pressure 
coefficient of it is unknown. Hence, we use water data [13], 
because water is main factor. The lubricant pressure 
coefficient is generally calculated as follows [14]. 

 

)exp(0 pp αηη =  (11) 

 

ηp and η0 are viscosity at pressure, p, and one at atmospheric 
pressure. Parameters for artificial hip joint analysis are 
summarized in Table 1. The walk count in one day is also 
regarded as 7378 [15] from the average walk count of 
Japanese. 

 

Table 1: Parameters of an artificial hip joint 
and a lubricant fluid 

Radius of artificial femoral head R1 [m] 2.0×10-2 

Radius of cup R2 [m] 2.015×10-2

Lubricant pressure coefficient α [Pa-1] 2.46×10-10 

Lubricant viscosity μ0 [Pa⋅s] 8.0×10-3 

Average asperity of radius β [m] 5.4×10-5 

Asperity density η  [m-2] 6.0×109 

Equivalent surface roughness σ  [m] 3.4×10-8 

Equivalent modulus of elasticity E’ [Pa] 2.53×1011 

Coefficient of wear K  [m/N] 1.6×10-15 

Body weight bw [kg] 60.0 

 

3.2 Lubrication and wear analysis 
Figure 7 shows the change of the minimum film thickness due 
to the joint force in one walking cycle. The minimum film 
thickness is from 3.0×10-8 to 10.0×10-8 m and is changed 
according to the variation of the joint force. Generally, the film 
thickness doesn’t depend on the load in the hydrodynamic 
lubrication. Hence, the mixed lubrication or the boundary 
lubrication is occurred. 

Figure 8 shows the ratio of asperity load and lubricant film 
load in one walking cycle. Obviously, asperity load is 
dominant, hence the boundary lubrication is obviously 
occured for the artifical hip joint. 

Figure 9 shows the wear change in one walking cycle. Almost 
wear is occurred in stance phase and little wear is occurred in 
swing phase. Using this data, the wear depth per year is 
calculated. It becomes 5μm and coincides with the real data 
[16]. A feasibility of the developed wear prediction system is 
shown through this case study. 

 

 

×10-8

10.0

9.0

8.0

7.0

6.0

5.0

4.0

3.0

M
in

im
um

 fi
lm

 th
ic

kn
es

s 
 m

0 10 20 30 40 50 60 70 80 90 100

Ratio of walking cycle  %

Jo
in

t f
o

rc
e

  N

3500

3000

2500

2000

1500

1000

500

Minimum film thickness

Joint force

 

Figure 7: Change of Minimum film thickness due to the joint 
force in one walking cycle 
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Figure 8: Ratio of asperity load and lubricant film load in one 
walking cycle 
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Figure 9 : Wear change during one walking cycle 
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Next, some parameters of an artificial hip joint is discussed 
for realizing the hydrodynamic lubrication. There are some 
parameters such as the radii of femoral head and the cup, the 
surface roughness, the asperity density, the Young’s 
modulus, the asperity radius, the lubricant pressure 
coefficient, a lubricant viscosity for the design conditions. The 
radius of the femoral head in this paper, because average 
pressure on the surface decrease and the lubricant film might 
be generated easily. 
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Figure 10 : Relationship between total wear and various radii 
of a femoral head 

 

Figure 10 shows the calcurated results between total wear 
and various radii of the femoral head. As shown in Figure 10, 
the wear reduction strats about 180mm and the 
hydrodynamic lubrication starts about 620 mm. It means that 
the boundary lubrication is dominant under about 180mm and 
the mixed lubrication is occured from about 180mm to about 
620mm. These kinds of large femoral head can’t be insert in 
a human body, hence the hydrodynamic lubrication very 
difficult for the artificial hip joints. 

Figure 11 shows the calcurated results between total wear 
and equivalent Young Modulus. The wear is decreased from 
one point near equivalent Young Modulus of lead (Pb). 
However, there are no implant materials which have 
biocompatibility and low Young modulus simultaneously, 
hence the hydrodynamic lubrication very difficult currently. 
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Figure 11 : Relationship between total wear and equivalent 
Young Modulus 

 

Figure 12 shows the calcurated results between total wear 
and equivalent surface roughness. The wear is decreased 
from one point. The atomic diameter is about 1.0×10-9 and 
then high accuracy is required very much to manufacture the 
femoral head. 
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Figure 12 : Relationship between total wear and equivalent 

surface roughness 

 
4 CONCLUSIONS 
Conclusions are summarized by the followings  

1) A wear prediction model for artificial hip joints has been 
proposed based on elasto-hydrodynamic lubrication 
theory and surface contact theory. 

2) A predicted wear coincides with a real one, hence a 
feasibility of the developed system has been 
demonstrated. 

3) It has been found that the boundary lubrication is 
dominant and the hydrodynamic lubrication is very 
difficult for the artificial hip joints by the analyzed result. 

4) A relationship between the wear and some parameters 
of an artificial hip joint is described 

 

Future work is that the lubrication model is modified for 
biological phenomena and design formula to analyze the 
wear is constructed by using the developed system. 
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 A Non-invasive Method to Measure Joint Range of Motion for Hip Joints 
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Abstract 

In order to reduce the risk of dislocation after total hip arthroplasty, a hip joint range of motion should be 
evaluated properly. The non-invasive measuring method which obtains the joint range of motion without using 
computed tomography or X-ray is proposed in this research. A hip joint center inside a body is estimated by 
two positional sensors which are attached on a body surface. The joint range of motion is calculated by the 
estimated hip joint center and positions and orientations of the pelvis and the femur. The effectiveness of the 
proposed method is discussed. 
 
Keywords:  
Joint range of motion; Hip joint center; Total hip arthroplasty; Non-invasive measurement 

 
 
 
 
 
1 INTRODUCTION 

The purpose of this paper is to measure the hip joint range of 
motion in order to reduce the risk of dislocation after total hip 
arthroplasty (THA). This paper proposes a non-invasive 
measuring method which does not use computed 
tomography (CT) or X-ray.  
The hip pain is relieved by THA, but hip joints after THA can 
be dislocated [1, 2]. In order to evaluate safe range of motion 
which realize no dislocation, a system of four-dimensional 
motion analysis after THA has been developed [3, 4]. The 
dislocation after THA is caused by excessive motion of the 
joint of a hip prosthesis. Thus, the joint range of motion 
needs to be measured properly. 
Not only measuring motions of the femur and the pelvis but 
also the hip joint center (HJC) should be detected to measure 
the joint range of motion. The HJC is measured by using CT 
or X-ray conventionally because the HJC is inside a body.  
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Figure 1: The overview of the proposed measuring method 

of the joint range of motion. 
 

As patients cannot move actively, the HJC of healthy bodies 
need to be measured to obtain the joint range of motion in 
daily activities. However, the method using CT or X-ray is 
limited to patients only because this method exposes healthy 
bodies to radiation. Davis has proposed an estimation 
method of the HJC based on X-ray images of frontal plane 
and sagittal plane for 25th hip joint [5]. Vaughan has 
proposed a method to estimate the HJC by using X-ray and 
referring anthropometric dimension measured by Chandler 
[6]. But in these methods, only a static HJC could be 
measured.  
In this paper, a non-invasive method to measure the HJC is 
proposed. This method is an estimation method of the HJC 
with two points measured by two three-dimensional magnetic 
positional sensors (POLHEMUS). Generally, the hip joint 
which consists of the pelvis and the femur is regarded as a 
ball joint between two rigid bodies [7]. The HJC is estimated 
by the measured positions and orientations of the pelvis and 
the femur. 
 
2 MEASURING METHOD 

2.1 The overview of measuring joint range of motion 

Figure 1 shows the overview of the proposed measuring 
method of the joint range of motion. First, the movement of 
healthy bodies in daily activities is measured by POLHEMUS 
attached on the body surface. Table 1 shows a summary of 
the POLHEMUS specification. Next, the HJC is estimated by 
the positions and orientations of the pelvis and the femur. 
The joint range of motion is calculated by the estimated HJC 
and the positions and orientations of the pelvis and the 
femur. Finally, the joint range of motion described. 

2.2 The method to estimate the HJC 

The relation between the HJC and hip joint motion 

The hip joint consists of a femur and a pelvis. The femur and 
the pelvis are regarded as rigid body as described in Figure 2 
(a). HJC is decided by measuring positions and orientations 
of the femur and the pelvis if hip joint could be regarded as a 
ball joint as described in Figure 2 (b). 

Service Robotics and Mechatronics 
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Procedure to estimate the HJC 

The following is the procedure to estimate the HJC: 
1. The temporary HJC is decided. 
2. Two initial vectors; one is from the pelvis to the 

temporary HJC (vp) and the other is from the femur to the 
temporary HJC (vf), are calculated by the initial positions 
of the pelvis, the femur and the temporary HJC while 
standing as described in Figure 3 (a). 

3. The gap between the end point of vp and vf occurs due to 
the difference between the true HJC and the temporary 
one as described in Figure 3 (b). 

4. Finally, the HJC is defined so as to minimize the gap 
because there would be no gap if the hip joint is a ball 
joint. 

 
Table 1: POLHEMUS specification. 

 Position Angular 
Coverage 76cm All-attitude 

Static 
accuracy 0.08cm 0.15° 
Output Cartesian coordinates Euler orientation 

Update rate 
Two receivers    

60updates/second Angular 
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                   (a)                                                 (b)  
Figure 2: The relation between the HJC and hip joint motion. 

(a) Standing. (b) In motion. 
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                     (a)                                               (b) 
Figure 3: The calculation method of HJC. (a) The temporary 

HJC while standing, (b) The HJC in motion. 
 

The method to calculate the gap 

The method to calculate the gap is explained. The vector 
representing the gap (e) is expressed by two located vectors; 
one is the end point of vp (cp) and the other is one of vf (cf) 
as described in Figure 3 (b). 

pf cce                                                                        (1) 

The homogeneous transform matrix is expressed by 
POLHEMUS. 
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Two homogeneous transform matrices; one is the attitude 
matrix of the pelvis (Tp) and the other is the attitude matrix of 
the femur (Tf) are calculated by substituting the 
measurement data which are the angle and position of the 
pelvis (p) and the femur (f) in equation (2) as described in 
Figure 3 (b). cp and cf are calculated by Tp, Tf, vp and vf.  

ppp vTc                                                                           (3) 

fff vTc                                                                           (4) 

Two homogeneous transform matrices, one is the initial 
attitude matrix of the pelvis (Tps) and the other is the initial 
attitude matrix of the femur (Tfs) are calculated by 
substituting the measurement data which are the initial 
position and angle of the pelvis (ps) and the femur (fs) for the 
equation (2). vp and vf are calculated by the temporary 
located vector (ct), Tps and Tfs as described in Figure 3 (a). 

tpsp cTv
1

                                                                       (5) 

tfsf cTv
1

                                                                        (6) 

e is calculated by substituting equations (3) to (6) in equation 
(1). 

  tpspfsf cTTTTe
11 

                                                (7) 

The initial located vector of HJC (cs) is defined so as to 
minimize the magnitude of e as described in Figure 4 (a). 

2.3 Measurement method of the joint range of motion 

Procedure to measure the joint range of motion 

The following is the procedure to measure the joint range of 
motion: 
1. Two vectors; one is from the pelvis to the HJC (vph) and 

the other is from the femur to the great trochanter of the 
femur (vfg), are calculated by their initial positions of the 
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pelvis, the femur and the estimated HJC as described in 
Figure 4 (a). 

2. The joint range of motion is calculated by the motion of 
the vector from the HJC to the great trochanter of the 
femur position (vhg) as described in Figure 4 (b). 

3. The joint ranges of motions for sitting on a chair, getting 
into the bathtub, walk, stoop, going up and down at 
stairs, sitting cross-legged on a floor, kneeling on one’s 

knees, squat and sitting on a floor with one’s arms 

holding together the bent knees are recorded. 

The method to calculate the joint range of motion 

The joint range of motion is expressed by motion of vhg as 
described in Figure 4 (c). vhg is expressed by the located 
vectors of the great trochanter of the femur (g) and the HJC 
(c) as described in Figure 4 (b). 

cgv hg                                                                         (8) 

g and c are calculated by vph, Tp, vfg and Tf as described 
Figure 4 (b). 

phpvTc                                                                            (9) 

fgf vTg                                                                          (10) 

vph and vfg are calculated by the initial located vectors of the 
HJC (cs) and the great trochanter of the femur (gs), Tps and 
Tfs as described in Figure 4 (a).  

spsph cTv
1

                                                                    (11) 

sfsfg gTv
1

                                                                    (12) 

vhg is calculated by substituting equations (9) to (12) in the 
equation (8). 

spspsfsfhg cTTgTTv
11 

                                            (13) 

The axis of rotation (n) is expressed by the vector before 
rotation (vhg) and that after rotation (v’hg). The joint range of 
motion () is calculated by vhg and v’hg. 
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Where; 

 
 
 hghghghg

hghghghg

zyx

zyx

zyx

nnn







,,

,,

,,

v

v

n

 

 

2.4 Procedure to display the joint range of motion 

The display style of the joint range of motion is explained. A 
sphere centering on the HJC is shown as described in Figure 
5 (a). The diameter of the sphere which is regarded as the 
cup is 50 mm. The sphere is trimmed by the movement of 

vhg as described in Figure 5 (b). The trimmed edge is the 
maximum joint range of motion as described in Figure 5 (c). 

2.5 The procedure to measure the position and the 

angle by POLHEMUS 

POLHEMUS is used to measure positions and orientations. 
The initial positions of the great trochanter of the femur, the 
pelvis and the femur are measured as described in Figure 6.  
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(c)                                                      (d) 

Figure 4: The calculation method for the joint range of 
motion. (a) All vectors with standing. (b) Vectors in motion. 
(c) The joint range of motion due to moving vectors. (d) The 
calculation method for the unit normal vector and the angle. 
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(a)                          (b)                            (c) 

Figure 5: Procedure to display the joint range of motion. (a) A 
sphere centering on the HJC. (b) Trimming due to the moving 

vector. (c) Joint range of motion obtained. 
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Figure 6: Sensor positions. 
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The sensors attached to the sacrum and the distal end of the 
femur regions, where the displacement caused by the 
movement of muscle and skin can be reduced, are fixed 
tenaciously by a medical tape and movements are 
measured. The motions for sitting on a chair, getting into the 
bathtub, walk, stoop, going up and down at stairs, sitting 
cross-legged on a floor, kneeling on one’s knees, squat and 

sitting on a floor with one’s arms holding together the bent 

knees are recorded. 
 
3 SIMULATUON 

The model of hip prosthesis 

Figure 7 shows the model of hip prosthesis. The diameter of 
femoral head is 26 mm and the length of hip prosthesis is 
165 mm. The radius of femoral head and the length of hip 
prosthesis are of variable length. The angle of femoral 
anteversion and neck are calculated by the measured 
positions and orientations of pelvis and femur. 

Simulation 

Figure 8 shows the simulation result of sitting on a chair. The 
joint range of motion and the HJC are calculated by the 
measured position and orientation of pelvis and femur and 
the hip prosthesis move in real time. The shaft trims the 
sphere by the radius of the shaft when the model of hip 
prosthesis moves.  The trimmed sphere shows the joint 
range of motion. 
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Figure 7: The model of hip prosthesis. 
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Figur  8: The simulation result for squat. e

4 RESULT 

The joint ranges of motions in daily activities are calculated 
by the positions and orientations of the pelvis and the femur 
and the estimated HJC. Figure 9 (a) to (i) shows the joint 
range of motion for sitting on a chair, getting into the bathtub, 
walk, stoop, going up and down at stairs, sitting cross-legged 
on a floor, kneeling on one’s knees, squat and sitting on a 

floor with one’s arms holding together the bent knees.  
 

5 DISCUSSION 

The gap of hip joint center 

In this section, the possibility of proposed method is 
discussed and the gap of the HJC is examined. Table 2 
shows summaries of the gap between the end points of vp 
and vf.  
The minimum gap for stoop motion is 2.4 cm. The maximum 
gap for the all recorded motions is 8.7cm when sitting on a 
floor with one’s arms holding together the bent knees. The 
gap value of a shoulder joint center which was measured by 
Takafumi has been 10 cm [8]. 
The gap of the HJC is caused by: the error of measurement 
by POLHEMUS; regarding hip joint as a ball joint; and 
moving sensor by skin or muscle. The measurement error by 
POLHEMUS has few influences on the gap of the HJC. The 
gap of the HJC is caused by regarding the hip joint as a ball 
joint because the hip joint is closes to a roller bearing. The 
HJC cannot be estimated accurately because the positions 
and orientations of sensors are shifted by the skin and 
muscle movement.  
 

 
(a)                           (b)                             (c) 

 

(d)                           (e)                             (f) 

 

(g)                           (h)                             (i) 
Figure 9: The joint range of motion.  (a) Sitting cross-legged 
on a floor. (b) Kneeling on one’s knees. (c) Squat. (d) Sitting 
on a floor with one’s arms holding together the bent knees. 
(e) Sitting on a chair. (f) Getting into the bathtub. (g)Walk. 

(h)Stoop. (i) Going up and down at stairs. 
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The error of the joint range of motion 

The joint ranges of motion are calculated by the HJCs 
estimated from femur and pelvis. The errors of some joint 
ranges of motion are described in Figure 10 to Figure 13. 
Parts (a) and (b) of Figure10 to Figure 13 show the joint 
range of motion calculated by the HJC estimated from pelvis 
and femur respectively.  

 

 
(a)                        (b)                              (c) 

Figure 10: The of joint range of motion for sitting on a chair. 
(a) Calculated by the HJC estimated from plvis. (b) 

Calculated by the HJC estimated from femur. (c) Calculated 
by two HJCs estimated from pelvis and femur. 

 
(a)                         (b)                              (c) 

Figure 11: The of joint range of motion for sitting cross-
legged on a floor. (a) Calculated by the HJC estimated from 
plvis. (b) Calculated by the HJC estimated from femur. (c) 
Calculated by two HJCs estimated from pelvis and femur. 

 
(a)                           (b)                              (c) 

Figure 12: The joint range of motion for kneeling on one’s 

knees. (a) Calculated by the HJC estimated from plvis. (b) 
Calculated by the HJC estimated from femur. (c) Calculated 

by two HJCs estimated from pelvis and femur. 

 

(a)                           (b)                              (c) 

Figure 13: The joint range of motion for squat. (a) Calculated 
by the HJC estimated from plvis. (b) Calculated by the HJC 

estimated from femur. (c) Calculated by two HJCs estimated 
from pelvis and femur. 

Part (c) of Figure 10 to Figure 13 shows the joint range of 
motion calculated by two HJCs estimated from pelvis and 
femur. Table 3 shows the percentage of the joint range of 
motion and the error of the joint range of motion per the area 
of a sphere. The joint ranges of motion for sitting on a chair 
and squat which are the only flexural motion calculated by 
two HJCs estimated from pelvis and femur overlap 
considerably as described in Figure 10 (c) and Figure 13 (c). 
However, the areas of no overlaps for sitting cross-legged on 
a floor and kneeling on one’s knees which includes adduction 
or inner rotation are large as described in Figure 11 (c) and 
Figure 12 (c). The percentage of the error of joint range of 
motion for sitting on a chair, sitting cross-legged on a floor 
and kneeling on one’s knees are 0.7%, 0.3% and 3.1% as 
shown by Table 3. The percentage of the error of joint range 
of motion for sitting cross-legged on a floor and kneeling on 
one’s knees are small but the areas of no overlaps are large. 
Therefore the error of joint range of motion would be caused 
by not only the gap of the HJC but also displacement in 
direction of the gap of the HJC. 

The conventional cup is designed as hemispherical shape 
and the persentage of the joint range of motion for the 
conventional cup per the area of a sphere is more than 50%. 
In this experiment, the persentages of the joint range of 
motion per the area of a sphere are less than 50% as shown 
by Table 3. The conventional cup would have a risk of 
dislocation because the joint range of motion is too large. 

Design the cup to prevent dislocation  

In order to reduce a risk of dislocation after total hip 
arthroplasty, the cup should be designed as the shape which 
results from trimming the actually used the joint range of 
motion from a sphere. Figure 14 (a) to (c) shows the cup 
whose shape is obtained by trimming the joint range of 
motion. The dislocation could be avoided by trimming the 
joint range of motion because the area covering the femoral 
head becomes large and the impingement between the cup 
and the stem does not occur. Furthermore the cups suitable 
for variety of lifestyles could be designed. If the cup designed 
as described above, it has to be placed accurately. However, 
the decision of the direction of placing the cup is difficult 
because the shape of the cup is quite complicated. 

 

Table 2: The gaps between the end points of vp and vf. 

 The gap of the HJC [cm] 

Sitting cross-legged on a 
floor 

5.4 

Kneeling on one’s knees 6.3 

Squat 6.8 

Sitting holding one’s 

knees with arms 
8.7 

Sitting on a chair 6.7 

Getting into the bathtub 6.7 

Walk 4.0 

Stoop 2.4 

Going up and down at 
stairs 

6.7 
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6 CONCLUSIONS AND FUTURE WORK 

The non-invasive measuring method which obtains the joint 
range of motion without using CT or X-ray was proposed. The 
invisible HJC has been estimated by two three-dimensional 
magnetic positional sensors which were attached on a body 
surface. The joint range of motion was calculated by the 
estimated HJC and the positions and orientations of the 
pelvis and the femur.  
The maximum gap between two HJCs estimated by pelvis 
and femur is 8.7 cm. The percentage of the maximum error 
of the joint range of motion per the area of a sphere is 12.0%. 
The error of joint range of motion would be caused by the 
gap of the HJC and displacement in direction of the gap of 
the HJC. 
In the future works, the method of fixing sensors shall be 
improved so as not to move sensors. The gap shall be 
corrected by analyzing tendency of the gap and performing 
additional experiments.  
To reduce a risk of dislocation, the cup should be designed 
for the joint range of motion. 
 

 

(a)                           (b)                             (c) 

Figure 14 : The cup whose shape is obtained by trimming the 
joint range of motion. (a) From frontal view of the body. (b) 
From rear view of the body. (c) From right side view of the 

body. 
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Table 3: The percentage of the joint range of motion and the error of the joint range of motion per the area of a sphere 

 

 The joint range of motion[%] 

(Calclated by the HJC 
estimated from pelvis) 

The joint range of motion[%] 

(Calclated by the HJC 
estimated from femur) 

The error of the joint range 
of motion[%] 

Sitting cross-legged on a 
floor 

40.5 40.2 0.3 

Kneeling on one’s knees 29.3 26.2 3.1 

Squat 24.8 24.0 0.8 

Sitting holding one’s 

knees with arms 
23.6 21.1 2.5 

Sitting on a chair 20.6 19.9 0.7 

Getting into the bathtub 33.2 45.2 12.0 

Walk 41.7 43.7 2.0 

Stoop 15.8 15.5 0.3 

Going up and down at 
stairs 

18.2 22.4 4.2 
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Abstract 
Almost the robot tasks are performed by the teaching playback method. This method is based on the 
considerably high repeatability of the robot arm, thus the environment is required to be strictly constant. 
However, a human can achieve the task such as assembly with adapting to the environmental change. In this 
research, the pin insertion task to a hole without chamfering and with small clearance is focused on. And this 
pin insertion task is aimed to be achieved by imitating a human motion, extracting and defining the rule using 
membership functions, and executing the task based on fuzzy control. 
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1 INTRODUCTION[5][6] 
While the automation of machining parts has been advanced 
from early time in the industrial history, the automation of 
assembly has been delayed, because the assembling 
process needs complex operations accompanied critical 
judgment. However, there are strong needs for assembly 
automation in the viewpoints of saving workers, lowering 
production cost, etc. In the course of achieving successful 
assembly automation, there should be advances in element 
technologies, computer technologies, robot technologies, etc. 
It is difficult for robots to perform assembling tasks 
automatically, because the robot technologies at present 
stage cannot cope with the uncertainties in the production 
process. For example, if there is an error in a hole clearance 
based on a stochastic machining error, it is rather difficult for 
an industrial robot to accomplish a pin insertion task to this 
hole by only employing the teaching playback method. In a 
teaching playback method, the transitions of joint angles are 
memorized while performing a given task in a teaching stage, 
then these joint angles are positioned to the memorized 
angles for many times in a playback stage. This teaching 
playback method relies on considerably high robot’s 
repeatability, thus the environment is required to be strictly 
constant for all the trials. So, a robot cannot cope with even a 
slight change of shape and position of parts owing to 
uncertainty. In this method, sensor feedback is usually not 
used. 
To cope with above-mentioned uncertainties, sensor 
feedback is inevitable for a robot. For example, in the pin 
insertion task, force or impedance control using a force 
sensor is necessary for reducing the interference force 
between pin and hole. A human also can skillfully achieve the 
task such as assembly with adapting to the environmental 
change. In this process, he uses the sensor feedback, i.e., he 
adjusts the motion based on the sensor information. 
In addition, it is a problem how to process information from 
the sensor. For example, a human can perform a complex 

task by appropriately judging it, even in the situation that only 
rough information is given about the relative position and 
orientation between objects. 
In this research, fuzzy control, which is able to deal with the 
uncertainty, is applied. And, a pin insertion task to a hole with 
considerably small clearance is aimed to be achieved by 
imitating a human motion. 
 
2 SYSTEM COMPOSITION 
Figure 1 shows the system composition of this study. As a 
robot arm, 7-DOF articulated robot (Mitsubishi Heavy 
Industries, Ltd., type PA10) was employed, and the six axis 
force sensor (BL AUTOTEC, Ltd., type F/T-10/100) and CCD 
camera (SONY, Ltd., type XC-ST50) are installed at the tip of 
the arm. The diameter of a pin is 11.97 mm, and that of a hole 
without chamfering is 12.01 mm, so the clearance is ±20 µm. 
 
3 DETECTION OF HOLE POSITION BY IMAGE 

PROCESSING 
Human recognizes the position of the object by his sight. 
Similarly, a rough position of a hole is detected by image data 
processing in this study. A CCD camera takes a picture of the 
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hole from overhead. Surrounding the hole, four marks are set, 
the adjacent distance between which is precisely known in 
advance. Thus, a real distance corresponding to adjacent 
pixels of the CCD image can be calculated by using the ratio 
of the known distance to the existing pixel number between 
two marks’ images. 
By the above-mentioned way, two dimensional position of the 
hole relative to the camera centre is obtained by image 
processing. Practically, there is an offset between the pin and 
the camera (see Figure 1). So the detected relative position 
between the hole and the camera becomes same as that 
between the hole and the pin, after shifting the robot arm’s tip 
by this offset. 
 
4 PIN INSERTION IMITATING HUMAN MOTION  
One of purposes of this study is to increase the performance 
of a robotic pin insertion so that it becomes human 
equivalent. For this purpose, it is effective to imitate the 
human motion. Therefore, at first in this study, a human pin 
insertion task was observed in detail for 10 testees. 
As the result, it was proven that (s)he first explores the 
contact state between the pin and the hole, by inclining, 
shifting, and rotating the pin. Finally, (s)he can recognize the 
relative position of the pin to the hole. 
In this study, imitating this observed motion, the relative 
position of a hole to a pin is aimed to be recognized by the 
exploring motion as follows: the pin is moved downward till it 
becomes contact with the surface, on which the hole exists. 
Then, the pin is inclined while keeping the tip position of the 
pin. Following that, the pin is translationally shifted on the 
surface. If the direction of shifting is wrong, the pin is rotated 
like wobbling motion, and the correct direction of shifting is 
searched. After the pin is shifted, it is set up to the vertical 
orientation from inclination. Then, a virtual compliance control 
is carried out while inserting a pin downward. 

5 FUZZY CONTROL 

5.1 Outline of fuzzy control [3][4] 
In fuzzy control, the control variable is decided based on the 
fuzzy rule, which is composed of antecedent part (“if” part) 
and consequent one (“then” part). Each variables used in this 
rule bears a membership function, which can deal with the 
uncertainty. 
 

5.2 Pin insertion procedure using fuzzy control 
The pin is roughly positioned by a robot arm over the hole by 
visual feedback, then, it is moved downward vertically till the 
force ZF  in Z direction, i.e., vertical direction, becomes 4.9 N 
(0.5 kgf). Here, the pin is inclined by 10 deg, and shifted 
horizontally by 1 mm. If the shifting direction is correct to the 
center of the hole, the moment around X axis ( XM ) does not 
change so much. Compared to this case, if the shifting 
direction is wrong, the moment changes much. 
In the former case, the shifting distance is decided by using 
the components of the detected force/moment according to 
membership functions and a fuzzy rule, which are acquired by 
using many test data in advance. Hereinafter in this section, 
the former case is focused on. As for the latter case, it is 
focused on in the next Section 6. Geometric relationship 
between the pin and the hole is shown in Figure2. The extent 

how the pin should be shifted is decided mainly based on the 
change in XM  before and after the pin shifting of 1 mm, 
which is expressed as XM∆ , Example of the experimental 
transition of Mx is shown in Figure 3. The change in case of 1 
mm shifting in XF , YF , and YM  are expressed as XF∆ , 

YF∆ , and YM∆ , respectively. Each of force/moment 
information has its corresponding membership function. 
Consequent part also has a membership function. Here, 
membership function outputs the fitness value, which shows 
the extent how the antecedent or consequent reasoning is 
true.  

As for XM∆ , the membership function is decided on the 
basis of experimental data shown in Fiugure 3. The resultant 
membership function for XM∆  (or YM∆ ) is shown in Figure 
4. Other membership functions for XF∆  (or YF∆ ) and ZF  are 
shown in Figures 5  and 6, respectively. The membership 
function for the consequent part is shown in Figure 7. 

Figure 2: pin and hole. 
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The extent how the pin should be shifted in Y direction is 
decided based on fuzzy rules (see Figure 8) and above-
mentioned membership functions. 
 
6 DETECTION OF CORRECT SHIFTING DIRECTION TO 

THE HOLE BY ROTATING A PIN 
When the pin is inclined and shifted by 1 mm, there is a 
possibility that the antecedent part of the fuzzy rule might not 
be satisfied. This means that the hole does not exist in the 
inclined direction. When such a case is encountered, the 
correct shifting direction to the hole should be detected in 
some method. 
To address this problem, the pin is rotated like wobbling 
motion keeping the inclined angle and keeping the contact 

position of the pin’s tip, which is performed by controlling the 
pitch and the yaw angles of the robot arm’s tip. The 
movement of pin rotation around the hole is schematically 
shown in Figure 9. 
It was empirically confirmed for many trials that ZF  becomes 
small and both XF  and YF  become approximately zero when 
the direction of the centerline of the pin intersects with that of 
the hole, i.e., when the hole exists in the inclined direction of 
the pin. The reason for this fact is supposedly as follows: 
contact state changes from one-point contact state to two-
points one, when the inclined direction of the pin is identical 
to the direction in which the hole exists. Thus, the contact 
force ZF  changes rapidly at this moment. 
For example, Figure 10 shows the experimental transition of 
detected force during the pin is rotated. At the state marked 
by circles in this figure, the hole exists in the inclined direction 
of the pin. So, in case of this example, the above-mentioned 
criterion for detecting the hole existing direction, i.e., ZF  
becomes small and both XF  and YF  become approximately 
zero, surely holds true. 
According to this criterion, the correct shifting direction to the 
hole centre is searched, followed by shifting the pin based on 
the fuzzy control which is mentioned the previous Section 5. 
 
7 VIRTUAL COMPLIANCE CONTROL 

7.1 Virtual compliance control [2] 
After the pin is shifted, the pin is set up to the vertical 
orientation from inclination. Here, a virtual compliance control, 
which is usually employed in robotic compliant assembly 
motion, is executed while inserting a pin downward in Z 
direction. 
Since mechanical compliance of a robot is usually stiff without 
applying any control contrivance, even the small positioning 
error causes the great increase of contact force, finally 
making the insertion task to fail. In the pin insertion task, this 

Figure 8: Fuzzy rule. 

RA: IF Fz, ∆FY, ∆Mx are small, 
 and ∆Fx, ∆MY are middle, 

THEN Move to negative in y direction a little. 
 

RB: IF Fz, ∆FY, ∆Mx are middle, 
and ∆Fx, ∆MY are middle, 

THEN Move to negative in y direction greatly.

0.15 0.3 0.450.0

small middle big

0

1

Small Middle Big 

Figure 5: Membership function for ∆ Fx (or ∆ Fy).

0                      1.5                     3.0               0.45 
Detected force [N] 

0.0 3.0 4.7

0

1

small middle bigSmall Middle Big 

0                                      30             47 
Detected force [N] 

Figure 6: Membership function for Fz. 

1.0 6.0 7.00.0

small big
1

0

Firgure 7: Member ship function of the consequent part.

Small Big 

0        1                                                   6      7
Shift distance [mm] 

Figure 9: Schmatic of pin rotation. 

Rotation 

Pin 

Hole

-3

-2

-1

0

1

2

3

4

5

6

0 20 40 60 80

Fz 

Fy 

Fx 

40

60
50

30
20
10

− 10

− 20
− 30

Fo
rc

e 
[N

] 

Time [sec] 
Figure 10: Changes in force. 

Hole exists in the 
inclined direction 
of the pin 

35



 
 
M.Sanji, T.Nakamura, M.Suzuki, and S.Aoyagi 

 

situation is possible. 
To address this problem, in this study, virtual compliance is 
given by control software, in order to reduce the mechanical 
compliance. In this method, stiffness (reciprocal of 
compliance), viscosity, and inertia are adjusted to desired 
values by controlling the velocity of robot arm’s tip based on 
the force feedback. 

7.2 Control rule [1] 
The rule of virtual compliance control is shown by the 
following expression: 

1 ( )ref extM D x d t−= − −∫x f K x . (1) 

This equation is discretized as follows: 

1 1
1( ) ( )k ext kT M I T M D− −

−= − + −v f K x v , (2) 

1
ref kJ −=q v , (3) 

where refq : angular velocity (target value), extf : external 
force, J : Jacobian, M : virtual mass, K : virtual spring 
constant, D : virtual viscousity coefficient, I : unit matrix, T : 
sampling time, and x : position. 

8 PIN INSERTION EXPERIMENT 
A pin insertion experiment was carried out according to the 
proposed method. The flow chart of the experiment is shown 
in Figure 11. The transition of pin insertion is shown in Figure 
12. 
This task was successfully achieved, provided that the error 
in the initial roughly positioning by the CCD camera was 
comparatively small. 
9 CONCLUSIONS 
A pin insertion task to a hole without chamfering and with 
small clearance is focused on. A human pin insertion task 
was observed in detail for 10 testees. It was proven that (s)he 
first explores the contact state between the pin and the hole, 
by inclining, shifting, and rotating the pin. Finally, (s)he can 
recognize the relative position of the pin to the hole. 
Imitating this observed motion, the relative position of a hole 
to a pin is recognized by the exploring motion as follows: 1) 
the pin is moved downward till it becomes contact with the 
surface, on which the hole exists. 2) The pin is inclined by 10 
deg and shifted 1 mm. 3) Fuzzy rule for shifting the pin to the 
hole is constructed mainly considering the moment XM . 4) If 
the antecedent part is not satisfied, i.e., the direction of 
shifting is wrong, the pin is rotated like wobbling motion, and 
the correct direction of shifting is searched. 5) The pin is set 
up to the vertical, i.e., upright, orientation from inclination. 6) 
The virtual compliance control is carried out while inserting a 
pin downward. 
An experimental system is composed of a 7DOF robot 
equipped and 6 axes force/torque sensor. A pin insertion task 
was successfully achieved, provided that the error in the 
initial positioning by the CCD camera was comparatively 
small. 
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Figure 11: Flow chart of pin insertion expriment.

Figure 12: Transition of pin insertion; a) pin is moved 
downward, b) pin is inclined and shifted based on fuzzy rule, 
c) pin is set to upright orientation, d) pin is inserted.
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Abstract 
A disassembly support system which suggests efficient disassembly/destruction sequences is proposed. First, 
a precedence constraint graph for disassembly is applied to derivation of candidates for efficient destruction 
procedures. Using such graph, a product destruction of which is not efficient can be determined. Second, the 
access graph is introduced. It represents connection of empty spaces existing in/around a product. Using the 
access graph, possible removing sequences of parts can be derived. Next, evaluation of such sequences 
according to the number of required operations is proposed. Furthermore, parts grouping using the access 
graph is proposed to reduce the number of removing operations. After that, determination of destroying 
position is shown. Finally, the effectiveness of our proposed system is demonstrated with a case study. Using 
our proposed system, workers in recycling manufactures can dispose used products efficiently without 
knowledge about each product.  
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1 INTRODUCTION 
Recently, 3R becomes more important for society with low 
environmental load and sustainability. For that, it seems to be 
crucial that disassemblability or recyclability of products is 
considered.  
Generally, products can be disassembled in the reverse order 
of assembly sequence[1]. However, it may be difficult to 
retrieve a valuable/harmful part efficiently when a used 
product is disassembled in such order. We do not need to 
disassemble parts to be recycled/discarded maintaining their 
original shape. This implies that it is possible to retrieve 
valuable/harmful parts more efficiently by cutting or breaking 
such recycled/discarded parts. 
Actually, in Japanese recycling manufactures, valuable/ 
harmful parts in used products are retrieved efficiently by 
cutting or breaking other parts and the rest of the products 
are crushed whole and their shreds are separated according 
to their material. It seems that this approach for reuse/recycle 
will be continued for a while. Therefore, it is important to 
consider disassembly including destruction. 
Disassembly/destruction procedures of used products in a 
recycling manufacture should be determined according to 
their manufacturer, year of manufacture, and type. However, 
they are not compiled in a detailed manual and they depend 
on workers’ experience. Moreover, the 
disassembly/destruction procedure cannot be determined 
completely in design phase of a product because such 
procedure may change according to its status of use, 
technological advancement, ordinances at the end of its life, 
and so on. Consequently, we develop a disassembly support 
system which suggests efficient disassembly/destruction 
sequences including position to be destroyed to workers in 
recycling manufactures. 
First, a precedence constraint graph for disassembly is 
applied to derivation of candidates for efficient destruction 
procedures. Next, the access graph is introduced to generate 

possible sequences of parts to be removed and evaluation of 
such sequences is explained. Furthermore, parts grouping 
with the access graph is proposed. After that, determination 
of destructing position is shown. Finally, the effectiveness of 
our proposed system is demonstrated with a case study. 
 
2 EFFICIENT DESTRUCTION PROCEDURES DERIVED 
FROM PRECEDENCE CONSTRAINT GRAPH 
First of all, we apply a precedence constraint graph to 
derivation of candidates for efficient destruction procedures. 
Figure 1 shows an example of a product. In this case, 
disassembly of part P1 precedes that of part P2 because P1 
restricts move of P2 geometrically. We define that P1 has a 
geometrical precedence constraint on P2. Such constraint can 
be represented as a directed graph as shown in Figure 1(b). 
Nodes in the graph correspond to individual parts and arrows 
correspond to precedence constraints between parts. In this 
case, the geometrical precedence constraint is described as 
an arrow pointing to the node of P2. We define an arrow from 
one node pointing to another node as an output arrow of the 
relevant node and an arrow from another node pointing to the 
node as an input arrow of the relevant node. 
 

P1

P2

P3

(a) Geometry

P3

P1

P2

(b) Directed graph  
Figure 1: Example of precedence constraint 
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Figure 2(a) shows an example of a precedence constraint 
graph. It means that P1, P2, and P3 must be disassembled for 
removal of P4. The number of disassembly operations is 
three. Let us consider cutting of P3 and its dividing into two 
pieces. They are referred to as P3a and P3b, respectively. If P2 
does not prevent disassembly of P3b while it still prevents 
disassembly of P3a, P4 can be removed after disassembly of 
P3b alone. In this case, a precedence constraint graph can be 
described as Figure 2(b). In this figure, a white/gray node 
corresponds to a part which has to/does not have to be 
disassembled respectively, and a vertical bar between two 
nodes represents a cutting operation. It is found that the 
number of the total operations shown in Figure 2(b) is less 
than that in Figure 2(a) because two disassembly operations 
are eliminated while one cutting operation is added. Thus, by 
cutting some parts, we can reduce the number of operations 
to retrieve a valuable/harmful part. In this study, we define a 
procedure with less disassembly/destruction operations as a 
more efficient destruction procedure. Cutting parts 
corresponds to changing precedence constraints as shown 
Figure 2. Furthermore, whether the total number of operations 
is reduced or not depends on the structure of a precedence 
constraint graph and which part is cut. So, efficient 
destruction procedures can be derived from a precedence 
constraints graph. 
Note that we assume that one piece of a cut part, which is 
indicated by subscript a, inherits all input arrows from the 
original part in a precedence constraints graph and the other 
piece, which is indicated by subscript b, inherits all output 
arrows. Such assumption indicates that by cutting any part, its 
piece b has no precedence constraint with other parts. 
Needless to say, the validity of this assumption depends on 
geometry of individual parts. A method proposed in this 
section is for derivation of candidates for efficient destruction 
procedures and geometrical verification is needed to get 
feasible efficient destruction procedures after such derivation. 
 

P1

P2

P3

P4

P1

P2

P4

P3a P3b

(a) Original (b) After cutting of P3  
Figure 2: Precedence constraint graph 

 
A method to derive candidates for efficient destruction 
procedures is as follows. Let PR be a part to be retrieved and 
let m be the total number of upper parts of PR. Let n be the 
total number of upper parts of PR except topmost parts which 
can be removed without disassembly of any other part. In the 
example shown in Figure 2(a), m=3 and n=2 when PR is P4. 
First, all input arrows of nCx (x=1, ..., n) parts Ci, that is, 1 
through n combinations of parts from n parts, is deleted. After 
that, remained arrows are traced backward from PR and 

passed parts are counted. Let nc be the number of passed 
parts. Then, m-nc disassembly operations are reduced by 
cutting Ci. Let Dj be a part which does not have to be 
disassembled by cutting Ci and let nd be the number of Dj. 
Next, the validity of each combination of Ci is verified. If we 
cannot reach PR by tracing remained arrows forward from Ci, 
it implies that parts which do not have to be disassembled are 
cut. So, such combination is not appropriate as a candidate 
for efficient cutting. Thus, invalid combinations are excluded. 
Finally, combination Ci of which the number nc is minimum 
and satisfies the condition nc<nd is selected as a efficient 
destruction procedure. 
For example, Figure 3 shows an example of a precedence 
constraint graph of a product consisting of 8 parts. For 
retrieving of P8, 7 disassembly operations are needed. Then, 
m=7 and n=4. So, 4C4+4C3+4C2+4C1=15 combinations of parts 
are checked. If P5 and P6 are cut as shown in Figure 3(b), 
nc=2 and nd=5. P8 can be retrieved after applying 4 
operations, that is, 2 destruction operations and 2 
disassembly operations.  
 

P8

P7

(a) Original

P1 P2

P3 P4

P5 P6

P8

(b) After cutting of P6 and P7

P1 P2

P3 P4

P5

P7a P7b

P6a P6b

 
Figure 3: Example of efficient destruction procedure 

 
As mentioned before, to get feasible efficient destruction 
procedures, geometrical verification is needed. In the case 
shown in Figure 3, we have to verify that we can cut P6 so 
that its piece P6b can be disassembled without disassembly of 
P1, P2, and P4, for example. However, by using this method, 
we can determine whether destruction is efficient or not 
without geometrical verification. Figure 4 shows another 
example of a precedence constraint graph. In this case, 4 
parts have to be disassembled to retrieve P5 when part 
cutting is not considered. Figure 4(b) shows one of 
destruction procedures consisting of 2 disassembly 
operations and 2 cutting operations. Regardless of its 
feasibility, the number of operations is not reduced. Applying 
the proposed method to this example, it is found that the 
number of operations cannot be reduced even if any part is 
cut. Therefore, the proposed method in this section, which 
uses a precedence constraint graph, is useful for 
determination of a product destruction of which is not 
efficient. 
To apply this method, a precedence constraint graph, that is, 
a disassembly sequence of a product must be given. A 
disassembly sequence can be calculated from the geometry 
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of a product[2]. However, such calculation is time-consuming. 
We tried to reduce such computational cost by introducing 
some precedence constraints except those with respect to 
geometry[3]. Furthermore, if we cut a part, product geometry 
changes. This implies that re-calculation for generation of 
updated disassembly sequences is needed. Therefore, we 
propose another method to generate in the next section. 
 

P1

P2

P5

P3 P4

(a) Original

P1

P2

P5

(b) After cutting of P3 and P4

P3a P3b P4a P4b

 
Figure 4: example of inefficient destruction procedure 

 
3 INTRODUCTION OF ACCESS GRAPH 
Before explaining another method, we assume that each 
product has ID tag by which geometry and material of its all 
parts can be identified. Then, such information can be used 
for disassembly/destruction by referring ID tags when 
products are collected and carried to recycling 
manufactures[4]. Which part can/cannot be destroyed is 
determined by recycling manufactures according to its 
material and the current ordinances. If a part is reused, it 
cannot be destroyed. But if a part is recycled/discarded, it can 
be destroyed. 
In this section, on these assumptions, we propose a method 
to generate removing sequences of parts by focusing on the 
accessibility of parts. To remove a part, some tools including 
a human hand must be able to access it. This indicates that a 
space around the part must connect to another space where 
the tools exist. If they don’t connect, some parts separating 
them must be removed. A valuable/harmful part should be 
retrieved efficiently. Then, we have to get an appropriate 
connecting sequence of spaces, that is, an appropriate 
removing sequence of parts. In this study, we introduce the 
access graph which can be generated from CAD data to 
derive such sequence. 
Let the void space around a product be outer space S0 and 
void spaces included in the product be inner spaces Sa (a=1, 
2, ... ). Then, parts open to outer space S0 can be accessed. 
These parts are referred to as the 1st shell. Let us assume 
that part P1j in the 1st shell is also open to inner spaces Sa. 
Such inner spaces are referred to as surround R1jk. Let a set 
of parts open to surround R1jk and not included in the 1st shell 
be the 2nd shell. Thus, we can define the i th shell repeatedly. 
This indicates that all parts can be classified into some 
groups, that is, shells. Note that inner space Sa may be k th 
surround Rijk of part Pij in the i th shell and also be n th 
surround Rlmn of part Plm in the l th shell. Then, both parts Pij 
and Plm correspond to the contour of inner space Sa.  

If part P1j in the 1st shell is detached, outer space S0 and 
inner spaces R1jk, which exist around part P1j, are connected. 
Then, we can access parts which are the contour of inner 
spaces R1jk. This implies that if we want to detach part Pij, its 
surround Rijk must be connected to outer space S0 by 
detaching parts repeatedly in order of increasing their shell 
number. Note that to detach a part is defined as to 
disassemble a part whole, to cut the part partially, or to 
remove cut pieces to connect two spaces separated by that 
part in this study. 

P1

P2

P3

P4

S0

S2 S3

S1

P3 P4

P1 P2 1st shell 

2nd shell 

S0,S1

S1

S1,S2,
S3

S2,S3

S2,S3

(a) Cross-section

(b) Access graph  
Figure 5: Example of access graph 

 
In order to derive such detaching sequence of parts, we 
introduce the access graph. In this graph, each node 
represents each part and each arc between two nodes 
represents shared spaces by both corresponding parts as 
their surrounds. Nodes are hierarchized based on shells in 
which parts are included. Figure 5(a) shows the cross-section 
of a product consisting of 4 parts and containing 3 inner 
spaces and figure 5(b) shows its access graph. Part P1 and 
P2 are in the 1st shell and part P3 and P4 are in the 2nd shell. 
To retrieve part P4, we must connect surround R24k={S2, S3} of 
P4 to outer space S0 finally. For this, we must detach part P2 
to connect inner spaces S2 and S3 to outer space S0 or 
detach part P3 to connect inner spaces S2 and S3 to inner 
space S1. For the latter case, part P1 or P2 must be detach in 
advance to access part P3 because part P3 is in the 2nd shell 
and it is not accessible. Then, sequences of parts to be 
detached are derived as follows:  

⎪
⎩

⎪
⎨

⎧

→→
→→

→

432

431

42

PPP
PPP

PP
 (1) 

Let us define a sequence of parts to be detached until a 
target part can be retrieved as a possible detaching 
sequence. By tracing nodes and arcs from a part in the 1st 
shell to the target part in the access graph, possible 
detaching sequences for the target part can be derived. 
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Furthermore, the access graph can be generated from the 
CAD data of a product. First, a rectangular solid in which a 
product is encased is generated and the volume of the 
product is subtracted from such rectangular solid. As a result, 
a set of polyhedra which correspond to void inner/outer 
spaces is remained. Then, we can verify whether a part, 
which is a real object, contacts with a space, which is an 
imaginary object, or not. If a space contacts with a part, it is 
surround of that part. Thus, the access graph and possible 
detaching sequences can be computed automatically once 
the CAD data, that is, the geometry of a product is given. 
 
4 EVALUATION OF DETACHING SEQUENCES 
In this study, we evaluate possible detaching sequences 
based on the number of detaching operations. If a part can be 
disassembled, one disassembling operation is needed. If it 
cannot be disassembled but can be destroyed, two 
operations are needed: one is cutting operation and the other 
is removing operation of cut pieces. Otherwise, the detaching 
sequence including such part is excluded from candidates for 
appropriate detaching sequences because at least two 
disassembling operations are required: one is for the part 
itself and the other is for a part preventing it from being 
disassembled. 
Note that the minimum number of detached parts in possible 
detaching sequences for a part in the i th shell is i. The 
minimum number of detaching operations of a part is 1 and 
the maximum number is 2. So, the minimum number of 
detaching operations for a part in the i th shell is i and the 
maximum number is 2i. This indicates that we can exclude 
detaching sequences including more than 2i parts from 
candidates. Possible detaching sequences including no more 
than 2i parts are referred to as feasible detaching sequences. 
We select sequences with the minimum number of detaching 
operations from feasible sequences as efficient ones. 
A method to derive appropriate detaching sequences is as 
follows: 
1. Generate the access graph and possible detaching 

sequences. 
2. Select feasible detaching sequences. 
3. For each feasible sequence, verify the disassemblability 

of each part in the sequence in order of increasing its 
shell number. 
 If the part can be disassembled, set the number of its 

detaching operation to be 1. 
 If the part cannot be disassembled but can be 

destroyed, set the number of its detaching operation to 
be 2. 

 If the part cannot be disassembled and cannot be 
destroyed, exclude the sequence from candidates. 

4. Determine sequences with the minimum number of 
detaching operations as efficient ones. 

In this method, we verify the disassemblability of not all parts 
but only parts included in feasible detaching operations. 
Moreover, let us assume that the i-1 th part in a detaching 
sequence is determined to be cut. Then, verification of the 
disassemblability of the i th part in the sequence is carried out 
after regarding the i-1 th part as nonexistent. This indicates 
that the disassemblability of a part is assumed to be 
independent of how to cut its precedent parts. Then, we can 

reduce the computational cost to generate efficient 
disassembly/ destruction sequences. 
 
5 PARTS GROUPING 
Two parts made of the same material do not have to be 
separated if both of them are recycled/discarded. This implies 
that they can be grouped and can be regarded as one part. 
And, it leads to reduction of the number of detaching 
operations.  
Conditions to group multiple parts in this study are as follows: 
1. They are made of the same material. 
2. They contact with each other. 
3. If they are grouped, they do not confine a part made of 

another material to themselves. 
If grouped parts confine a part made of another material to 
themselves, we have to separate them finally to remove the 
confined part because its treatment may differ from that of the 
grouped parts. Recall that the objective of parts grouping is to 
reduce the number of operations. So, condition 3 should be 
satisfied. Information with respect to condition 1 can be 
gotten from ID tag, and condition 2 is checked when the 
access graph is generated. Furthermore, condition 3 can be 
verified using the access graph. 
 

(a) Cross-section

(b) Original access graph

５
P1

P2

P3

P4

P5

P6
P7

1st shell 

2nd shell P3 P7 P5 P6

G124

(c) Modified access graph

1st shell 

2nd shell 

P1 P2 P4

P3 P7 P5 P6

 
Figure 6: example of parts grouping 
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Figure 6(a) shows the cross-section of a product consisting of 
7 parts made of 2 kinds of material. Part P1, P2, P4, P5, and P6 

are made of one material while P3 and P7 are made of the 
other material. Figure 6(b) shows its access graph where an 
arc between two nodes with heavy line means that those two 
parts contact with each other. Note that space number of 
each arc is omitted.  
If we group part P1, P2, and P4, the access graph changes as 
shown in Figure 6(c). Then, if we can trace the graph from a 
part in the 1st shell to a target part without passing of the 
grouped parts, the target part is not confined and can be 
accessed by detaching other parts. In this case, the 1st shell 
consists of the grouped parts G124 alone. So, we cannot trace 
the graph from the 1st shell to part P3 or P7 without passing of 
the grouped parts. Thus, by using the access graph, we can 
determine whether such parts grouping is feasible or not. 
 
6 DETERMINATION OF CUTTING POSITION 
If a part in a detaching sequence cannot be disassembled but 
can be destroyed, it must be cut. Then, we have to determine 
the cutting position. By verifying disassemblability of the i th 
part in a feasible detaching sequence, its removing direction 
can be determined. Let us assume that the i-1 th part cannot 
be disassembled but can be destroyed. Then, we consider 
two types of cutting of that part to disassemble the i th part; 
contour cutting and horizontal cutting. In the former, the 
cutting line of the i-1 th part is determined by projecting the 
shape of the i th part onto that part in the removing direction. 
In the latter, the cutting plane of the i-1 th part the normal 
vector of which is parallel to the removing direction is 
determined so that the plane does not intersect with any part 
without that part. Which cutting is selected depends on the 
size of the cutting area in each cutting.  
Note that such cutting position cannot be determined in 
advance, for example, in design phase because detaching 
sequences/operations, that is, parts to be cut may change 
according to the situation in disassembly/recycle phase. 
Utilizing CAD data of a product in disassembly/recycle phase, 
not only efficient detaching sequences/operations but also the 
cutting position can be determined. 
 
7 CASE STUDY 
In this section, we demonstrate the effectiveness of our 
method proposed in section 3 through 6 with a pilot system. 
 

(a) 3D shape (b) Cross-section

P7

P1

P3

P2

P4

P5,P6 P8,P9

 
Figure 7: Product for case study 

 
 

P1 P4

P7

P2

1st shell 

2nd shell 

P3 P5 P6 P8 P9

3rd shell 
 

Figure 8: Access graph of product shown in Figure 7 
 
Figure 7 shows a product consisting of 9 parts. Figure 8 
shows its access graph. Let us assume that part P2 in the 3rd 
shell must be retrieved. Then, the following 14 feasible 
detaching sequences were derived from the system. 

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨

⎧

→→→
→→→

→→→
→→→
→→→
→→→
→→→

→→

→→
→→
→→
→→
→→
→→

2149

2148

2147

2146

2145

2143

2417

249

248

247

246

245

243

217

PPPP
PPPP
PPPP
PPPP
PPPP
PPPP
PPPP

PPP
PPP
PPP
PPP
PPP
PPP
PPP

 (2) 

Next, the disassemblability of each part in each sequence 
was verified. In this case study, it was assumed that all parts 
can be destroyed. Then, the following detaching sequences 
requiring 4 detaching operations were selected as efficient 
ones. 

⎪
⎩

⎪
⎨

⎧

→→
→→
→→

e)(disasseblPe)(disasseblPremove) and(cut P
e)(disasseblPe)(disasseblPremove) and(cut P
e)(disasseblPe)(disasseblPremove) and(cut P

247

217

243

 (3) 

Note that at least 7 disassembling operations are needed to 
retrieve part P2 if destruction of parts is not considered. 
Figure 9(a) shows the cutting position when we select contour 
cutting of part P3 in sequence P3->P4->P2 and Figure 9(b) 
shows that when we select horizontal cutting of part P7 in 
sequence P7->P4->P2. In actual, the cutting position with the 
minimum cutting area is displayed. 
Thus, how to disassemble/destroy a used product can be 
displayed by our proposed system once constant information 
such as its geometry and material, and variable information 
such as its status of use and the current ordinances are input. 
Then, workers in recycling manufactures can dispose used 
products efficiently without knowledge about each product. 
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(a) Contour cutting (b) Horizontal cutting  
Figure 9: Output of proposed system 

 
8 CONCLUSIONS 
A disassembly support system which suggests efficient 
disassembly/destruction sequences was proposed. First, a 
precedence constraint graph for disassembly was applied to 
derivation of candidates for efficient destruction procedures. 
Although generation of such graph from CAD data of a 
product is time-consuming, a product destruction of which is 
not efficient can be determined using it. Next, the access 
graph was introduced. It represents connection of empty 
spaces existing in/around a product and it is generated from 
CAD data of a product. Using the access graph, possible 
detaching sequences of parts can be derived. Then, we can 
select efficient detaching sequences according to the number 
of detaching operations. At the same time, whether parts to 
be removed should be disassembled or cut is also 
determined. Furthermore, the access graph is utilized for 
parts grouping to reduce the number of detaching operations. 
The cutting position can be determined from CAD data. So, 

how to disassemble/destroy a used product can be displayed 
by our proposed system once information about a product 
and the current rules for disposal are input. Then, workers in 
recycling manufactures can dispose used products efficiently 
without knowledge about each product. Furthermore, by 
changing information about which part can/cannot be 
destroyed according to its status of use or the scientific and 
social environment, appropriate disassembly/destruction 
sequences can be derived. 
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Abstract 
Assembly for miniature mechanism is used in precision mechanics and electronics generally. An optical fiber 
array is one of the miniature mechanisms and it consists of multi-core optical fibers and the V-grooved 
substrate. Because the demand for optical fiber arrays are increasing, it needs the automatic assemble of 
optical fiber array. A fiber must be put in a precise position of the V-groove for automatic assemble of optical 
fiber array. However, it was difficult that a fiber must be put in a precise position of the V-groove by the 
conventional method. It is necessary to develop the Insertion method of fiber to the V-grooved substrate for 
assemble of optical fiber array. This paper deals with a fiber that is inserted like a cantilever model and the 
developed equipment inserts fiber easily. The relation of a fiber length and positional offset between a fiber 
and the V-groove was obtained. 
 
Keywords:  
Optical Fiber, Automatic Assemble and Vibration  

 
 
1 INTRODUCTION 
This paper deals with insertion method for miniature 
mechanism assembly. Assembly for miniature mechanism is 
used in precision mechanics and electronics generally[1], [2]. 
An optical fiber array is an optical communication device that 
consists of multi-core optical fibers and the V-grooved 
substrate [3]. Because the demand for optical fiber arrays is 
increasing, it needs the mass production of optical fiber 
arrays. For automatic assemble of optical fiber array, a fiber 
must be put in a precise position of the V-groove. The friction 
coefficient of a optical fiber with the V-groove’s slope 
prevents precise positioning. Therefore vibration application 
is effective in order to reduce the coefficient of friction. It is 
necessary to develop the insertion method of fiber to the V-
grooved substrate for assemble of optical fiber array. 
 

 

Figure 1: Positioning of optical fiber array 

 

(a) Tape fiber 
 

 

 (b)  V-groove substrate 
Figure 2: Optical fiber array parts 

 

1mm

3mm
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2 PROBLEM IN THE FIBER ARRAY ASSEMBLY 
The optical fiber array consists of a lot of optical fiber and 
connecting optical parts that it is composed of the V-grooved 
substrate as shown in figure 1. In this research, to assemble 
fiber module of 24 cores, two tape fibers of 12 cores shown in 
figure 2 (a), is piled up and it is pushed into the V-grooved 
substrate shown in figure 2 (b).  
 The V-grooved substrate is grinding processed to the glass 
wafer as shown in figure 3. The cover of the tape fiber is 
removed and the tape fiber is inserted in the V-groove. The 
lid is bonded to this, and all processes of the optical fiber 
array assembly are completed. The part of the optical fiber 
insertion to the V-grooved substrate is difficult and we study 
this process. 
For assemble the fiber array, It needs that very thin fibers, the 
diameter is 125μm, are lined up in the V-grooved substrate as 
shown 4. Because the fiber that was removed the coating has 
the warp easily, handling of the fiber is difficult. For a small 
amount comparatively was production, the fiber array  has 
been made by the hand work though is automated many of 
optical part assemblies today. 
As the factor that a defective rate in assembling parts rises, 
the adhesion of garbage to the V-grooved substrate and 
damage on the fiber edge are occurred. The occurrence of 
garbage and the wound is increased because the hand work 
and a defective rate are raised. 
There is the method of handling one fiber is proposed by the 
piezoelectric element as a method of not using the V-grooved 
substrate for assembly, but this method is not practical use by 
the high cost. 
 
3 CHARACTERISTICS OF FIBER IN INSERTION  
When the optical fiber is depressed in contact with the V-
grooved substrate slope, a fiber has the insertion angle of ψ
is able to consider to be a cantilever model which has come 
in contact with the slope, that has a lateral offset δand an 
angular offset φ with valley line of the V-grooved substrate 
as shown in figure 5. When inserting fiber in the assembly 
process, the optical fiber assumes that a fixed edge falls 
downward  than the first position because of pressing the 
optical fiber against the V-grooved substrate slope like fig. 6. 
Here, the contact point is assumed not to slip at all until the 
unti-power by the deformation of fiber is exceeded from the 
maximum static friction force in the contact point. When the 
unti-power is exceeded than static friction force, the contact 
point with the slope and the fiber begins to slip and tip of fiber 
fall down to bottom of the V-groove. 
The pressed part of fiber can be considered to be not causing 
the deformation and fixation in the slope, from the point 
where fiber comes in contact with the slope first to the tip. 
Therefore, the pressed part of fiber contains the contact point 
pressed against the slope by the bend. This contact model is 
deformed in the plane including the straight line that connects 
the contact point of the slope and the fiber with a fixed end.  
Moreover, the deformation of the beam in the plane can be 
considered transform of overhang cantilever beam to which 
the pin joint was supported with the contact point[4] . 
When a fiber has a curve, a lateral offset and an angular 
offset occurs between the V-grooved substrate with a center  

Glass waferTape fiber

Grinding processing
V-grooved substrate

Removing
the covering of
a tape fiber

Insertion of
a tape fiber

Glass wafer Positioning
with load

Bonding,
Heat treatment
Polishing end surface

Optical fiber array
 

Figure 3: Optical fiber array assemble 
 

  
Figure 4: Insertion / lining up on the V-grooved substrate 

 

 

Figure 5: A definition of a position gap / the angular 
misalignment 

 
of the fiber in each fiber like figure 5. The section A-A' that is 
perpendicular to the fiber axis makes most quantity of 
insertion to the V-grooved substrate of the fiber like figure 7 
(a). In section A-A', when an insertion angle ψ is not 0, the 
angle of the V-grooved substrate θa is expressed in  

φ 
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ψθθ costantan ⋅=a  (1) 
θ a  decreases by increasing ψ  (Inclining the V-grooved 
substrate). Moreover the depth of the V-groove in section A-
A' decrease and displacement of positioning shrinks at the 
same time. Because displacement of positioning can shrink, 
geometric gaps with a fiber and the slope of the V-grooved 
substrate increase. Therefore it can avoid the impossible 
insertion state that a fiber touches the slope of the V-grooved 
substrate with a lateral offset or an angular offset and the 
friction produces in contact point. 
A relative position of the slope of the V-grooved substrate and 
fiber in section A-A’ is expressed the horizontal gap of the 
slope of the V-grooved substrate and fiber.   
When it was assumed that there is not a lateral offset in 
section A-A’, it is r : a fiber diameter, y’ : fiber-centered depth 
at the bottom of the V-groove and γ  : angle of a 
perpendicular line and a point in the circumference of a fiber 
at the height y like figure 7 (b).  The gap ⊿x of the horizontal 
direction between the slope of the V-grooved substrate and a 
point in the circumference of a fiber at the height y is as 
follows. 

γθ sincot ryx a −=Δ   (2) 

Here, it is minxΔ  : the minimum of gap xΔ  in y direction. 

When δ>Δ minx , a fiber can be pushed down without 
touching the slope of the V-grooved substrate even if there is 
a lateral offset. In addition, if fiber fits into only the vertical 
direction d ′  in section A-A’, even if there is an angular offset, 
a fiber can be pushed down without touching the slope of the 
V-grooved substrate as follows. 

ψψ
φ

cossin
sin

min
dx
′

>Δ   (3) 

Therefore, if an insertion angleψgrows large, the insertion of 
fiber to the V-grooved substrate makes easy with increasing 
geometric gaps between a fiber and the slope of the V-
grooved substrate like figure 8. 
 
4 INCLINED THE V-GROOVED SUBSTRATE 
4.1 Experimental Apparatus and Methods 
The factor that positioning to the V-grooved substrate of the 
fiber is made difficult is the thinness of fiber. Because the 
diameter of a fiber which removed coating is 125μm, a fiber 
which have a curve or adsorption not be aligned at the V-
grooved substrate. However a fiber is able to be aligned at 
near the fiber root is coating. Therefore we produced the test 
device which it can insert a fiber to the V-grooved substrate 
and slide. At first, the V-grooved substrate that has insertion 
angle touches to a fiber at near the root. The V-grooved 
substrate slides to the fiber tip with attaching a fiber next. The 
V-grooved substrate aligns fiber like combing hair. The 
constitution of the insertion experimental device is shown in 
figure 9. Because the V-grooved substrate is fixed on a highly 
precise stepping motor, an insertion angle of the V-grooved 
substrate can be variable. Because this mechanism is fixed 
on a linear actuator, the V-grooved substrate can be slid 
while changing an insertion angle from a fiber root to the tip of 
fiber.  This mechanism inserts and positions a fiber to the V-
grooved substrate precisely.  

dz

z

y
Ψ

 
Figure 6: Cantilever model of fiber 

 

 

(a) Fiber and the V-groove substrate 

 

 (b)  Position relations 
Figure 7: Fiber insertion model in section A-A' 

 

 
Figure 8: A gap between a fiber and the slope of the V-

grooved substrate 
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Because the fiber root is fixed by a plate on a XY stage, the 
fiber is able to be positioned in vertical and horizontal 
direction. Moving the Y stage in the vertical direction, the 
fixation edge of fiber is pushed down and inserted it in the V-
grooved substrate. By a microscope CCD camera the 
insertion state of the optical fiber is confirm. Figure 10 shows 
a general view of experimental device. 
 
4.2 Experimental Results 
For inspecting the effectiveness of the method that fiber 
insertion to the V-grooved substrate which has an insertion 
angle, an insertion experiment carry on with same insertion 
position and same insertion angle in the test device. It carried  
with 12 core fibers and the length, a lateral offset and an 
angular offset φ  that it is assumed a curve and adsorption is 
changed. An effect of a lateral offset is shown in figure 11. 
When an lateral offset δ  was large, an displacement until 
insertion was large. An effect of angular offset is shown in 
figure 12. When an angular offset φ  was more than 15 
degrees, it was impossible positioning if an insertion angle ψ  
was 0. An effect of insertion angle is shown in figure 13. The 
quantity of evaluation is how many fibers (whole 12 core) 
were positioned into the V-groove. The ratio of insertion 
success 

XY motorized
stage

XY motorized stage

 
Figure 9: An insertion experimental device 

 

 
Figure 10: A general view of experimental device 

increases with increase of ψ .  When an insertion angle ψ  is 
more than 20 degrees, all 12 fiber could be positioned into 
the V-groove. When an angle offset φ  is less than 10 
degrees, all fiber was able to position it even an insertion 
angle ψ  is 0. As these result, it is effective that the V-
grooved substrate has an insertion angle when there is 
angular offset. 
 

 
Figure 11: An effect of lateral offset 

 
Figure 12: An effect of angular offset 

 

 
Figure 13: An effect to positioning with an insertion angle 
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5 SLIDING INSERTION 
When there was an angular offset, it is effective that the V-
grooved substrate has an insertion angle, but it is not 
effective when there was a lateral offset. 
If fiber becomes long, lateral offset and angular offset of 
fibers grows large. This reason is fibers being close together 
by static electric force. Figure 14 shows that unevenness 
grows large if fiber becomes long. 
Fiber insertion is difficult when a fiber insertion position is far 
from fiber root and exceeds an effective range by a method 
that the V-grooved substrate inclines. Therefore our device let 
the V-grooved substrate slide from the insertion position to 
the near  position by the fiber root after inserting fiber into the 
V-groove. 
Because the fiber with coating is fixed in line, coating 
removed fiber where is near by the fiber root is aligned 
comparatively. However, because an adsorption and the 
curve of fiber occur, an unevenness of the fiber grows large 
and it is impossible of insertion. Figure 15 shows that an 
unevenness of fiber suddenly grows large where the length 
from fiber root to insertion position is more than 20mm. On 
the contrary, a fiber can be inserted into the V-grooved 
substrate where the length from fiber root to insertion position 
is less than 20mm easily. 
Therefore, like figure 16, the insertion position where the fiber 
is touched to the V-grooved substrate for the first time is had 
to near to a coating fiber root. If the V-grooved substrate must 
be positioned in the fiber tip for assembling, the V-grooved 
substrate or a fiber slide to the axial direction of fiber from the 
first insertion position with touching fiber with the V-grooved 
substrate and move to the necessary position. Finally the V-
grooved substrate is positioned in a tip of fiber with aligning. 
It is examined whether fiber could slide in a state inserted in 
the V-grooved substrate under the condition that there was a 
position gap by this slide insertion method. A lateral offset of 
the maximum is 60μm.  
The first insertion length from coating fiber root is 5mm. The 
V-grooved substrate has an insertion angle and slide to the 
fiber axial direction. A quantity of movement of the limit that 
could keep the state that fiber stood in line on the V-grooved 
substrate is measured. The insertion angle of the V-grooved 
substrate changed from 0 degrees to 45 degrees. The slide 
speed is 1.9mm/sec. In addition, the experiment sample 
used is as follows. 
Test fiber has 12 cores, diameter of fiber is φ125μm, pitch of 
fibers is 125μm, fiber length is 100mm. 
The V-grooved substrate has 24 V-groove, pitch of the V-
grooved substrate is 125μm, the V-groove angle is 55 
degrees, depth of V-grooved substrate is  90μm.  
When there was a lateral offset 60μm like figure 17, the V-
grooved substrate was able to slide to 50mm in condition that 
have been aligned fiber. Because a lateral offset that is slide 
to the fiber axial direction don’t increase, it can be keep a 
quantity of lateral offset when an first insertion state. 
On the other hand, when there is an angle offset, a lateral 
offset increased by the angle of the fiber’s axial direction and 
the slide direction of the V-grooved substrate. Therefore it is 
impossible that the state that fiber is aligned on the V-
grooved substrate be keep by increasing lateral offset. 

 
Figure 14: The change of the lining up state by the fiber 

length 
 
 

 
Figure 15: The change of the lining up state by the fiber 

length 
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Figure 16: The insertion method 
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Figure 17: Sliding distance 

 
6 CONCLUSIONS 
1) The effectiveness of the method that the V-grooved 

substrate has an insertion angle and slide to the fiber 
axial direction for optical fiber array assembling is 
examined. 

2) In the model that considered a fiber to be a cantilever, It 
is confirmed that the effectiveness of the insertion method 
to incline the V-grooved substrate. 

3) The effectiveness of the method that the V-grooved 
substrate slides with insertion fiber into the V-groove is 
confirmed. 

4) The maximum length that is enabled insertion and 
positioning when the fibers have a curve is 50mm. 
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Abstract 

This paper describes the application of prototype of the AFLEF to a peg-in–hole task. This AFLEF is an active 

fixture and can fix any hole-work and position the fixed work at short range. We have combined the prototype 

of it and a 1-DOF inserting device with the RCC device into a new assembly system for such assembly task as 

a peg-in-hole task. However, there are two problems to realize this task. One is the “incomplete contact 

condition,” and another is the modification of location of a hole-work to the insertion point. In this paper, in 

order to solve the former, the AFLEF has been newly equipped with two touch sensors to judge the contact 

condition and it can modify the contact condition to the complete contact. Moreover, in order to solve the latter, 

we propose the modification method without any vision sensor. In order to confirm the effectiveness of our 

proposing modifications of the contact condition and the hole-work’s location, we have tried a peg-in-hole task 

with the assembly unit. As a result of this trial, although it took a little long time to finish a task, a task has been 

realized without failure. 

 

Keywords:  

Mechatronics; Robotics; Assembly; Fixture; Handling 

 

 

1 INTRODUCTION 

Recently, the automated assembly system needs two flexible 

functions mainly, i.e. one is the flexible fixing to fix a several 

types of works and another is the flexible assembly to 

assemble a work under any deviation caused by the location 

error or deformation of it. Many fixture systems such as “rigid 

complex fixture [1],” “reconfigurable assembly fixtures [2]” and 

“modular fixture [3]” have been developed in order to be 

adapted to the former function, but, since most of these 

fixtures are passive, they do not have the latter one. It needs 

the active fixture system and some active systems have been 

developed by Chan and Lin [4], Hazen and Wright [5], Grippo 

et al. [6], and Yashima and Kimura [7]. However, these are 

adaptive surface-fitting type, and they can only fix a work 

rigidly, except for Yashima and Kimura’s one. Therefore, our 

goal is the development of “active functional fixture (AFFIX)” 

having those two functions. 

We have started the development of the active flexible fixture 

(AFLEF) as the first step of the development of AFFIX. The 

AFLEF can fix any work rigidly and actively by only position 

control and also position the fixed work at a few millimeters in 

order to correct the location of fixing point into the assembling 

point. Thus the AFLEF needs not to be as dexterous as 

advanced robot-hands but it needs to be more practical than 

them. We presented the structure and the indispensable 

functions (fixing and positioning at short range) of the AFLEF 

on plane level as the prototype [8]. This prototype, hereafter 

referred to simply as the AFLEF, is composed of four contact 

fingers, which grip the sides of a work by two driving joints: 

translating and rotating ones. 

This paper describes the application of the AFLEF to a peg-

in-hole task. We have combined it and a 1-DOF inserting 

device with a RCC device into a new assembly unit for the 

task. In this unit, the inserting device controls a peg only to go 

down vertically at the insertion point. On the other hand, the 

AFLEF fixes a polygonal hole-work actively and positions it to 

the insertion point by position control. Here, there are two 

problems to realize this task.  

One problem is the incomplete plane contact. One of 

characteristics of the AFLEF is the plane contact between a 

polygonal work and each contact finger in order to fix the 

work hardly by large frictional force. However, when four 

fingers grip a polygonal work, it is very rare that the plane 

contact is complete at all contacts. Naturally, the condition 

where the plane contact is incomplete does not exhibit the 

functions of the AFLEF. In this paper, we present the method 

to modify the incomplete plane contact to the complete plane 

contact. Two touch sensors has been newly equipped each 

finger in order to judge the incomplete plane contact or the 

complete one. If the contact condition is incomplete, we can 

modify the contact condition to the complete plane contact by 

easy control of the driving joints on the basis of an output of 

each touch sensor, the angle of rotating driving joint and so 

on. 

Another problem is the method of positioning of a hole-work 

to the insertion point. In this case, the position of work is 

generally controlled with feedback from a visual position 

sensor. Naturally, this method can be applied to our assembly 

system. However, in this paper, we propose the other method 

taking advantage of the plane contact without vision sensor, 

because we can find the deviation of the location of the fixed 

work from the insertion point on the basis of the location of 

contact point, the length of translating joint, the angle of 

rotating driving joint and so on. 

Moreover, this paper also describes the performance of a 

peg-in-hole task with the proposal unit that is improved in the 

abovementioned problems. 

 

2 MECHANISM AND STRUCTURE OF THE AFLEF 

The schematic drawing of the AFLEF is shown in Figure 1. It 

is composed of four contact fingers. Each contact finger 

comes in contact with the side of a work and grips it. 

The schematic drawing of the contact finger is shown in 

Figure 2. The contact finger has two driving joints: translating 

and rotating driving joints, in order to move independently on 
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the platform. In the manufactured AFLEF, the movable range 

of each driving joint is as follows: translating joint: 85 - 105 

mm and rotating joint: 0 - 360 degree. 

The contact finger is also composed of the probe and the 

contact plate in addition to the driving joints. The contact plate 

is equipped with a rubber-slab to cause large friction in the 

contact point and comes in contact with the side of a work 

under plane contact condition. Moreover it joined to the probe 

can rotate freely around the vertical axis. As can be seen 

from Figure 2, the probe is equipped with the force sensor to 

measure each contact force in the radial or the angular 

direction and the potentiometer to measure the angle to the 

contact plate. 

The schematic diagram of position control of the contact 

finger is shown in Figure 3. The position of translating or 

rotating driving joint in each contact finger is controlled by 

inputting the individual reference position data into it from a 

computer simultaneously and the location of each contact 

plate is controlled. Each translating driving joint is usually 

rigid because of the reduction gear, but it can be made elastic 

by the feedback of a force sensor’s signal in addition to a 

displacement sensor’s signal. 

In order to exhibit both fixing and positioning at short range 

functions, two translating driving joints need to be set elastic 

on the basis of theorem proved by Osumi et al. [9]. Moreover, 

under grip of a work, the contact plane of contact finger with 

an elastic joint should not be parallel to each other and that 

with a rigid joint should not also be so. In the manufactured 

AFLEF, the translating joints of contact finger 1 and 2 have 

been set rigid and that of contact finger 3 and 4 have been 

set elastic [8]. 

 

3 IMPROVEMENT OF THE AFLEF 

3.1 Modification of “incomplete contact” to “complete 

contact” 

One of characteristics of the AFLEF is plane contact between 

a polygonal work and each contact plate in order to fix the 

work hardly by large frictional force. However, when four 

fingers with the contact plates grip a polygonal work, in most 

cases, the contact condition becomes incomplete, that is, the 

plate keeps in contact with the work at only either end of the 

plate, not both end of it, as shown in Figure 4. This is caused 

by the deformation of the rubber-slab of contact plate and the 

free joint of the plate. Naturally, this incomplete plane contact 

condition, hereafter referred to simply as the incomplete 

contact, does not exhibit functions of the AFLEF. Thus, we 

have improved the AFLEF to modify the incomplete contact to 

the “complete contact.” 

First, in order to judge the incomplete contact or the complete 

one, we have newly equipped the contact plate with two 

touch sensors at both ends of it, as shown in Figure 5. The 

touch sensor is a touch switch of push type. Thus the output 
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Figure 1: Schematic drawing of the AFLEF. 
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of sensor keeps ON in contact with a work but it turns to OFF 

the moment the sensor separates from it. As shown in Figure 

5, when only one sensor is ON (another is OFF), the contact 

condition is judged as the incomplete contact and, when both 

sensors are ON, it is judged as the complete contact. 

Secondly, we have found the method to modify the 

incomplete contact to the complete contact by the control of 

translating and rotating driving joints of the contact finger. 

Figure 6 shows two types of the incomplete or complete 

conditions between the contact finger and a work. In this 

figure, the rotating driving joint is set to the origin of the two 

dimensional Cartesian coordinates system and the line 

parallel to the surface of a work is also set to X-axis of it. 

Moreover, the notations used in the figure are as follows: 

point A is the position of rotational joint of the contact plate 

under the incomplete contact; point A’ is the position of that 

under the complete contact; point B is the contact point 

between a work and the end of contact plate; a is the 

constant distance between point A and point B; l1 and l2 are 

the length of translating driving joint under the incomplete 

contact and the complete contact, respectively; x and y are 

the distance between point A and point A’ for X-axis and Y-

axis, respectively; 1 and 2 are the angle of rotating driving 

joint under the incomplete contact and the complete contact, 
respectively;  is the angle between the plate of contact plate 

and a work and  is the constant angle between the contact 

plate and line AB. As can be seen from Figure 6, in both 

conditions of (a) and (b), the incomplete contact is modified to 

the complete contact by positioning of the joint of contact 

plate from point A to point A’ along circular arc AA’ with 

center B. Here, since practical experiment has shown that 

real value of  is as small as 5 degree in maximum, circular 

arc AA’ can be approximated to the other trajectory such as 

line AA’. Thus we find the control values of translating and 

rotating driving joints for the modification on the basis on this 

fact. In the condition I, x and y are founded by: 

  

x = a{cos cos( + )} a sin

y = a{sin( + ) sin } a cos
     (1) 

Thus, the control value of translating driving joint l (= l1 - l2) 

is founded by: 

  

l = l2 l1 = (l1 cos 1 x)2 + (l1 sin 1 + y )2 l1

l1
2
+ 2l1a(sin 1 cos cos 1 sin ) l1

l1 1+
a sin( 1 )

l1

l1

=
a sin( 1 )

l1

  (2) 

Similarly, the control value of rotating driving joint  (= 1 - 

2) is founded by: 

  

= 2 1 = tan 1 l1 sin 1 + y

l1 cos 1 x 1

tan 1 l1 sin 1 + a cos

l1 cos 1 a sin 1

1 +
l1a(cos 1 cos + sin 1 sin )

(1+ tan2
1)(l1

2 cos2
1)

1

=
a cos( 1 )

l1

  (3) 

On the other hand, in the condition II, the control values of 

both driving joints: l and  can be founded by similar 

process, that is, 

  

l = (l
1
cos

1
+ x)2

+ (l
1
sin

1
+ y )2 l

1

a sin(
1
+ )

l
1

= tan 1 l
1
sin

1
+ y

l
1
cos

1
+ x 1

a cos(
1
+ )

l
1

   (4) 
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Figure 5: Schematic diagram of the contact plate with touch 

sensors. 
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As can be seen from Equation (2) to Equation (4), 

approximately, each control value is directly proportional to 

the angle  because the other notions: a, l1, 1 and  are 

known. However, since the angle  is unknown, a specific 

control value cannot be founded directly. Therefore, after 

judging the condition I or II, we have set control value to  = 

0.3 degree to each driving joint as one unit and have modified 

the contact condition by inputting every unit to both driving 

joints simultaneously until the outputs of both touch sensors 

turn to ON. 

3.2 Modification of location of a fixed work to insertion 

point 

In the AFLEF, each contact finger is controlled to come 

contact with the edge of a work at the reference point given 

beforehand. However, the real grip point usually deviates 

from the reference one and the grip location of a work also 

deviates from the initial location. Hence, the AFLEF has the 

function of positioning at short range but no function of finding 

a control value to modify a work to the assembly location. It is 

popular that this function is realized by the control with 

feedback from a vision sensor. Naturally, this method can be 

applied to our assembly system. However, we propose 

another method taking advantage of the plane contact as a 

characteristic of the AFLEF in this paper. That is, our 

proposal method needs no vision sensor. 

This modification can be applied on the following conditions: 

a work is polygon on plane level; its shape and size are 

known; the insertion point is given; the location (position and 

attitude) of work set at the insertion point is given and the 

edge of work in contact with each contact finger is given. 

Figure 7 shows an example of relationship between the 

location of a work at the insertion point and that at a real 

fixing point. Here, the contact finger 3 and 4 are left out. In 

this figure, the Cartesian coordinates system o-xy set on a 

work stand and the insertion point is set to the origin. 

Moreover, the notations used in the figure are as follows: l
i
 

and 
i
 are the length of translating driving joint and the angle 

of rotating driving joint of contact finger i (i = 1, 2), 

respectively; 
i
 is the angle between the contact plate and the 

probe in contact finger i (i = 1, 2); r0 is the constant length 

between the center of plate and the rotational joint in the 

contact plate; (X
i
, Y

i
) is the coordinates to the rotating driving 

joint of contact finger i (i = 1, 2) and (xc
1
, yc

1
) and (xc

1
0, yc

1
0) are 

the coordinates to the center of the plate of the contact plate 

of contact finger 1 under a real fixing of a work and the fixing 

of it at the insertion point, respectively. Furthermore, L0
i
 shows 

the line including the edge of a work in contact with the 

contact finger i (i = 1, 2) under the fixing at the insertion point; 

L
i
 shows the line including the edge of a work in contact with 

the contact finger i (i = 1, 2) under a real fixing; P0(a0, b0) and 

P(a, b) are the intersection and its coordinates of the lines L0
1
 

and L0
2
 and the lines L

1
 and L

2
, respectively and 0

1
 is the 

angle of lines L0
1
 to the x-axis. 

Since the translating joints of contact finger 1 and 2 have 

been set rigid, the line L0
1
 is not parallel to the line L0

2
. 

Moreover, since the equations of the lines L0
1
 and L0

2
 can be 

determined from the abovementioned preconditions, the 

coordinates (a0, b0) and the angle 0
1
 can be founded from 

these equations. On the other hand, the equation of the line L
i
 

(i = 1, 2) can be expressed as: 

 

  

x + tan( i
+

i ) y

= tan( i
+

i ){l i sin i
+ r0 sin( i

+
i )+Y i }

{l i cos i
+ r0 cos( i

+
i )+ X i } (i = 1, 2)

   (5) 

Thus the coordinates (a, b) can be founded from Equation 

(5). The intersection and either slope of a couple of lines (L0
1
, 

L0
2
) and (L

1
, L

2
) correspond to the location of work at the 

insertion point and a real fixing one, respectively. Here, the 

transfer of a work from a real fixing point to the insertion one 

is considered as translation after rotation about the origin. 

Thus this transfer can be expressed as: 

  

x
0

y
0

=

cos
1
+

2
sin

1
+

2

sin
1
+

2
cos

1
+

2

x

y
+

=
sin

1
cos

1

cos
1

sin
1

x

y
+

  (6) 

where 
1
 = 0

1
 – (

1
 + 

1
); 

t
(x  y) is the coordinates to any 

point on a work at the real fixing point; 
t
(x0 y0) is the 

coordinates to the point transferred 
t
(x  y) to and  

t
(   ) is 

given by: 

  

=
a

0

b
0

sin
1

cos
1

cos
1

sin
1

a

b
     (7) 

On the other hand, the coordinates of contact point with the 

contact finger 1 (xc
1
, yc

1
) can be determined as: 

x 

y 

o 

1
 

2
 

l
1
 

1
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2
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Figure 7: An example of relationship between4the location 

of a work at the insertion point and that at a real fixing point. 
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x
c
1
= l1 cos 1

+ r0 cos( 1
+

1)+ X1

y
c
1
= l1 sin 1

+ r0 sin( 1
+

1)+Y1
    (8) 

Thus the coordinates of contact point at the insertion point 

(xc
1
0, yc

1
0) can be founded from Equations (6), (7) and (8) as: 

  

x
c0

1

y
c0

1
=

sin
1

cos
1

cos
1

sin
1

x
c
1

y
c
1
+     (9) 

In the other contact fingers, similarly the coordinates of 

contact point at the insertion point can be founded. Therefore, 

the position of a fixed work can be modified to the insertion 

point by inputting each control value calculated from these 

coordinates to translating and rotating driving joints in each 

contact finger.  

 

4 ASSEMBLY EXPERIMENT  

We experimented with our new assembly unit in a peg-in-hole 

task. This unit is composed of the AFLEF and a 1-DOF 

inserting device. Naturally the AFLEF fixes and position a 

hole-work. On the other hand, the inserting device controls a 

peg only to go down vertically at the speed of 35 mm/sec.. 

The peg was a steel cylinder having a diameter of 19.98 mm 

and a height of 35 mm. The hole-work was an aluminum 

rectangular parallelepiped whose size was 70 by 70 by 30 

mm and its weight was 1.63 N. The hole having a diameter of 

20 mm, a depth of 25 mm and a chamfer of 1 mm was drilled 

in the upper face of the work. Here, the inserting device is 

equipped with a RCC device because the clearance between 

the peg and the hole (0.02 mm) is very smaller than the 

positioning accuracy of the AFLEF (±0.3 mm). 

Figure 9 shows phases of fixing conditions of a hole-work 

with the AFLEF in a peg-in-hole task. First, as the initial 

condition, a hole-work was set in condition where the center 

of hole corresponds to the origin of the coordinates system on 

a work stand and each side of the work was parallel to the x- 

or y-axis. Secondly, the AFLEF gripped the work. Here, 

contact condition is incomplete in most cases. Thirdly, the 

contact condition was modified to the complete contact to fix 

the work by the method mentioned in Chapter 3.1. Fourthly, 

the location of the fixed work was modified to that on the 

insertion point by the method mentioned in Chapter 3.2. 

Lastly, the peg was inserted into the hole with the inserting 

device.  

We tried this sequence of peg-in-hole. Figure 10 shows the 

changes of translational and rotatory angular displacements 

of hole-work and reaction force of each contact finger for the 

sequence of peg-in-hole task. Here, the former changes (a) 

are shown as the displacements to the x-, y- and -axes 

directions measured with a CCD camera (resolution: 0.03 

mm/pix.) and the latter change (b) is done as the force 

measured with force sensor equipped each contact finger 

with. 

 

5 DISCUSSIONS 

The AFLEF finishes the sequence of task with keeping 

contact with the hole-work, i.e. without failure, as can be seen 

from Figure 10 (b), because each reaction force does not 

become zero. However, the final displacements to each 

direction are as follows: 0.5 mm to the x-axis direction, 0.7 
mm to the y-axis direction and 1.2 degree to the -axis 

direction. The Accuracy of positioning on each direction at 

±3.0 mm or ±3.0 degree was ±0.3 mm or ±0.3 degree in the 

previous experiment in positioning at short range [8]. The 

decline of accuracy is considered to be caused by the 

modification of location of a hole-work to insertion point with 

low accuracy, and this low accurate modification is caused by 

the estimation of real fixing point with low accuracy because 

the accuracy of potentiometer as the angle sensor measuring 

the angle of contact plate is low, i.e. the accuracy is ±1 

degree. Thus, if the accuracy of potentiometer is more than 

±0.05 degree, the location of the work at the insertion point 

(a) Initial condition (b) Grip of a hole-work 

under the incomplete 

contact 

(d) Modification of the 

location of a hole-work to 

insertion point 

(c) Fixing of a hole-work 

under the complete 

contact 

Contact finger 3 

Contact 
finger 4 

Contact finger 2 

Contact finger 1 

x 

x 

x 

x 

y y 

y 
y 

o 

o 

o 

o 

Insertion point 

Figure 9: Phases of fixing conditions of a hole-work with the 

AFLEF in a peg-in-hole task. 

Peg 
RCC device 

Hole-work 

Contact finger 

Figure 8: Photograph of  assembly unit with the AFLEF for a 

peg-in-hole task. 
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can be estimated to be modified within ±0.3 mm in the x- and 
y-axis directions and ±0.3 degree in the -axis direction. 

On the other hand, the modification of contact condition 

succeeds but it takes a little long time to finish that. The time 

needs to be shortened for practical modification level. 

 

6 CONCLUSIONS 

We have combined the AFLEF and a 1-DOF inserting device 

with the RCC device into a new assembly system for a peg-

in-hole task. However, to realize this task, there are two 

problems. One is the incomplete contact, and another is the 

modification of location of a hole-work to the insertion point. 

In this paper, to solve the former, each contact finger of the 

AFLEF has been newly equipped with two touch sensors in 

order to judge the incomplete contact or the complete contact 

and we propose the control method to modify the contact 

condition to the complete contact. Moreover, to solve the 

latter, we propose the modification method without any vision 

sensor by taking advantage of the plane contact as one of 

characteristics of the AFLEF. In order to confirm the 

effectiveness of our proposing modifications, we have tried a 

peg-in-hole task with the assembly unit. As a result of this 

trial, the task has been realized without failure. However, in 

order to realize the task with the AFLEF on practical level, it 

becomes clear that higher accurate modification of location 

and faster modification of contact condition. 
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Figure 10: Displacement in each axis direction and reaction force on each contact finger for a peg-

in-hole task by using new assembly unit with the AFLEF. 
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Abstract 
When mechanical cams are replaced with hydraulic drives in relatively fast applications the dynamics of 
hydraulic drives is very important. From the tracking error point of view the delay between the reference and 
the load motion is the most serious problem. Due to large and expensive real systems a real animation system 
and simulations are used in this study. The model of the animation system is validated and simulation is used 
to study the performance of different controllers. The best results are achieved with the State Feedback 
Controller, velocity forward loop, and the delay compensation. 
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1  INTRODUCTION 
There are some applications where good programmable 
position tracking capability is important. One application field 
is where mechanical cam tracking systems are replaced with 
some kinds of servo drives. Such applications are for 
instance short serial production by milling using mechanical 
model and follow-up system. Both electro-mechanical and 
electro-hydraulic methods have been studied by 
simulations and experiments in replacing the mechanical 
cams in machine tools and combustion engine applications 
[1], [2], [3], and [4]. The application behind this study is 
replacing cam shaft of gas exchange valves in big Diesel 
engines with hydraulic servo systems. There are studies of 
hydraulic applications where on/off-valves are used to control 
opening and closing of gas exchange valves [5], [6]. In these 
cases the strokes length and opening and closing timing of 
gas exchange valves can be controlled. However then the 
basic working principle is to open and close gas exchange 
valves with the timing of the control signal not to replace the 
real mechanical cams. The real replace of mechanical cams 
with hydraulic servo systems have been studied, for instance 
in [7], [8].  

 

2 MOTIVATION 
In practice it is very difficult, time consuming and expensive 
to make tests with real applications, with big and expensive 
machine tools or diesel engines. Simulation is often a 
powerful tool to find out influences of basic design and 
parameters on performance of systems. When an application 
is new and somehow close to the performance limits of 
considered system, some support to validate simulations is 
needed. One possibility might be, in certain cases, to support 
simulation with real time animation with somehow scaled real 
system.   

The well-verified model of hydraulic cylinder and servo valve 
combination of previous studies is used as basic model in 
simulations [9]. The structure of the model is kept mainly the 

same, but there are some uncertainties of parameters. That 
is why experimental animations of a real application are 
made. The basic idea is to arrange the laboratory tests with 
normal commercial components, but defining the 
performance specifications and ratio of the servo valve and 
drive dynamics the same as in the real applications. In most 
hydraulic servo applications the dynamics of servo valves is 
remarkably higher than cylinder drives. This situation has 
been often also assumed in design processes. However, 
quite often it is difficult to estimate application date because 
authors do not tell the dynamics of actuators and servo 
valves. In this case both actuator and servo valve dynamics 
are estimated and the values are verified with basic 
experimental tests.  

   

3 SPECIFICATION OF SYSTEMS 
The basic idea is to replace traditional mechanical cam shaft 
driving systems with a hydraulic servo system. The motion 
realized with the cam and spring system is replaced with a 
hydraulic cylinder. In order to fully replace the cam produced 
motion the hydraulic cylinder is controlled by a servo valve 
and closed loop controller. Quite often it is considered that 
hydraulic systems are strongly non-linear. It is partly true. 
They are really non-linear if compared to electric drive 
systems. However, the linearized model of hydraulic cylinder 
drive with some experience based knowledge of parameters 
has proved to be useful in performance analyzing and design 
of controllers [10].  

The third order model is used in position and motion control 
applications. There are three system parameters in the 
model; natural frequency, relative damping factor, and 
velocity gain. The effective bulk modulus is the most 
uncertain factor in the estimation of the natural frequency 
according to the basic formula [11]. In practice much lower 
value than of the basic oil has to be used. A practical 
estimation of the effective bulk modulus is 1000 MPa (basic 
oil has around 1500 MPa). Other parameters influencing 
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estimation of the natural frequency is estimated quite straight 
forward. In this special case the minimum natural frequency 
of the animated system is estimated to be around 900 - 950 
rad/s.  

The choice of the damping factor is also based on some 
experience. There are estimation formulas for the damping 
factor [11]. Experimental tests show that there are three main 
relatively difficult estimated parameters influencing on the 
damping factor [12]. A good guess is 0.15 in cases where is 
no external damping elements.  

The maximum velocity of the animated system with the full 
stroke is estimated to be around 3.5 m/s. This means 
according to preliminary estimations that the nominal volume 
flow of the servo valve should be around 70 l/min, when 
supply pressure is 250 bar. However, the practical 
commercial choice seems to be the valve with the nominal 
volume flow 100 l/min. The real velocity gain depends on the 
flow rate of the servo valve but also the pressure drops in the 
control notches of the valve. However the velocity gain used 
in the linear model is based on the maximum velocity and the 
maximum control signal of the servo valve. The velocity gain 
is in this case 0.35 m/Vs. 

Some cases the closeness of the cylinder natural frequency 
and the bandwidth of the servo valve might have the 
significant effect on dynamic performance of whole system. 
In this special case the bandwidth of the servo valve is 
around 1500 rad/s. It has to be noticed that the dynamics of 
this size of the valve one of the highest on the market.  

In order to animate the system in the laboratory the following 
test system is used. The available servo valve and cylinder 
have the following specifications. 

• Nominal volume flow 40 l/min 
• Nominal pressure drop/control notch 35 bar 
• 90o bandwidth 500 rad/s with 10% control signal 
• Cylinder 32/20-1000 (piston/rod-stroke [mm])     

The main idea in the design of the animation system is to 
make the animating system dynamically and from control 
point of view as demanding as the animated real case. 
Because the dynamics of the available servo valve is one 
third of the animated system servo valve the dynamics of the 
cylinder drive is designed to be one third, too. The natural 
frequency should be 330 rad/s. This means that the inertia 
load should be 20 kg. 

Following these ideas the time for the back-and-forth motion 
should be 50 ms with the stroke of 16 mm. The maximum 
velocity is around 1.2 m/s. All above estimated parameter 
values lead to the supply pressure 100 bar. 

 

4 MODEL VALIDATION 
The following experimental set-up is made based on 
estimated parameters in previous chapter and according to 
components exciting in the laboratory. 

• Cylinder 32/20-1000 (piston/rod-stroke [mm]) 
• Inertia load 20 kg 
• Supply pressure 100 bar 
• Servo valve 

 * Nominal volume flow 40 l/min 
 * Nominal pressure drop/notch 35 bar 
 * -90o bandwidth 500 rad/s 
* Position sensor 
 * Incremental encoder, resolution 0.0025 mm 

* Controller 
 * PC with dedicated DSP-card 
The basic hydraulics is modeled according to principles 
presented in [1]. This modeling includes the following parts. 

• Dynamics of cylinder and load 
• Friction forces modeled based on [13] 
• Servo valve 

* Static characteristics including dead band and 
hysteresis [14] and [15] 

* Dynamics with spool velocity saturation 

* Pipes and hoses 
* Bulk module and reduced mass 
* Controller 
 * Discrete realization 

 * Sampling and executing times of control algorithm 

Open loop measurements are made to validate the estimated 
natural frequency and damping. As an example the velocity 
responses from both directions with the same strokes and 
the end point are shown in Figures 1 and 2.  

 

The natural frequency and damping match well to the 
estimated natural frequency and damping. The influence of 
the cylinder asymmetry on the velocity is compensated by 
the piston area ration scaled control signal of the valve. The 
same principle is used in the velocity gain and valve control 
signal saturation in the closed loop case. This way also the 
open loop gain is the same in both directions. It also means 

 

Figure 1. Open loop velocity step responses. 

 

Figure 2. Zoomed velocity step responses at end of stroke. 
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that the position loop gains can be the same in both 
movement directions.  

Slight tuning has to be made in simulation process. The 
simulated rise time matches well with measured one, if the 
supply pressure is 100 bar. The nominal flow rate in the 
manufacturer’s specifications of the servo valve is 40 l/min 
with 35 bar pressure drop in the control notch. In the model a 
little bit higher value has to be used in this case. The suitable 
value for different control signals is 42 l/min, which is inside 
the tolerances (±10%) inform typically for servo valves.  
Another a little bit uncertain parameter is the effective bulk 
modulus which influences the natural frequency. It can be 
figured that the bulk modulus of the normal hydraulic oil is 
1500 MPa and typically in preliminary estimations the value 
1000 MPa is used, but in this case the suitable value seems 
to be 1350 MPa. The friction forces influence, among other 
things, the damping. The following fixed values are used in 
this case: static friction force 400 N, Coulomb friction force 
250 N, and viscous friction coefficient 150 Ns/m.  

As an example, the position error and velocity step 
responses from both directions to the minimum natural 
frequency point are shown in Figures 3 and 4, when P-
controller is used. The open loop gain is 30 1/s. The tuning is 
based on the responses without overshoots. The same 
parameter values are used as in the open loop responses. 

 

Figure 3. Zoomed position error responses in both directions, 
P-controller. 

The responses are typical for P-controlled position servo 
systems. Due to low natural damping step responses 
oscillate which can easily be seen in velocity responses. The 
results of the comparisons between simulated and 
experimental responses show that the model is good enough 
to be used in the design and tests of different controllers.   

 

5 EXPECTED PROBLEMS 
Comparing the dynamics of the hydraulic system the required 
dynamics of responses is very high.  The required position 
profile is shown in Figure 5 

The position profile in Figure 5 can be considered as one 
whole cycle of sin-wave with the frequency of 20 Hz. When 
the system natural frequency is 50 Hz, there should not be 
any big problem to track the reference signal accurately 
enough. In practice the reference signal is not a sin-wave but 
the profile repeated in a certain intervals. In practice there is 
a significant delay at the beginning of the position response 
as can be seen in Figure 6. There are the zoomed initial 

stages of the step responses of 16 mm to the point of 600 
mm from both directions. The important feature is the 
significant delays of responses, around 8 ms. 

The reference signal is smoother in the application and so 
expected delay is bigger. 

 

 

Figure 4. Zoomed velocity responses in both direction, P-
controller. 

Figure 5. Position profile. 

 

Figure 6. Zoomed position responses. 
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6 CONTROLLER DESIGN  
Because the main goal is to study possibilities to realize 
hydraulic drive in these kinds of applications the control 
system has to fulfill some features: 

• It should be as simple as possible 
• It should have as few tuning parameters as possible 
• It should be robust against variations of conditions and 

parameter changes 
• It should have as few sensors as possible 
• Dynamics of servo valve and drive could be close 
• Commercial components should have been used as 

much as possible 

The P-controller is a simple useful controller, especially in 
position control systems. It is also relatively robust when it is 
tuned suitably. However, in fluid power applications, where 
damping is typically quite low there are often problems in 
matching the dynamics, response time, and positioning 
accuracy of control systems. When fast responses, high 
positioning and tracking accuracy as well as smooth 
dynamics are required the P-controller is not good enough. 
For instance in this case the settling time of the step 
response is around 0.2 s with P-controller mostly due to low 
damping of the drive. In practice the State Feedback 
Controller has proved to be a good solution on hydraulic 
cylinder drives when high performance is required and the 
parameters of an application do not change much [16] and 
[17]. In this special application only position sensor might be 
used. The required stroke is short and available space is 
small, but quite high dynamics is necessary. The 
specification of the positioning accuracy is not extra high but 
the reliability and life time should be high. All these mean that 
some non-contacting analog position sensor is a good choice 
into the real application.   

The following controllers are tested in the animation system 
by simulation: 

• State Feedback position controller with forward loops. 

• Cascaded State Feedback position and velocity 
controllers. 

• Motion controller, combination of State Feedback 
position and velocity controllers. 

• Computed force controller. 

• State Feedback position controller with forward loops and 
lead learning compensation. 

The State Feedback position and velocity controllers are first 
design separately with the linear third order model using the 
pole placement method. Then the tuning is improved by the 
simulation using well validated non-linear models. The tuning 
is based on step responses. The position control is tuned so 
that the position error responses are fast with small 
overshoots and oscillations. The velocity control is tuned with 
different velocity reference values so that the velocity step 
responses are fast and with small overshoots and 
oscillations.  

In the cascaded and motion control methods the tuned State 
Feedback position and velocity controllers are used with the 
gains achieved in their tuning. The velocity forward loop 
gains are based on the velocity gain. The gain of the velocity 
forward loop is fine tuned so that the tracking error is small 
with small oscillations. 

It was noticed, that the cascaded position and velocity 
controller does not work properly. There are two main 
problems when a linear integrating term is used in hydraulic 

cylinder drive positioning applications. It is very difficult to 
avoid overshoots and low frequency hunting (traveling). The 
same phenomenon has been found also in many other cases 
[18]. 

The motion control system which is based on both position 
and velocity controllers and some switching strategy between 
them does not work well. This kind of controller is very good 
in positioning type application where smooth motion and 
good tracking accuracy are desired [19], [20]. 

In practical applications of the computed force controller of 
hydraulic cylinder drives pressure controllers are needed. 
Two 3-way servo valves are also required for high 
performance realization [21]. This controller solution requires 
many sensors and an extra valve and on the other hand 
simulations show some problems with oscillations and the 
settling time. 

Because of low damping and bad non-linearities the best 
performance is achieved with the position State Feedback 
Controller and the velocity feed forward loop, Figure 7. It 
seems that the acceleration forward loop does not improve 
the tracking control at least in this case.  

 

7 RESULTS 

The validated non-linear model is used in simulations. In 
simulations used basic controller is the State Feedback 
position controller with the feed forward velocity loop. The 
position profile shown in Figure 5 is used as a reference 
signal in all simulations. The position response to one 
reference cycle is shown in Figure 8. The basic problem from 
tracking error point of view can be seen in that Figure 8. The 
shapes of the responses match quite well to each other but 
the phase shift is remarkable. The delay due to the dynamics 
of the servo valve and cylinder drive is big; around 8 ms. The 
delay is around the same as in the responses in Figure 5 in 
spite of the higher open loop gain. The open loop gain of the 
State Feedback controlled case can be tuned around three 
times higher than with the P-controller (Figure 3) due to 
higher damping. The achieved settling time of the step-wise 
16 mm stroke is 25 ms compared with 200 ms of the P-
controlled system.  

Tracking error is big due to system dynamics which limits 
significantly the controller gains, Figure 9. Because the 
tracking performance cannot be improved by tuning the 
controller gains one way is to improve tracking accuracy is to 
modify the reference signal.  

 

 

Figure 7. Position control with velocity forward loop. 
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Figure 9. Tracking error. 

 

8 ITERATIVE LEARNING CONTROL 

When the reference signal is cyclic different methods have 
been studied in order to improve tracking accuracy. Both the 
Iterative Learning Control and Repetitive Control have been 
used many studies [22], [23]. Adaptive control has also 
applied in some these studies [24], [25].   

Because the delay at the beginning of the response is almost 
independent on the shape of the reference signal its 
influence on the tracking accuracy has to be eliminated in 
some other way. If the frequency and amplitude of the 
reference are constant the lead time to the reference can be 
found or trained. In this case the learning process is studied 
in order to adjust the lead time during initial phase. The 
response of tracking error is shown in Figure 10 during the 
learning process. 

During the learning process the tracking errors are measured 
at the certain stages of the reference and then scaled to the 
lead time of the reference. When the scaling is at reasonable 
level the system stays stable. The lead time improves the 
tracking accuracy, but because the tracking error at the rising 
part of the response is used the error remains quite big at the 
downward part of the response.   

 

Applying the Iterative Learning Control method further 
improvements of the tracking accuracy can be achieved as 
can be seen in Figure 11.  As an example of the design 
parameter changing can be seen in Figure 12, when the size 
of the servo valve is changed from 40 l/min to 50 l/min. 

 

 
9 CONCLUSIONS 
The following conclusions can be made based on this study 
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Figure 10. Tracking error, lead time compensation. 

Figure 11. Tracking error, Iterative Learning, Q=40 l/min. 

Figure 12. Tracking error, Iterative Learning, Q=50 l/min.
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• The State Feedback Controller with the velocity feed 
forward loop is the  best controller from dynamics and 
tracking accuracy point of view  

• The response time delay has the biggest influence on the 
tracking accuracy in fast response hydraulic cylinder 
drive. 

• The lead time of the reference helps remarkably the 
tracking accuracy. 

• The combination of lead time compensation and the use 
of the Iterative Learning Control improve the tracking 
accuracy significantly. 

• The right size of the servo valve is important. 

• The dynamics of the servo valve should be at least three 
times higher that the dynamics of the cylinder.   
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Abstract 

This paper presents a study of a hybrid controlled robot system for impacting targets made of different materials. The robot is 5-
Dof parallel structure with hydraulic actuators, which is going to be applied in the field of Ultrasonic Impact Treatment. A hybrid 
control approach is proposed in order to implement the application, which one direction to the impact target is applied by a force 
control and other directions are applied by the position control. The overall control scheme consists of three modules, position 
control, position increment control and force control. The first one generates candidate actions to drive a tool, which is attached 
on the end-effector, as accurate as possible directly in the same direction of a target the second module can drive the tool moving 
to the target with a constant speed, so that the third module could impact the target with a constant force. The proposed strategy 
is presented in some detail and further discussed using a few test-case experiments. The experimental results support the claim 
that it could be successfully applied to track and impact a target with a constant force. 
 
Keywords: hybrid control, force control, parallel robot, impact target. 
 
1 Introduction 
 
Robot manipulator contact task execution represents an 
important problem as many tasks exist in which the robot is 
required to make intentional contact with fixed objects in the 
robot’s work environment. In the case of repairing equipments 
in hostile environments, it is difficult to teach the shape of the 
work piece in advance. Even if it is possible to do that, a large 
amount of labor is required. To apply robot manipulators to a 
wider class of tasks such as deburring, grinding and grasping 
[1]-[4], it will be necessary to control not only the position of a 
manipulator but also the force exerted by the end-effector on 
an object. Basically, a sensor position and force feedback can 
enhance the performance of robotic manipulator in those 
industrial applications. Since real robotic manipulation tasks 
imply interaction with the environment, the robot end-effector 
motion is constrained at the contact. Proper execution of 
constrained motion tasks can be achieved using compliant 
control systems which attempt to accommodate external 
forces.  

Traditional industrial robots that have been used as general-
purpose positioning devices are open chain mechanisms that 
generally have the links actuated in series. These kinds of 
manipulators usually have a long reach and large workspace, 
but are inherently not very rigid and have poor dynamic 
performance at high speed and high dynamic loading under 
operating conditions. Compared with open chain manipulators, 
parallel mechanisms have high stiffness, high accuracy and 
high force /torque capacity in a reduced workspace, and have 
found many applications in manufacturing systems. Since 
there are no commercial solutions applicable to a certain 
environment, a new robot system, using hydraulic drives to 
achieve the required force density, has been designed and a 
prototype procured for testing. parallel robot Penta-WH, which 
has five degrees of freedom driven by hydraulic cylinders. 
The mechanism has a large, singularity-free workspace and 
high stiffness. It was used to act as a transport device for 
welding, machining and inspection end-effectors inside the 
ITER vacuum vessel [5]. We will use the same robot to carry 

out initial step in impact treatment application. It is well known 
that the principle of Ultrasonic Impact Treatment (UIT) is 
based on the instrumental conversion of harmonic oscillations 
of an acoustically tuned body into resonant impulses of 
ultrasonic frequency. The acoustically tuned body is brought 
to resonance by energizing an ultrasonic transducer. It could 
improve the quality and effectiveness of the application by 
using the parallel robot due to its high stiffness and accuracy 

In this paper, a hybrid controlled robot system for impacting 
targets is studied and proposed. The method combines 
simplicity control with the ability of simultaneously handling 
both position and force variables typical of the hybrid control 
approach. This goal is achieved by using different 
independent controllers and managing conflicting situations 
by means of a priority strategy with dominance of the force 
controller over the position controller; automatic recovery from 
impacts is made possible by exploiting sensor measurements. 
The study is going to be applied in the field of Ultrasonic 
Impact Treatment. The experiments on impacting targets 
made of different materials have been carried out in order to 
check the control performance. A proposed hybrid control is 
selected based on a few test-case experimental results, which 
the overall control scheme consists of three modules, position 
control, position increment control and force control.  

2 The Structure of hydraulic parallel robot and its model 
 
The Penta-WH has been set up in the laboratory of 
Mechatronics and Virtual Engineering in Lappeenranta 
University of Technology. It is a parallel robot Penta-WH, 
which has five degrees of freedom driven by hydraulic 
cylinders. A centre beam is connected to the base platform 
via a universal joint, and fixed to the mid platform at one end. 
The hydraulic drivers are connected to the based platform by 
the universal joints, another end of three of them to the mid 
platform, two of them to the output flange platform by the ball 
joint.
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It is well known that the structure of parallel mechanisms and 
closed kinematic chains make it difficult to derive its forward 
kinematics. Moreover, there may exist multiple solutions to 
the forward kinematic equations. On the other hand, it is 
possible to obtain its inverse kinematics with a unique solution. 
The inverse kinematics is the mapping from the generalized 

coordinate to the length of cylinders in this structure.  The 
structure of the hydraulic parallel robot and its coordinate 
system are shown in Fig. 1. The robot is a five-degrees of 
freedom parallel robot with actuation by five hydraulic 
actuators. One end of telescopic beam is linked by 

)(Zll =       (5) a universal joint at the based platform, which provides 1α  

and 1β  degrees of mobility in x and y axis. While another 
end is connected by a universal joint at the moving platform, 

which provides 2α  and 2β  degrees of mobility in x and y 
axis. Joint rotation angle of the based platform and the 
moving platform about z-axis is assumed to be zero.  is 
assumed as the displacement of telescopic beam. The vector 
of generalized coordinates of the robot is defined as 

)(tL

 
Where  is position of cylinders. The dynamic 

equation of the manipulator is achieved in the following form: 
)5,...,1( =ili

 
QKZZGZZVZZM =+++ )(),()( &&&    (6) 

 

 

[ TtttttLtZ )(),(),(),(),()( 2211 βαβα= ]   (1) 

where M  is the inertia matrix of the manipulator which is 
symmetric and positive def                               
ninite, K  the stiffness matrix of the manipulator, V  a vector 
of generalized Coriolis and centrifugal forces and the vector of 
the gravity torques. Q  is the vector of generalized force, 
which can be determined as follows  The origin of the global coordinate frame oxyz  is assigned 

to the cross point between one end of the telescopic boom 
and the based platform, which is linked by revolute joint. The 
origin of one local coordinate frame is assigned to the same 
point of oxyz , while another is assigned to the cross point 
between another end of the boom and the moving platform. 
     

 

H
T
h FJQ =     (7) 

 

where  is transpose Jacobian matrix from actuator space 

to generalized space. Thus it is possible to achieve hydraulic 
force vector in Cartesian coordinate in the following 

T
hJ

The pose of the end effector in Cartesian coordinate system 
is defined as follows  

QJF T
f=      (8) [ Tzyxr βα ,,,,= ]    (2)    

where  is transpose force Jacobian matrix from 

generalized space to task space. More detail process sees [6].  

T
fJ

where (x,y,z) and ( ),βα  are  described as the position and 
orientation of the end effector in the global frame, 
respectively.  The orientation of the end effector has 
relationship with the universal joints at the based platform and 
the end platform. It can be expressed as follows  

 
3 Control design for the robotic system 
 
3.1 Position control for the hydraulic cylinder 
 

21 ααα +=              (3)     From the point of view of control, the system has five control 
inputs and five outputs. A proportional control is simplest way 
to control the position of hydraulic cylinders. The pressure 
load feedback is applied in the control process in order to 
attenuate the vibration. Therefore, a proportional control with 
pressure load feedback is proposed to set up for the robot 
system. The diagram of control system is illustrated in Fig. 2.  

21 βββ +=            (4) 

 

 

 
 

Fig. 1 The structure of the parallel robot and its 

coordinate system 

Fig. 2 Diagram of the position control for the hydraulic 
cylinders 

 

The position vector of cylinders is 

expressed as follows 
[ Tllllll 54321= ]

The cylinder position vector l  is used as the feedback 
because it could be measured by encoders. The controller is 
expressed as 
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The position control in task space is simply proposed as 
Lpredpp pKllKu +−= )(   (9) 

 
 )( rrKu drr −=     (11) 
Where  is the desired actuator length vector,  is 

pressure load,  is the proportional gain, and  is 

pressure load feedback gain.  

dl Lp

preKpK
 

where  is the desired trajectory of the end effector, dr r is 

the actual position, and  is the control gain..  rK
 

 3.2 Force Control 
The position increment control in x axis, the direction which is 
going to impact a target, is proposed as  

 
Force control is widely considered really useful strategy to 
control interaction with environment [8]-[9]. Control of 
interaction between a hydraulic robot and environment is 
crucial for successful execution of a number of practical tasks 
where the end effector has to manipulate an object or perform 
some operation on the surface. A proportional-integrated 
control is proposed as follows 

 
))1()(()( −−= kxkxKku ii    (12) 

 
where  and )(kx )1( −kx

iK
is the position and the position 

unit delay in x axis,  is a gain. 
 

      (10)  )( FFKu dpf −= 4. Overall Control 
  
Where  and  are the desired and measured force 

vector, is suitable positive definite matrix gains. 

Regulation of contact force to the desired values can be 
obtained, provided that the control gains are properly chosen 
so as to ensure stability of the closed loop system.   

dF

pK
F In order to implement the application, hybrid control is 

proposed to carried out the process, which the direction to a 
target is applied by the combined control, for example,   
position or position increment control is used for approaching 
the target firstly, then force control is used after impacting to 
the target, the other directions are used by position control for 
tracking a certain trajectory. Therefore it is possible for a tool 
to work on a certain trajectory in the target surface with 
constant force.     

 
3.3 Position and position increment control 
  
An increment type position control apparatus is adapted to 
evaluate a numerical value concerning a positional point by 
making subtraction between the data in a position feedback 
counter for counting a feedback pulse from an incremental 
encoder and the data in a commanded position buffer from a 
processor. Upon depression of an origin return command 
button provided on a control panel, the position feedback 
counter and the commanded position buffer are each loaded 
with a predetermined value, whereupon a pitch is given, 
whereby an object being controlled is controllably moved in 
the direction toward the origin. If and when the object being 
controlled exceeds the origin position, the same is stopped 
and the counter and the buffer are each again loaded with an 
appropriate numerical value, whereupon a given pitch is 
provided, whereby the object being controlled is moved in the 
direction toward the origin and comes to a point to almost 
exceeding the origin position. Just at the timing when the 
object being controlled is about to pass the origin position, the 
position feedback counter is set, whereby the data concerning 
the origin is regained in the apparatus. The block of position 
increment in x axis is shown in Fig. 3. 

The overall controller in the impact direction consists of the 
position or position increment controller and the force 
controller. The transition from position control to force control 

is based on force treshold. Let  be the force threshold. 

The overall controller can be expressed by 
tf
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Diagram scheme of the hybrid control of robotic manipulator 
is shown in Fig. 4. 
 

 

 

 
Fig. 4 Hybrid control system of robotic manipulator 

 
Fig. 3 Position increment in x axis  
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4 Experimental results   It is integrated force and position control for impacting targets 
made of different materials experiment in Fig. 7. The target 
material is made of wood and steel, respectively. The 
experimental result is shown that higher stiffness of material 
could be excited higher noise response by the impact and 
contact process.  

 
In order to implement the application and analyze interaction 
between a tool and target, a prototype was built in IMVE at 
Lappeenranta University of Technology. The robot is fixed on 
a frame. With this experimental device several experiments 
have been done, like calibrating, workspace investigating, 
position accuracy and repeat accuracy testing. The end-
effector of robot can reach the required workspace. 300 mm 
in z-axis, ±100 mm in x and y axis and The orientations about 
x and y axis are ±20° . The position accuracy is 0.1 mm and 
repeatability is 0.04 mm after calibrating.  

 

 
Position sensors were installed at the hydraulic cylinders for 
position measurement, and ATI Multi-Axis Force/Torque 
Sensor system Omega160 IP60 was installed at end-effector 
to use for force/torque measurement. The position of the 
hydraulic cylinders can be achieved by using inverse 
kinematics solutions when the position and orientation of end 
tip are given. Omega160 IP60 consists of a transducer, 
shielded high-flex cable, and intelligent data acquisition 
system or stand-alone controller, which measures all six 
components of force and torque. The data acquisition card 
reads the signals and ATI software converts those signals to 
force and torque output. It is necessary to remove the 
influences of the inertial forces from the measured forces by 
the force/torque sensor so that the force control stability can 
be achieved. A target is installed on the slide bar, which is 
actuated by electric motor. The position is measured by a 
position sensor. Prototype of hydraulic parallel robot and a 
target are shown in Fig. 5.  

Fig. 6 Block diagram of measurement of the test bench 
and the DSP system 

 
The proposed hybrid control, which integral force control and 
position or its increment control in the impact direction, and 
other directions by using position control after impacting the 
target, are carried out in the experiment. The robot was 
started from the position or its increment control, then switch 
to force control after touching the object. The desired contact 
force is set to 20 N.  The experimental results are shown in 
Fig. 7- Fig. 11. 
  
It is integrated force and position control for impacting targets 
made of different materials experiment in Fig. 7. The target 
material is made of wood and steel, respectively. The 
experimental result is shown that higher stiffness of material 
could be excited higher noise response by the impact and 
contact process.  

 

 

 
Two different velocities and its corresponding contact forces 
are shown in Fig.8. The results of the speed for 200 mm/s 
and 300mm/s are shown in Fig. 11. The force overshoot can 
be higher if the target is impacted by higher speed. Higher 
velocity could lead to higher force overshoot when velocity 
control is switched to force control after impacting the target.  
 
The hybrid force and position control for impacting target 
made of wood is shown in Fig. 9. The robot starts to move to 
the target 300mm/s by the position control, contacts the target 
with 20 N by the force control after impacting, keep the force 
control in x axis and start to make a movement in y axis at the 
same time, then the robot returns to the initial position after 
finishing those task. The response of the force, the position in 
x axis and y axis are shown in Fig. 9 (a), Fig. 9 (b) and Fig. 9 
(c), respectively. The force overshoot in this case is excited 
by the impacting the target and moving on the surface of the 
target. The same process is also carried out for the target 
made of steel, the results is shown in Fig. 10.   

 
Fig. 5 Prototype of hydraulic parallel robot and impact 

target 
  
Block diagram of measurement of the robot and DSP system 
is shown in Fig. 6. Excitation and response can be achieved 
in DSP system. 

The hybrid force and position increment control for impacting 
target made of wood is shown in Fig. 11. The robot starts the 
movement from the initial position to the impacting position by 
using the position increment control, then switch to the force 
control after touching the target with the constant force 20 N. 
The force response is shown in Fig. 11 (a) and the position 
response in x axis is shown in Fig. 11(b). The force overshoot 
in this case has been improved compared with the last case. 
The robot could carry out the different trajectories on the 
surface of the target depend on applications. The result of the 
circle response on the surface of wood target is shown in Fig. 
12. It includes the force the circle response in Fig. 12 (a) and 
Fig. 12(b).  

 
The proposed hybrid control, which integral force control and 
position or its increment control in the impact direction, and 
other directions by using position control after impacting the 
target, are carried out in the experiment. The robot was 
started from the position or its increment control, then switch 
to force control after touching the object. The desired contact 
force is set to 20 N.  The experimental results are shown in 
Fig. 7- Fig. 11. 
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The experiment on the different robot hybrid controls for 
impacting targets made of different materials has been carried 
out in this section. The results demonstrated that the hybrid 
force and position increment control could reduce or remove 
the force overshoot. The trajectory error is also in the valid 
range of the coming future impact treatment. Therefore the 
hybrid control is proposed to be applied in the application.  

 

(b) x-axis position 
 

 

Fig. 7 Force response of impact test for the different 
materials 

 

 

(c) y-axis position 
 

Fig. 9 The response for the movement after impact wood 
target 

 

 

Fig. 8 Force response of impact test with the different 
speeds 

 

 

(a) Force response 

 

(a) Force response 

(b) x-axis position 
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(c) y-axis position 
 

Fig. 10 The response for the movement after impact steel 
target (b) Circle response 

 

Fig. 12 The circle response during contacting with wood 
 
5 Conclusions  
 
A study of a hybrid controlled robot system for impacting 
targets made of different materials in order to successfully 
perform impact treatment task in the future. The basic 
consideration is to reduce the impact force overshoot of a 
force controller in the initial contact phase and keep a tool 
movement in the valid error range on the surface of work 
piece. The end effector position and force can be 
simultaneously controlled as long as the robotic manipulator 
does not fall into singular configuration. The control strategy is 
proposed in some detail and further discussed using a few 
test-case experiments. The experimental results support the 
claim that it could be successfully applied to track and impact 
a target with a constant force. 

(a) Force response 

 

 
The future work is to combine a vision system into the hybrid 
controlled robot system in treatment impact application. The 
vision system can carry out online trajectory, and guide the 
robot to finish some tasks on the surface of work piece. The 
initial work on a force/vision control has been done in a servo 
bench system [7]. 
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Abstract

This paper presents a novel mobile parallel robot, which is able to carry welding and machining processes from
inside the international thermonuclear experimental reactor (ITER) vacuum vessel (VV). The kinematics design of
the robot has been optimized for ITER access. Kinematics modeling is given in the paper, and control algorithm is
designed for water hydraulic.

Keywords:
Kinematics modeling; Parallel robot; ITER; Water Hydraulic; Control

1 INTRODUCTION

The international thermonuclear experimental reactor (ITER) is a
joint international research and development project that aims to
demonstrate the scientific and technical feasibility of fusion
power. The reactor tokomak (vacuum vessel) is made of
stainless steel, and contains nine sectors welded together; each
sector has about the size of 10 meter high and 6 meter wide.
The sectors of ITER vacuum vessel (VV) (Fig. 1) require more
stringent tolerance (±5mm) than normally expected for the size
of the structure involved. The walls (inner wall and outer wall) of
ITER sectors are of 60mm thick and are joined by high quality
leak tight welds. In addition to the initial vacuum vessel
assembly, the sectors may have to be replaced for repair.
Meanwhile, the machining operations and lifting of a possible e-
beam gun column system require extreme stiffness property
and good accuracy. The payload to weight ratio also has to be
significantly better than it is in the commercial industrial robots.

The conventional robots, providing a high nominal payload, are
lack of stiffness and accuracy in such machining condition.
Since commercially available machines capable of handling
large payloads require floor mounting and their workspaces are
insufficient for reaching the cross section at a single mounting
position, a special robot is needed. Parallel robots have high
stiffness, high dynamic performance and good payload to weight
ratio in comparison with the conventional serial robots. Stewart
[1] presented the novel idea of six-degree-of-freedom parallel
robot in 1960’s. A remarkable number of research articles and
books about parallel manipulators have been published during
the last two decades. There are also a number of successful
industrial applications developed [2], [3], [4], [7]. The parallel
manipulators have potential advantages compared with the
conventional serial link manipulators. The parallel manipulators
are closed-loop mechanism presenting good performances in
terms of accuracy, rigidity, high speed, and ability to handle
large loads. They are becoming popular in applications such as
machining, welding, assembly, flight and vehicle simulators,
mining machines, and pointing devices [2], [3], [4], [7]. In some
industrial applications, it is necessary to move the end-effector
of manipulator from point to point rapidly. On the other hand,
some applications require extreme stiffness properties. Each of
these properties can be achieved by an appropriate design of
parallel structure. The most important drawback of parallel
robots is the small workspace, which can be made larger by
adding additional serial axes in the robot.

For the assembly of the ITER vacuum vessel sector, the precise
positioning of welding end-effectors at some distance in a
confined space from the available supports will be required,
while it is not possible using conventional machines or robots.
The parallel robot presented in this paper is able to carry out
welding and machining processes from inside the ITER vacuum
vessel, consisting of a six degree-of-freedom parallel
mechanism mounted on a carriage driven by electric
motor/gearbox on a rack. The robot carries both welding gun
(such as a TIG, hybrid laser or e-beam welding gun to weld the
inner and outer walls of the ITER vacuum vessel sectors) and
machining tools (to cut and mill the walls with necessary
accuracy). It can also carry other heavy tools and parts to a
required position inside the vacuum vessel. As the requirement
of environment in assembling of ITER, the oil hydraulic may
course some pollution inside the surface which is not allowed.
Therefore water hydraulic has been applied in robot driven.

The robot offers not only a device but also a methodology for
assembling and repairing VV. For assembling, an on-line six-
degree-of-freedom-seam-finding algorithm has been developed.
The algorithm enables the robot to find welding seam
automatically in a very complex environment. For machining, the
multi flexible machining processes carried out automatically by
the robot have also been investigated, including edge cutting,
smoothing, and defect point milling. The kinematic design of the
robot has been optimised for the ITER access and a
hydraulically actuated prototype has been built. Finally the
experimental results are presented and discussed. The earlier
development phases of the robot are presented in [8] and [9].

2  STRUCTURE OF VV AND ASSEMBLING PROCESS

The inner and outer walls of the VV of ITER are made of 60mm-
thick stainless steel 316L and are welded together through an
intermediate, so-called “splice plate”, inserted between the
sectors to be joined. The splice plates have two important
functions: (i) to allow access to bolt together the thermal shield
between the VV and coils; and (ii) to compensate the mismatch
between adjacent sectors to give a good fit-up of the sector-
sector butt weld. The robot’s end-effector will have to pass
through the inner wall splice plates opening to reach the outer
wall. As shown in Fig.1, the assembly and repairing processes
have to be carried out from inside the vacuum vessel.
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Fig.1 ITER and VV sectors to be welded

The assembly or repair will be performed according to four
phases: cutting, edge machining and smoothing, welding, and
non-destructive tests (NDT) control. The robot will carry out
welding, machining, and inspecting inside the VV. The
maximum robot force arises from cutting. It can be up to 3kN.

Fig.2 The track rail mounted inside VV and robot on the track

In order that the robot can operate in the cross section of the
vessel, a track is assembled inside the sector. The track has a
rack on one side of the rail and it is supported by manifolds and
beams (shown in Fig. 2). The robot driven on the rail carries out
welding or machining along the edge of the sector. After
finishing the assembly of two sectors, the robot has to be moved
to the next sector where there is also a track assembled. After
finishing the assembly of all the sectors, the robot can be taken
out via the port of VV.

3 KINEMATICS  MODEL OF PARALLEL ROBOT

3.1 Structure of parallel robot

The proposed parallel robot has ten degrees of freedom (Fig.3).
It consists of two relatively independent sub-structures: (i)
carriage, which provides four additional degrees of freedom, i.e.,
rotation, linear motion, tilt rotation and tracking motion, and these
four degrees are added to enlarge the workspace and to offer
high mobility; and (ii) the Hexa-WH parallel mechanism driven by
six hydraulic cylinders contributes six degrees of freedom for the
end-effector. Thus the robot is a hybrid redundant manipulator
with four extra degrees of freedom provided by serial kinematic
axes.

Fig. 3 Parallel robot

a). Carriage mechanism

The carriage mainly consists of 5 units. i) Carriage frame: The
carriage frame is a complex structure welded by multi-steel-
plates, and it is able to carry high payload and offers enough
room to maintain mechanisms. Stiffness and weight are the
most important considerations in the design, and they have been
optimized to achieve necessary stiffness with light weight. ii)

Tracking drive unit: The tracking drive unit consists of electric
motor, reduction unit CYCLO, V-shape bearing, and driving
gear. The electric servo motor with position feedback controller
offers the high accurate motion. In order to output large torque to
drive the heavy mass and payload, the reduction unit CYCLO is
added to the motor to reduce speed and to transmit high torque
to the driving gear. Two V-shaped wheels keep the carriage on
the tracking rail at right position to avoid the cross motion. Two
drive units are used in the carriage to offer enough torque in
order to drive the robot and payload around inside the VV. iii)

Compensation mechanism: The compensation system is an
important unit that limits the backlash caused by the inaccurate
assembling of the tracking rail and compensates the distance
changing between the wheels in bending area. As the shape of
the VV is very complicated, it is difficult to keep the tracking rails
lying on the VV surface in the accurate position. The position
tolerance can be up to ±2mm. The distance of the coupled
wheels has to be adjusted to follow the changes of the rail, and
all the wheels must touch the parallel rails with certain force
during motion; hence an adaptive distance compensation system
is needed and it should be able to undertake the summed weight
of the robot and the payload, when the robot is upside down at
the top position insider VV. Since the total payload is very heavy,
a hydraulic cylinder is applied to justify the compensation force
according to the position where the robot is located. Fig. 4 shows
the compensation system, where the upside is the tolerance
adaptive mechanism that passively follows the changes of track
rail and the downside is the hydraulic distance compensation
system that ensures a constant force is applied to the rails. iv)

Linear drive unit: The linear drive unit enlarges the workspace of
the robot, and consists of five parts: ball screw drive unit, servo
motor, rails, linear bearings, and a table. Two parallel rails are
fixed on the carriage frame to offer the motion crossing the frame
and to extend the distance of the robot in direction Y. In direction
Y, the distance from the inner board to the outer board can be
900mm in one VV sector, i.e., the robot needs longer reach in
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this direction, and the linear drive unit helps the robot end-
effector to reach the farther border of the VV. v) Rotation drive

unit: This unit offers a rotation motion about the Z axis, so that
the robot can machine the flexible houses on the inner wall at
any position. The rotation drive unit consists of slewing bearing,
drive gear, reduction unit CYCLO, and servo motor. The slewing
bearing integrates bearing and gear together, leading to a
compact structure with light weight. The rotation of the unit can
reach ±180°.

Fig. 4 Compensation mechanism

b). Hexa-WH

A Stewart based mechanism, driven by six servo control water
hydraulic cylinders, offers six-degree freedom to the end-
effector, where the machining head and welding gun are
mounted. Because of the special shape of the VV, a full six-
degree freedom motion for tool is needed to enable the robot to
carry out welding and machining. The Hexa-WH can offer the
required accuracy and the high force capacity due to its novel
configuration and the hydraulic drive.

3.2 Kinematics model

The kinematics model is very important for the robot motion
control. As the robot has redundant degree freedom, it is difficult
to find the kinematics solution directly. The kinematics models
can first be set up for the carriage and the Hexa-WH separately,
and then be combined together by using an optimization
algorithm in solving the redundant problem [4], [5].
a). Forward kinematics

As described above, the carriage offers the robot the four-
degree freedom: two linear motions and two rotations; while the
Hexa-WH offers the end-effector the full six-degree freedom.
The transformation matrix of the robot can be defined as:

Tc =T1 ·T2 · T3 ·T4 ·T5 (1)

where
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Once the parameters of joints are given, the forward kinematics
of the robot can be defined as

0543210 PTTTTTPTP ⋅⋅⋅⋅⋅=•= (2)

To solve the forward kinematic model of the Hexa-WH, the
numeric iterative method can be employed and it can be solved
from its inverse kenamatic model given later in the chapter.

(a)
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(b)

Fig. 5  a) Mechanism of carriage, b) Hexa-WH

 b). Inverse kinematic model of robot

As the robot has four-degree freedom of redundancy, we give
an inverse kinematic model first to the carriage, then to the
Hexa-WH.
Inverse kinematic model of carriage: The inverse kinematic
model of the carriage is defined to find the values of the four
actuators with respect to the frame o for a given position and an
orientation of P4 on the Hexa-frame. The principle of the
carriage mechanism is shown in Fig. 5. In the application,
rotation angle φ  is  fixed  only  at  a  few  values,  0°,  ±90°,  and

180°, and we can calculate the values of other actuators by
fixing φ , i.e., for a given position P4(x, y, z), the centre of the

Hexa-Frame, we have

xrrX =++ φϕ cos)cos( 10 , (3)

yrrY =++ φϕ sin)cos( 10
, (4)

Zr =ϕsin1 . (5)

Then

)/arcsin( 1rZ=ϕ , (6)

φϕ cos)cos( 10 rrxX +−= , (7)

φϕ sin)cos( 10 rryY +−= . (8)

Inverse kinematic model of Hexa-WH: The inverse kinematic
model for the Hexa-WH is defined to find the values for each
cylinder at a given position and an orientation of the end-effector
with respect to the Hexa-frame. Here O4 is coincided with P4 on
the carriage side. Fig.5 b) demonstrates the coordinates of the
Hexa-WH.

The inverse kinematics model for the Hexa-WH is

iii rrROOL −⋅+= '
54  (i = 1, 2, … ,6) (9)
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The length of each cylinder can be found, when (x, y, z, , , )
is defined with respect to frame o4.
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There are two ways to combine the two inverse kinematic
models to get the solution of the whole robot. One simple way is
to calculate the coordinates (x, y, z,  , β , α ) of the end-

effector with respect to {O4} and the values for each actuator
from equations (3-10) for the given coordinates of the end-
effector with respect to frame {o}, while fixing {O4} at a certain
position with respect to frame {o} according to experience. The
other way is to use an optimization algorithm to find redundant
solution, which is subjected to minimize the deflection of the
robot during motion, i.e., , where f is the deflection

model of the robot, q  is the position vector of the end-effector,

and l is the value vector of ten actuators. For a given q  we can

find l  by solving the optimization problem .

4 HYDRAULIC SYSTEM

4.1 Hydraulic control system

The parallel robot is mainly driven by water hydraulic actuators,
first because of hydraulic system can offer high power density
so that the robot can be make light, and secondly water
hydraulic is clean for the environment inside of VV. But at the
same time it is a big challenge for water hydraulic driven
because of limit the flow rate of servo valves. The responsible
speed can not be very high (over than 3m/min) .otherwise the
speed error will be grate than required and the robot can not
follow the curve very accuracy when speed is high.

Fig.6 shows the water hydraulic system. Pressure servo control
is applied in locking cylinders. Position servo controller is used
in cylinders 1-7. There are three loops in the servo position
control: the position loop together with the speed loop that
provide an accurate and fast trajectory tracking; and  the load
pressure feedback loop that is applied to damping the self-
excited oscillations, which normally occur in the natural
frequency. The speed loop can eliminate the speed error, while
the pressure feedback damps the vibration of hydraulic
actuators (Fig. 7).
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Fig.6 Water hydraulic circle

Fig.7  Hydraulic servo position  control

The hydraulic cylinders normally lack damping that makes the
cylinder control difficult by using conventional PID-controllers.
The damping can effectively be increased by means of load
pressure feedback. The major drawback in using pressure
feedback is its negative effect on the static stiffness of the
actuator. To overcome this problem, the high pass filters are
used in the load pressure feedback loops. The high pass filter
removes the negative effect of pressure feedback at low
frequency.

4.2 Motor Control

Two drive motors contribute effort for the tracking motion of the
robot. As the tracking rails are not always straight, the speeds of
the two motors are not the same when the robot is moving. The
torque control together with a position feedback algorithm is
implemented. Fig. 8 shows the control principle.

In this method, one motor works as master, and another one
works as slave. For the master motor, the position control plus
the speed control is applied to guarantee the required speed and
position accuracy of the carriage on the tracking rail. For the
slave motor, the torque control is applied, which contributes the
driving torque for the robot.

Fig.8  Tracking motor control

4.3 Control of hardware and software

Because there are no commercial controller and software
available for the special functions of the parallel robot, an open
architecture of hardware and programmable software are being
developed. Fig. 9 shows the structure of hardware control
system. The controller is an industrial-PC-based motion
controller. It provides a reliable and easy-at-use environment for
controlling the robot because Earthnet bus is used in the
connection of iPC and I/O interfaces.

Fig.9 Structure of robot controller

The software is defined in Fig.10, including graphical interface,
trajectory planning, forward and inverse kinematics models,
interpolator, controller, and I/O interface functions. And those
functions have to be integrated with the program offered by iPC
and run completely in real time.
Graphical interface is a high level program, it includes
parameter setting, condition monitoring, and graphical
visualization functions. User can easily exchange information
with this program.
Trajectory planning is also a high level program. As the robot
has redundant actuators, the trajectory planning is much more
difficult than usual, so an optimization algorithm, which is
subjected to minimize the deflection of the robot during motion,
has been employed.
Forward and inverse kinematics models and interpolator are
real time functions, which generate data for motion controller.
Controller is a real time function including water hydraulic
controller and motor controller. As the robot has two tracking
motors and the speed of the motors are not always the same at
some positions, a master–slave control algorithm has been
used.
I/O interface functions are real time functions, which enable
transferring date from sensor to controller and from controller to
driver.
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Fig. 10 Structure of software

5 CONCLUSION

A hybrid parallel robot with four additional serial motion axes is
developed for carrying out the necessary machining and welding
tasks in the assembling and repairing of the ITER Vacuum
Vessel. The robot is capable of holding all necessary machining
tools and welding end-effectors in all positions accurately and
stably. The kinematics analysis of the robot is presented. The
models are complex because of the redundant structure of the
robot. The models are separately derived for the Hexa-WH and
the carriage mechanism. An optimization algorithm finds the
solution in the trajectory planning, ensuring the maximum
stiffness during the robot motion.The entire design and testing
process of the robot is a very complex task due to the high
specialization of the manufacturing technology needed in the
ITER reactor. The results demonstrate the applicability of the
proposed solutions quite well.
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Abstract 
Ankle-Foot Orthoses (AFOs) are orthotic devices supporting movements of ankles of disabled people for 
example hemiplegia, polio, peroneal nerve palsy, etc. In our research, we have developed intelligently and 
passively controllable AFOs (i-AFO) which can control its ankle torque with a compact Magneto-rheological 
fluid brake (MRB). In this paper, we describe a design method and a control method of the i-AFO.  In the final 
part of this paper, we present experimental results in which the i-AFO was applied to gait control for a polio 
patient.   
 
Keywords:  
Ankle-foot orthosis, controllable brake, magneto-rheological fluid, gait control   

 
 
 
 
 
1 INTRODUCTION 

Locomotion is a most important skill of the activity of daily 
living (ADL) for human beings. Therefore gait trainings have 
been made a high priority in rehabilitative trainings.  Normal 
gait is cyclic and can be characterized by timing of foot 
contact with the ground; an entire sequence of functions by 
one limb is identified as a gait cycle [1], [2], [3] as shown in 
Fig.1.  Each gait cycle has two basic components: “stance 
phase,” which designates the duration of foot contact with the 
ground, and “swing phase,” the period during which the foot is 
in the air for the purpose of limb advancement.  The swing 
phase can be further divided into three functional subphases: 
“initial swing,” “mid swing” and “terminal swing.”  In the same 
manner, the stance phase can be partitioned into five 
functional subphases: “initial contact,” “loading response,” 
“midstance,” “terminal stance” and “preswing” [1], [4], [5].  In 
the normal gait, initial contact becomes “heel-contact (or heel-
strike),” appropriately.  And in the initial swing (or “toe-off”), 
normal subjects can keep appropriate clearance from the 

ground to prevent a malfunctional interaction with the ground.   

For patients who have dysfunction of ankles, for example 
polio and peroneal nerve palsy, it is difficult to control their 
ankle by themselves. This problem causes “drop-foot” or a 
lack of ankle dorsiflexion during the swing phase.  In many 
case, they can not prevent from stumbling their toe with even 
small steps on the ground.  Additionally, they have a 
tendency to incline their upper body more than healthy 
persons because of the rough motion to prevent from 
stumbling of the toe.  It causes undesired energy-loss in 
walking.   

An orthosis is defined as a device attached or applied to the 
external surface of the body to improve functions, restrict or 
enforce, or support a body segment [1], [6].  In order to 
improve the gait of the patients, lower limb orthoses are 
applied to them.  In order to assist their ankle function, ankle-
foot orthoses (AFOs) are often used to restrict their 
involuntary plantarflexion and so on.   

Stance phase Swing phase

Loading 
response Midstance Terminal 

stance Preswing Initisal
swing Midswing Terminal 

swing

Initial contact
(Heel-contact)

Foot-flat Heel-off Toe-off Initial contact
(Heel-contact)

 
Figure 1: Normal gait cycle
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From a long time ago, many researches focusing on powered 
dynamic-controllable lower extremity prostheses with robotics 
technologies are reported [7]-[11] and some kind of products 
are released (Otto Bock C-Leg [12], Ossur RHEO KNEE 
[13]). These prostheses are designed to be patient-adaptive 
or environment-adaptive.  These reports give us grate amount 
of useful information about gait control [14] for the idea of 
powered and dynamic-controllable AFOs.  

Actually, powered AFOs are focused on in recent years.   
Some kinds of the powered AFO were reported [15] by using 
several types of actuators, e.g. pneumatic actuation system 
(Keith E. Gordon and Daniel P. Ferris [16]), ball screw drive 
system (Bashir M. Y. Nouri and Arafat Zaidan [17]), series 
elastic actuator (Joaquin A. Blaya and Hugh Herr [18]), and 
so on.  However, developments of such a powered AFO 
device are more difficult than that of the powered prostheses 
because we have to consider dynamics of a paralyzed leg or 
foot (inertia, viscosity, elasticity and voluntary/involuntary 
force from them).  Additionally, weight saving is required 
strongly.   

In this study, we suggest passive controllable AFOs with 
compact brake devises for dynamic gait controls [19].  In 
particular, the control of drop-foot can be realized by only 
using passive devices.  The passive controllable AFO also 
have a great advantage for cost, safety and downsizing.   

For the beginning of this paper, we describe development of a 
compact MR fluid brake. Next a passive controllable AFO 
system with this brake is explained.  Then, we discuss a 
control method. And finally experimental results of gait control 
for a polio patient are presented.   

 

2 DEVELOPMENT OF MR FLUID BRAKE 

2.1 MR fluids (Magneto-Rheological fluid) and brake 
devices using this fluids 

MR fluids (MRFs) are kinds of functional fluid, which is 
composite materials of non-colloidal solution and magnetic 
metal particles (e.g., iron particles). The diameter of the 
particle is 1~10 micrometers.  Its rheological properties can 
be controlled by applying a magnetic field [20].  The response 
of its viscous change is very rapid (about several 
milliseconds) [21], [22] and repeatable with large range.  By 
utilizing the viscosity change of the MRFs with share flow 
mode, we can develop a brake device with good 
responsibility, higher torque/inertia ratio than any other 
conventional brakes, e.g. powder brakes and electromagnetic 
brakes [21]-[23].  In recent years, a prosthetic knee using the 
MR fluid braking device was reported [11] and has produced 
by a prosthesis maker [13].   

2.2 Basic Structure of Compact MRF Brake (CMRFC) 
with Multi-Layered Disks and Narrow- Gaps 

A conceptual drawing of a compact MRF brake (CMRFC) is 
shown in Fig.2.  A coil is rolled round an output shaft and it 
generates the magnetic flux shown by dashed lines in the 
drawing. Multi-layered disks are fixed on the stator-parts and 
rotator-parts. The MRF is filled between these disks.   

As you see in this figure, multi-layer structure is utilized for 
enlargement of the brake torque.  However, we have to 
impress a magnetic flux density of about 0.5~1.0 tesla on the 
MRF layers in order to make use of the viscous change of the 
MRF effectively. Because the MRF is a material which has a 

low magnetic permeability, it is important to reduce the total 
gap of the MRF layers for the reduction of electric power 
consumption.   

Based on this restriction of the gap-size, total thickness of the 
MRF layers was decided to be less than 0.5~1.0 mm, 
empirically.  Therefore, we suggest to utilize narrow-gaps of 
10~100μm for each gap.  The gap-size, the diameter of disks, 
the number of the layered disks and the number of turns of 
the magnetic coil should be estimated based on results of 
magnetic analyses and processing (or assembling) accuracy 
of the multi-layered disks. 

2.3 Design Method of Compact MRF Brakes 

We formulated the way to estimate output torques of the 
CMRFC. The analysis flow is shown as follows;  

(1) Geometric design of a CMRFC with 3-D CAD software,  

(2) Magnetostatic analysis for the estimation of the magnetic 

Output
shaft

MR fluidRotor disks

Coil

Magnetic flux Stator disks

Sealing

Bearing

Nonmagnetic casing

Figure 2: Basic structure of a compact MRF Brake with 
multi-layered disks 

   

(a) Front view 

 

(b) Rear view 

Figure 3: Compact MRF Brake (CMRFC) 
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flux density with CAE (FEM) software,  

(3) Decision of a yield stress of the MRF depending on the 
results of the process (2),   

(4) Calculation of a maximum torque depending on the results 
of the process (3) and other size-parameters.   

 In the process (2), we need to input nonlinearity data (B-H 
curve) of ferromagnetic materials (silicon steal etc.) and the 
MRF.  Commercially produced MRF (140CG, Lord Corp.) was 
used as an MRF in this study.   

 In the process (3), we referred to the characteristics data 
between the yield stress and the magnetic flux density of 
140CG, which is presented by Lord Corp. [24].   

Figures 3 show a developed compact CMRFC.  Specification 
data of this clutch is shown in table 1. Multi-layered disks are 
fixed with gaps of 50μm accurately.  The MRF (140CG, Lord 
Corp.) is filled between these gaps completely.  Figure 4 
shows a cross-sectional view of the CMRFC.  In this figure, 
black broken line means a loop of the magnetic flux.   The 
condition of filled fluid can be checked through the inlet hole 
made direct above multi-layered disks as shown in the 
sectional view of Fig.4. The number of turns of the coil is 191 
turns.  According to the result of a magnetostatic analysis 
mentioned above, application of the electric current of 1A to 
the coil generates magnetic flux density of 0.55~0.65 tesla in 
the MRF layers. 

2.4 Characteristics of the Compact MRF Brake 

Torque characteristics of this device were measured by an 
experiment setup as shown in the Fig.5. The casing of MR 
brake was fixed on a turning table and rotated at a constant 

speed of 1 rad/s. A lever-arm of which length is 250 mm was 
fixed on the output shaft of the brake.  We measured braking 
torque with a force sensor connected with this arm.   

At first, static torque tests were conducted at constant speed 
of 1 rad/s. The experimental results are shown in Fig.6.  
White circles are experimental data.  Black squares mean the 
results of the analysis mentioned in the previous session.  As 
shown in this figure, the experimental result under the static 
condition indicates good similarity to the analytic result.  
Therefore, we can predict the maximum torque of the CMRFC 
with the suggested method.   

Secondly, we also conducted dynamic torque tests (step-
response).  Time constant (63% response) of step-response 
was about 20 milliseconds as shown in Fig.7.  This results 

Figure 4: Cross section of CMRFC 

Figure 5: Experimental setup of torque tests 
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Figure 7: Step response of CMRFC 

TABLE I 
SPECIFICATIONS OF CMRFC 

Total thickness [mm] 32 

Outer diameter [mm] 52 

Number of disks 9 

Number of MR fluid layer 18 

Turning number of coil 191 

Idling torque [Nm] 0.15 

Maximum torque [Nm] 6.0 

Weight [g] 237 
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shows that the developed CMRFC has a better response time 
than that of conventional powder clutches.  

 
3 PASSIVE CONTROLLABLE AFO SYSTEM USING 

COMPACT MRB 

Figure 8 shows a system of the controllable AFO with the 
developed compact MRF brake.  In this section, we describe 
this AFO system and the control method. 

3.1 Sensing components for measuring gait 

This AFO system has three types of sensing devices as 
follows; 

(a) A potentiometer at the ankle position, 

(b) Foot switches under the toe and the heel, 

(c) A bending moment sensor built in a brace. 

A commercially produced potentiometer was used to measure 
the angle of the ankle joint. Foot switches detect contacts of 
the ground and a toe or a heel. The bending moment sensor 
developed by BL Autotech, Ltd., Japan was utilized to 
measure bending moment straining against a brace.   

3.2 Control system for the AFO 

As shown in Fig.8, this system has five components as 
follows; 

I:   A controller and a user-interface (Lap-top PC embedded a 
multi-functional card of A/D and D/A),  

II:   The AFO with the previous MRB (i-AFO), 

III:  A battery box (power supply to amplifiers and sensors),  

IV: A current amplifier, 

V:  A sensor amplifier (to amplify the signal of the bending 
moment sensor).  

Braking torque is controlled with an electric current applied 
from the current amplifier.  Reference signals for the current 
amplifier are outputted from the D/A card. The signals from 
four sensors (a potentiometer, toe and heel switches and a 
bending moment sensor) are sent from the A/D board to the 
controller. 

3.3 Control method for the passive controllable AFO 

Figure 9 shows a signal form of braking torque depending on 
the gait phases (see Fig.1). A screen copy of the control 
panel is shown in Fig.10. Alphabets in Fig.9 and Fig.10 are 

parameters that can be varied for each subject. Each 
parameter can be set in the panel shown in Fig.10.   

The meanings of each parameters are as follows; 

(a) Torque of swing phase, 

(b) Torque of heel-contact, 

(c) Torque of foot-flat, 

(d) Period from heel-contact to foot-flat, 

(e) An ankle angle for free torque. 

During swing phase, the brake outputs torque (a). Then, it 
outputs torque (b) at heel contact, and decreases linearly until 
foot-flat (torque (c)). Period from heel-contact to foot-flat (d) is 
estimated through experiment. Torque (c) is kept until a 
certain ankle angle (e). These parameters are manually 
determined by repeated experiments.   

 

4 GAIT EXPERIMENT FOR A POLIO PATIENT 

4.1 Experimental condition 

We tried a clinical test with this AFO system for a polio 
patient. Table 2 shows a data table of the subject.  This polio 
patient has a flaccid paralysis on his right ankle, but in a daily 
life he lives without any orthosis.  The drop-foot is main 
problem in his gait.  We applied our AFO system to his right 

Figure 8: Control system of i-AFO 

Figure 9: Signal form for braking torque 

Figure 10: User interface view 
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ankle.  Figure 15 shows an appearance of the AFO system 
and his right leg.   Working length of this trial was set about 5 
m.  The experiment was started with the subject standing on 
a neutral position shown in Fig.11.   

4.2 Results 

Figure 12 shows an experimental result without control. And 
figure 13 shows an experimental result with control mentioned 
above.  Figure 12 and 13 include three data of ankle angles, 
reaction forces, and bending moments.  Periods with zero-
GRF must be swing phases and others must be standing 
phases.    

4.3 Discussion 

As shown in Fig.12, the gait without control has features as 
follows;  

(1) In swing phase, the subject could not maintain the dorsal 
flexion because of the drop-foot.   

(2) At the moment of reaching ground, GRF lacked 
smoothness.   

(3) The subject could not contact at heel in the initial contact.  
Therefore, he can not walk smoothly. 

On the other hand, the gait with control (Fig.13) has features 
as follows;   

(1) In swing phase, the subject could maintain the dorsal 
flexion, and prevent the drop-foot. 

(2) The subject was able to contact to the ground at heel.   

(3) The maximal bending moment with control was larger than 
one without control. Therefore, subject could transfer his 
weight to forward smoothly.   

(4) Walking cycle was shorter than one without control.   

As above, we realized to control the gait of the polio patient 
with developed passive controllable AFO system.  It 
prevented the drop-foot in the swing phase and the slap-foot 
at the heel-strike.   

 

5 CONCLUSION 

In this study, a compact and high-torque MR fluid brake was 
developed.  Design method with magnetostatic analyses for 
the MRF brake was described.  We developed a passive 
controllable AFO with the compact MRF brake.  This AFO 
system has three types of sensors, a potentiometer for the 
angle, a bending moment sensor for the bending moment on 
AFO and foot switches to detect contacts against the ground.  
By using this AFO system, we tried a gait experiment for a 

TABLE II 
DATA TABLE OF A SUBJECT 

Sex Male 

Age 59 

Symptom Polio 

  
Right ankle flaccid paralysis, sensory 

paralysis 

Height 157 [cm] 

Weight 44 [kg] 

 

 
Figure 11: Appearance of the experiment 

Figure 12: Experimental result without control 

Figure 13: Experimental result with control 
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polio patient.  A control method for this AFO system was 
developed.  Consequently, we could prevent the drop-foot in 
swing phase, and slap-foot at the heel-strike. The 
experimental result shows that the gait of the polio subject 
was improved.    
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Abstract 
In recent years, many researchers have studied the potential of using robotics technology to assist and 
quantify the motor functions for neuron-rehabilitation.  Some kinds of haptic devices have been developed and 
evaluated its efficiency with clinical tests, for example, upper limb training for hemiplegic patients. However, 
almost all the devices are active-type (motor-driven) haptic devices and they basically require high-cost safety 
system compared to passive-type (brake-based) devices.  In this study, we developed a new practical haptic 
device “PLEMO-P1”; this system adopted two ER brakes as its force generators. In the previous system, we 
could not detect symptoms of abnormal movement of patients, for example synergy patterns of stroke patients, 
because of a loss of sensors.   In this paper, we developed new sensing device for detecting such 
abnormalities of patient’s movements.  The purpose of this study is to detect abnormal movements with new 
PLEMO system and notice it to users.  As a preparation, we conducted reaching tests with this device in Lab-
level tests.  By comparison with Demo-stroke movement and a normal movement, we recognized some 
differences of wrist angle and gripping forces between these two movements.    
 
Keywords:  
Upper limbs rehabilitation, Synergy pattern, Haptic device, Force feedback, Rehabilitation robotics 

 
 
 
 
 
1 INTRODUCTION 

The increasing numbers of the aged people and their physical 
deteriorations have been one of the most serious problems in 
many countries. Many stroke patients suffer from disabilities 
which restrict Activities of Daily Living (ADL), e.g., reaching 
actions. Therefore, sufficient rehabilitative training is 
necessary for such patients.  

In general, therapists make rehabilitation programs based on 
their inspections and measurements of each patient. 
However, it is difficult to adopt appropriate rehabilitative 
programs for all patients, because the evaluation method is 
based on experiences of each therapist. Nowadays, Evidence 
Based Medicine (EBM) is required strongly in the field of 
rehabilitation. Therefore, rehabilitation systems that utilize 
robotics technologies are expected for; 1) quantification of the 
effect of the rehabilitative training; 2) enhancement of the 
motivation for patients with creating new training methods 
(many patients are giving up rehabilitative training because of 
its boredom); 3) improvement of the efficiency of physical 
therapist’s works.   

As examples of the therapeutic robots, Krebs H.I., et al. [1] 
have developed active (motor-driven) haptic device (MIT-
MANUS) and conducted many clinical tests for upper limbs 
rehabilitation. However, the motor-driven robots basically 
require high-cost safety system compared to passive (brake-
based) devices.  Book W.J., et al. [2] have developed passive 
haptic devices.  In their system, conventional powder brakes 
were used as haptic generators.  Generally, the response 
time of the powder brake is more than 100ms and it causes 
lack in quality of force feedback.   

To solve these problems, we have developed passive haptic 
devices using ER Fluid Brakes (ER Brake) [3].  Due to the 
rapid response of the ER Brake (2~3ms), our haptic device 
presented good performance as a force display.  In this study, 
we improved this system (ER brake-based system) as a 
practical rehabilitation system for upper limbs.  To meet 
demands for the rehabilitative training in 3-D space, we 
developed a new haptic device "Quasi-3-DOF Rehabilitation 
System for Upper Limbs" or "PLEMO-P1"[4].  PLEMO-P1 has 
2-DOF force-feedback function in its working plane but the 
working plane can be adjusted its inclination.   

However, the previous systems could not detect symptoms of 
abnormal movement of patients, for example synergy 
patterns of stroke patients.   If rehabilitative trainings are 
continued with such abnormal movements, trainer possibly 
learns bad pattern of movements and it prevent from proper 
learning of movements.    

In this study, the symptom of the synergy movement pattern 
is detected with automatic operation by a new sensor grip 
device.  This device consists of three sensors; 1) a gripping 
force sensor, 2) a reaction force sensor against the table and 
3) an angle sensor for a wrist.  The purpose is to detect 
abnormal movements by using this device and give patients a 
warning and additionally present a better movement direction.  
In this paper, we describe basic structure of the sensor grip 
device and lab-level experiments for reaching tests as a 
preparation of clinical tests.     
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2 QUASI-3-DOF REHABILITATION SYSTEM FOR UPPER 
LIMBS, “PLEMO” 

We have developed a Qasi-3-DOF rehabilitation system for 
upper limbs, “PLEMO-P1” [4] as shown in the figure 1. 
PLEMO-P1 is a stand-alone robot and a passive-type robot: it 
can present passive-type force display which can output 
several kinds of virtual force, for example resistance, 
viscosity, vibration etc. This machine has two active degrees 
of freedom (DOF) in a working plane and one passive DOF of 
the inclination of the working plane. It has some application 
software for rehabilitation. 

In the training, an operator grasps a handle of PLEMO, 
watches a display and plays application software as 
rehabilitation training and evaluation test. This system can 
control and measure the position of the hand of the operator, 
and feedback force sense to the operator depending on the 
situations defined by the application software. In this section, 
we describe the mechanism of both the brakes and the 
PLEMO system.   

2.1 ER Fluid Brake (ERB) 

ER fluid is one of functional fluids, whose rheological 
properties can be changed by applying an electrical field [5].  
To use this fluid as a working fluid, we can make electrically 

controllable brake (ER Fluid Brake, or ERB, simply) with high-
performance (good rapidity and repeatability of brake torque) 
[6].  We use this brake as  force generators of a new 
rehabilitation system (force-feedback system) in this paper.   

Figure 2 shows a basic structure of a cylindrical-type ER 
brake. It consists of fixed cylinders and rotating cylinders with 
the ER fluid between them.  The two groupes of the cylinders 
also play the role of pairs of electrodes.  The rotating cylinder 
is fixed on the output shaft and driven by external forces 
through this shaft.  When a voltage is applied between the 
pair of cylinders, the electric field is generated in the ER fluid 
between them, and then the viscosity of the fluid increases.  
This increase of viscosity generates the braking torque and 
reduces the rotational speed.   

Figures 3 show a cross-sectional view and appearance of the 
brake developet for the PLEMO system.  As shown in the left 
drawing of Figs. 3, this brake consists of multi-layered disks 
(three pairs of stator-disks and rotor-disks).  ER fluid is filled 
between the rotor-disks and stator-disks.  As a result, six 
layers of ER fluid generate the brake torque with change of 
the fluid.  Piston mechanism works for the prevention of liquid 
spill with the expansion of the fluid. 

Table 1 shows specifications of the brake.  We can control 
the brake torque from 0.1Nm to 4.0Nm with the electric field 
from 0.0kV/mm to 3.0kV/mm, respectively.  As shown in Fig. 
4, the time constant of response is 2~3 ms [6].  In this figure, 
a solid line is the torque response of the ER brake, and a 
dashed line is an input of the electric field to the brake.  
Thanks to this rapidity, a haptic device using this ER brakes 

 

 

Figure 1: Quasi-3-DOF rehabilitation system 
“PLEMO-P1” 

 
Figure 2: Basic structure of ER Fluid Brake 

    
Figures 3: Cross section (left) and picture (right) of ERB 
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Figure 4: Step response of ERB 

TABLE 1 
SPECIFICATIONS OF ER BRAKE 

Total weight 2.3 kg 

Diameter 15cm 

Height 4cm 

Maximum brake torque 4.0Nm (at 3.0kV/mm 
applied) 

Idling torque 0.1Nm (at 0.0kV/mm 
applied) 

Num. of rotor disks 3 

Disk gap 1mm 

Time constant of 
response  

2~3 msec 
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can realize a high frequency response (e.g. an impact force of 
virtual hockey). 

Figure 5 shows the brake torque of the ER brake depending 
on the electric field applied to it.  This characteristic has good 
repeatability and we can formulate this relation as follows;   

0.10  0.12E  0.39E  T 2 ++=  (1) 

where, T represents the brake torque [Nm] and E represents 
the electric field [kV/mm].  The resolution of force depends on 
other components described as the next section.   

2.2 Mechanism of Force Control 

Force control unit consists of two ER brakes and these 
brakes generate output-force on a handle by a parallel 
linkage. Figure 6 shows parallel linkage of this system.  As 
shown in this figure, T1 or brake torque of brake1 generates 
force F1 and similarly torque T2 generates force F2.  If the 
movement of the handle is vertical direction like this figure 
and this system generates force F1 and F2, the user feel 
resistance against his movement direction.  If these forces 
are constant, users feel constant resistance.  In other case, if 
these forces are proportion with velocity of the movement, the 
users feel viscous force.  Necessary torques T1 and T2 are 
calculated from required forces F1 and F2 based on the 
inverse kinematics.  Lengths of the link 1 and the link 2 are 
450mm.  This value is designed on the basis of the 
manipulability-analysis.   

2.3 Control System 

Figure 7 is a schematic drawing of the structure of PLEMO 
and signal flow chart of this system.  Absolute encoders (FA 
Coder, TS566N320, Tamagawa Seiki Inc., Japan, resolution: 
17bits) measure the rotational angle of brakes. We can 

calculate the position and the velocity of the handle 
depending on each angle of brakes.  Digital Input/ Output 
(DIO) board (PCI-2154C, Interface Inc., Japan) loads this 
information to a controller (personal computer).  Operating 
handle includes a force sensor (IFS-70M35A, Nitta Inc., 
Japan), and operating force is measured by this sensor.  A 
potentiometer (CP-2F, Midori Precision Inc., Japan) 
measures the inclination of the worktable and the angle is 
loaded by Analog/Digital converter (A/D) board (PCI-3165, 
Interface Inc., Japan, resolution: 16bits).  The brake torque of 
the ER brake is controlled by applied voltage from high 
voltage amplifiers (HEOP-3P10-LS, Matsusada Precision 
Inc., Japan).  Digital/Analog converter (D/A) board (PCI-3338, 
Interface Inc., Japan, resolution: 12bits) outputs the reference 
signal to the amplifiers. 

Depending on the above specifications of the components, 
specifications of the PLEMO system are as follows; 

1. Resolution of the angle is 4.8*10-5 rad and resolution of the 
displacement is 0.02 mm for each DOF.   

2. Resolution of the braking torque is 6.5*10-3 Nm and 
resolution of the force at the end-effecter is 1.4*10-2 N for 
each DOF.   

3. Range of motion on the table is 600 mm (W) * 500 mm (D).  

4. Adjustable angle of the inclination is from -30 to 90 degree.   

PLEMO changes the angle of table from vertical plane to 
horizontal plane. So, we can conduct from vertical training to 
horizontal training by only one system.  Total size of the 
system is 1000 mm (W) * 600 mm (D) * 700 mm (H), except 
for the display.  This is similar to the size of general-purpose 
office desks.  This passive system is more compact, simple, 
and reasonable for the cost than conventional actuator-type 
systems.   

 

3 DEVELOPMENT OF SENSOR GRIP DEVICE FOR 
DETECTION OF ABNORMAL MOVEMENT 

3.1 Concept 

In the previous PLEMO system, we could not detect 
symptoms of abnormal movement of patients, for example 
synergy patterns of stroke patients, because of a loss of 
sensors.  Furthermore, in reaching tests with the previous 
system, we observed unfavourable movements of stroke 
patients as follows;  

1. Excessive reaction force against the table,  

2.  Excessive gripping force,  

3.  Abnormal flexion of the wrist.   
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Figure 5: Brake torque vs. Electric field of ERB 

 
Figure 6: Parallel linkage of PLEMO 

 
Figure 7: Structure and signal flow of PLEMO 
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The “synergy movements” mentioned above must have 
caused such symptoms.  In other words, if we can measure 
such information, we have a chance to detect their synergy 
movements and give patients a warning for their abnormality.  
It becomes great help for their effective recovery.   

3.2 Basic structure and its performance of the sensor 
grip device 

Figures 8 show mechanisms of our former and current 
handle.  The former handle mechanism is shown in Figs. 
8(A): it is gimbals-structure with no sensors.  On the other 
hand, the current handle consists of three kinds of sensors 
(shown in Figs. 8(B)): a grip force sensors; a potentiometer 
for yaw rotation of patient’s wrist; an axis force sensor for 
detecting the reaction force against the table (simply called 
“reaction force” in this paper).  The size of grip is 150mm in 
height and 30mm in radius, which allow the operator to bend 
his/her wrist in ranges of - 90 to + 90 deg. 

The mechanism of measuring the grip forces is that strain 
gages attached to four props can measure the applied forces: 
these four props are installed on the foundation of the grip 
(shown in Figs. 8(D)).  Figs. 8(C) shows a part of these props. 
In order to measure yaw rotation angle of patient’s wrist, we 
incorporated a potentiometer into this handle system (shown 
in Fig. 8(D)). Moreover, we installed load-cell on the bottom 
side of this grip to detect the reaction force against table 
during robot therapies. When a patient moves and pushes the 
robot hand strongly against the working plane, this sensor 
would react to his/her movement and alert him/her in real-
time, which would help him/her to perceive his/her abnormal 
synergy pattern. The specifications of current handle 
mechanism can be summarized in Table II.   

 

4 REACHING TEST FOR RECOGNIZING SYNERGY 
MOVEMENT 

4.1 Software 

We have developed a new application to detect patient’s 

synergic movements (shown in Fig. 9 (A)).   

In this program, the patient is instructed to the position of 
target point (sphere shape in this figure) with each numbers in 
a monitor.  The position of the hand is shown as a white dot, 
which is moved depending on the movement of the end-
effecter.  The task starts when a user operates his hand to 
the start position displayed as bottom side of a center of 
Fig.9.   

Each target sphere has the following parameters: 1) position; 
2) score; 3) area number; 4) priority level. When one of the 
fixed target spheres is activated by ascending order of the 
target’s priority level, a straight trajectory connects to the 
starting point and the target sphere is displayed as a white 
line in the monitor (Fig.9 (B)). When the patient moves his/her 
hand along the trajectory and reach a target sphere, the score 
of the target is added to the patient’s score, which displayed 
on upper left of the monitor. Total distance [cm] of the 
movements of patient’s hand is displayed just beneath this 
score. After returning his/her hand to the starting position, a 
next target sphere is activated (Fig.9 (C)).   

The gaps between the robot desired position along the 
trajectory and the patient’s hand position are accumulated 
depending on the target’s area number: after finishing the 
training, the average trajectory error of each area number is 
calculated and evaluated, which enables us to more clearly 
identify the patient’s weak area. In general, stroke patients 
tend to move their upper limbs following synergy pattern; 
therefore, right side hemiplegic patients will have difficulty 
with their movements toward right-front direction more than 

Figures 8: Sensor grip device:  (A) Former handle 
(passive gimbals), (B) Current handle (sensor grip), 
(C) A part of grip force sensor, (D) inner mechanism 
of the grip device 

TABLE II 
SPECIFICATIONS OF CURRENT HANDL 

Height 15 cm 

Radius 3 cm 

Yaw Rotation - 90 to + 90 degree 

Grasping-Force Range 0 to 12 N 

 

Figures 9: Reaching software 
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any other direction.  Figure 10 shows a certain combination of 
area numbers. Figure 11 is a result of demonstration with the 
healthy volunteer. In center of this figure, left numbers 
correspond to the area numbers and right numbers indicate 
the error of the trajectory (the score is calculated with division 
of the error area by the length of the trajectory). As shown in 
Fig. 11, the patient can check results of the training 
immediately just after each training. Moreover, this system 
can record data of the movement; therefore, this system can 
evaluate a recovery degree quantitatively by other evaluation 
method. Optional features of this training are; 

1. to present virtual force against the correct direction. This 
resistance activates patient’s intention to move their own arm,  

2. to alert the patient by sound, telop and virtual force  
according to the griping force. The patient is required to keep 
his/her griping force constant in a certain level while 
performing the required task. 

Depending on the disability of the patient, physiotherapist can 
select these optional features above. Moreover, a 
physiotherapist can set the parameters of target spheres: 1) 
position; 2) score; 3) area number; 4) priority level by 
himself/herself, which enables us to administer various kinds 
of effective training to stroke patients.   

4.2 Method 

The subject is a healthy volunteer of 40 years old (physical 
therapist).  PLEMO was used to measure the features of the 
movement of the healthy person and a stroke patient (right 
paralysis) demonstrated by this subject (we call it “Demo-
stroke” in this paper).  All experiments were executed with 
sitting on the chair and fixing the back on a back rest.  The 
reaching program mentioned above was used as shown in 
Fig.12.  The start position was defined as X = 0cm, Y = 0cm.  
Two target positions were selected as follows;  

Left-side target: X = -10cm, Y = 20cm, 

Right-side target: X = 10cm, Y = 20cm. 

Reaching process was defined as a process from the start 
position to a target position.   On the other hand, pulling 
process was defined as a process from the target to the start 
position.   

4.3 Results & Discussion 

In this paper, we show experimental results of gripping forces 
(see Figs.13) and wrist angles (see Figs.14).  According to 
these results, we can see big differences between normal 
movements and abnormal ones in both results of griping 
force and wrist angle.   

Generally, Demo-stroke takes a lot of time for reaching 
actions. At the same time, its motions are demonstrated with 
strong grip forces, and high reaction forces against the table.  
Additionally, small vibrations are seen in the Demo-stroke.  
These features can be explained depending on the symptom 
of the stroke.   

In terms of the gripping force, as shown in Figs.13, the force 
of the Demo-stroke is larger than that of healthy person in all 
directions. These may be caused by an exaggerated 
contraction of muscle, or abnormal muscular tonic 
(spasticity), depending on the synergic pattern of hemiplegia.   

In terms of the wrist angle, at the same time, synergy 
movements works during Demo-stroke’s movements and 
these wrong actions caused different pattern from normal 
tendencies.  In normal movements, wrist angles tend to be 
constant during both reaching and pulling actions.  However, 
in Demo-stroke movements, the wrist angle changed 
dynamically.   

Of cause, we can not say the results hold true to real patients. 
But the difference will not probably be so large.   At least, we 
can detect abnormalities with this device.  For the next stage, 
we are planning to conduct clinical tests for real patients and 
investigate how we can detect their abnormalities with 
PLEMO system.    

 

5 CONCLUSION 

In this paper, we describe the motivation for the detection of 
patient’s abnormality, mainly synergy movement of stroke 
patients.  In order to detect these symptoms, we developed a 
new sensor grip device.  In this report we attached this device 
on the PLEMO system, which is a quasi-3DOF rehabilitation 
system for upper limbs previously reported.   

We also developed new reaching program for PLEMO and 
experiments were conducted.  The subjects were a healthy 
person and Demo-stroke, which is a stroke patients 
demonstrated by the healthy person (experienced physical 
therapist).  The experimental results show big difference 
between the Demo-stroke and the healthy person.  We 

Figure 12: Scene of an experiment 

    
Figure 10: Explanation of targets 

 

 
Figure 11: Evaluation view 
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construed the difference is based on the synergy movement 
of stroke.   
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(a) Left reach                        (b) Right reach                            (c) Left pull                                (d) Right pull 

Figures 13: Experimental Results of the grip force 
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Figures 14: Experimental Results of the wrist angle 
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Abstract 
Until now, some rehabilitation systems for upper limbs were developed and clinical effectiveness was reported 
in several studies for the aged people or stroke patients. It is important for designing a rehabilitation system 
which trains in the 3-DOF space because the upper limbs of humans works in 3-DOF space even expect for the 
wrist. However, there was few rehabilitation system for 3-D training with high safety. We developed the 
quasi-3-DOF rehabilitation system Hybrid-PLEMO, which has 2-DOF force-feedback function in working plane 
but its working plane can be adjusted the inclination. Hybrid-PLEMO is a compact, low-cost rehabilitation 
system for upper limbs with high safety by using ER brakes or ER actuators and can be switched between 
active type and passive type. Additionally, in Hybrid-PLEMO, we take direct-drive linkage mechanism by adding 
sub links. In this paper, we describe the mechanism of Hybrid-PLEMO. 
 
Keywords:  
Human robot co-existance ; Rehabilitation engineering ; Safety  

 
 
1 INTRODUCTION 
Depending on the aging society, stroke patients are increasing 
in many countries, and many of them develop ataxia: paralysis 
caused by brain stroke, or asynergia. Early detection of 
functional deterioration and sufficient rehabilitative training are 
necessary for such patients. In recent years, the needs for 
rehabilitation support systems are increasing, which use robot 
technology and virtual reality technology. These technologies 
are efficient for evaluating rehabilitation from a quantitative 
viewpoint.  
Several rehabilitation robots for upper limbs have been 
proposed so far, and clinical effectiveness was reported in 
several studies for the aged people or stroke patients [1][2][3]. 
Although the upper limb of human works in 3-D space even 
except for the wrist, there was few rehabilitation support robot 
system for 3-D training with high safety. And if any, most of 
them have disadvantages in cost or ease of maintenance. 
Practical systems should be required to be more compact and 
better for maintenance. 
In our current research, to meet these demands above, we 
developed a new haptic device "Quasi-3-DOF Rehabilitation 
System for Upper Limbs" or "PLEMO-P1" [4][5]. PLEMO-P1 
has 2-DOF force-feedback function in working plane but its 
working plane can be adjusted the inclination. And PLEMO-P1  
is a passive-type system using ER Brake, which can output 
several kinds of virtual force. Although that system meets 
some demands like that cost, high safety, and compact, it 
can't be adapted to the patient who has severe disabilities and 
who has difficulties in moving voluntarily, due to passive 
system. 
Therefore, based on development of PLEMO-P1, we 
developed a new type of PLEMO. This new system has the 
same features as PLEMO-P1. Moreover, this system can be 
switched from active type to passive. We named this device 
"Quasi-3-DOF Active-Passive Rehabilitation System for Upper 
Limbs" or "Hybrid-PLEMO" (Figure 1).  
Hybrid-PLEMO was developed to realize the difference of the 
rehabilitation training between active force feedback and 
passive force feedback. And it is adopted new ER-actuator we 
developed which consists of double-shaft ER-clutch. 
  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Hybrid-PLEMO 
 
 
2 ER-CLUTH 
2.1 ER-fluid 
ER fluid is one of the functional fluids of which rheological 
properties can be changed by applying electrical fields [6].  In 
this paper, particle-dispersed-type ER fluid is used. Its shear 
stress depends on the application of electric field from 
0.0kV/mm to 2.0kV/mm and does not depend on shear rate.   
By using this fluid as working fluid, we can construct 
electrically controllable brake (ER brake) or clutch (ER clutch) 
with high-performance: highly responsive (several msec) and 
repeatability of brake torque. And we can construct high 
performance clutch-type actuation system with ER clutch (ER 
actuator, Figure 2).  We use this brake and actuator system 
for force generators of our rehabilitation system.  
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Figure 2: ER-clutch-type actuation system 
 

2.2 Double shaft ER-clutch 
Figures 3 show a sectional view of double shaft ER-clutch 
device developed in this study. This device has two groups of 
pair of multilayered disks in its package. Input disks of the two 
groups are fixed on the casing.  When the casing is rotated 
by motor, input disks are rotated simultaneously and the 
device works as a clutch. When the casing is stopped, input 
disks are stopped and the device works as a brake. Two 
groups of output disks are fixed on inner shaft and outer shaft 
of output shaft, respectively. The particle type ER fluid is filled 
between each disk and we can control 2-DOF output torque 
independently. 
Diameter and height of this device are 192mm, 225mm, 
respectively. Diameter, thickness and gap of disks are 155mm, 
1.0mm, 1.0mm, respectively. Numbers of disks are 4 for each 
group. Figure 4 shows output torque of this device.   

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Double shaft ER-clutch 
 

 
 

Figure 4: Output torque of double shaft ER-clutch 

3 HYBRID-PLEMO 
3.1 Quasi-3-DOF mechanism 
“PLEMO” has 2 controllable DOF on a working plane and 1 
passive DOF of the inclination of the working plane as shown 
in Figure 5.  We defined this working space as a 
“Quasi-3-DOF Workings pace”. An operator grasps a handle 
on the end-effecter of its arm, watches visual information on a 
display and plays application software as rehabilitative training 
and evaluation test. 
 

3.2 Actuator Box 
Haptic force on the end-effecter of Hybrid-PLEMO is 
controlled by torque-control-unit with ER actuators mentioned 
above. In Figure 2, the motor, which works for an input part of 
the clutches, is rotated by simply constant voltage in order to 
assure high safety of the clutch-type actuator. Therefore, the 
rotation direction of the ER actuator is one way. We need two 
actuators of CW (clockwise) and CCW (counterclockwise) 
direction for one controllable DOF.   
To realize two controllable DOFs of PLEMO, we utilized two 
double shaft ER-clutch devices described above. The one is 
rotated in CW, the other is rotated in CCW. Input parts of the 
ER actuators are shown in Figure 6. As shown in this figure, 
both CW and CCW direction are generated by gears from one 
way rotation of a DC servo-motor. Each CW and CCW rotation 
is transmitted by belt-pulley system to “ER clutch1” and “ER 
clutch2”. Additionally, when the motor is stopped, each clutch 
works as a brake. 

 

 
 

Figure 6: Input parts of actuator box 
 

3.3 Stopper mechanism 
We take stopper mechanism (Figure 7) under counter weight. 
With this mechanism, end point position doesn’t exceed 

    
 

Figure 5:  Quasi-3-DOF mechanism of Hybrid-PLEMO
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walking table (height 500mm, width 600mm). Figure 8 shows 
stopper position calculated from end point position. 
 

 
 

Figure 7: Stopper mechanism 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Stopper position 
 

3.4 Parallel linkage mechanism  
A parallel linkage mechanism of Hybrid-PLEMO is shown in 
Figure 7. “ER clutch1” and “ER clutch2” have a pair of two 
controllable shafts, which are a pair of an outer shaft and an 
inner shaft. Two outer shafts with opposite rotations are 
connected with “sub link1”. In same manner, two inner shafts 
are connected with “sub link2”. By using sub link1 and sub 
link2, we realize two controllable DOF for haptic control. 
These two DOFs are converted to orthogonal two directions of 
the end-effecter by using main parallel linkage, which consists 
of “link1” and “link2”.   
 

  
 

Figure 9: Parallel linkage mechanism of Hybrid-PLEMO 

3.5 Active -Passive switching mechanism 
Hybrid-PLEMO can switch Active/Passive mode very easily.  
Table 1 shows the comparison between active force feedback 
and passive force feedback.At passive mode, ER-clutch is 
fixed by disk-brake. If we use Hybrid-PLEMO as active mode, 
we set disk-brake off and servo-motor on. ER-clutch rotates, 
and we electrically control 4 shafts (inner shaft and outer shaft 
of ER-clutch 1 and 2). If we use Hybrid-PLEMO as passive 
mode, we set disk-brake on and servo-motor off. ER-clutch 
stops and we control 2 shafts (inner shaft and outer shaft of 
ER-clutch 1 or 2). 
 

Table 1: Comparison between active force feedback and 
passive force feedback  

 

3.6 Control system 
Figure 10 shows control system for Hybrid-PLEMO. Absolute 
encoders (FA Coder, TS566N320, Tamagawa Seiki Inc., 
Japan, resolution: 17bits) measure the rotational angle of ER 
actuators or brakes. We can calculate the position and the 
velocity of the handle depending on each angle. Digital Input/ 
Output (DIO) board (PCI-2154C, Interface Inc., Japan) loads 
this information to a controller (personal computer). Operating 
handle includes a force sensor (OPFT-220N, Minebea Co. 
Ltd., Japan), and operating force is measured by this sensor. 
A potentiometer (CP-2F, Midori Precision Inc., Japan) 
measures the inclination of the worktable and the angle is 
loaded by Analog/Digital (A/D) converter board (PCI-3165, 
Interface Inc., Japan, resolution: 16bits). The brake torque of 
the ER brake is controlled by applied voltage from high 
voltage amplifiers(High voltage amplifier,  MAX- 
ELECTRONICS,  Co. Ltd., Japan). Digital/Analog (D/A) 
converter board (PCI-3338, Interface Inc., Japan, resolution: 
12bits) outputs the reference signal to the amplifiers.  
A controller is a personal computer (DOS/V), and an operating 
system (OS) is Vine Linux 3.2 and ART-Linux (kernel 2.4.31) 
as a real-time OS. Open-GL and Glut3.7 are used for the 
graphic library. Graphic process and control process are both 
executed by one PC. Multi-process programming is used to 
realize it. The control process is repeated by 1[ms] exactly. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: Control system of Hybrid-PLEMO 
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4 APPLICATION  
Reaching motion is one of the most important tasks for 
rehabilitative training. In physical therapy or occupational 
therapy, reaching training is done without pulling patient’s 
hand in the correct direction, but with giving resistance against 
correct direction. This resistance activates patient’s intention 
to move their own arm.    
In this section, we suggest two types of reaching program with 
Hybrid-PLEMO system. These two programs are based on 
the reaching training with force guidance or resistance 
mentioned above. However, the methods of force feedback 
are different each other. The one utilizes active force feedback 
mode of PLEMO system, and the other utilizes passive mode.   
The aim of this program is to operate the handle, search target 
trajectory with only force information and trace it. In active 
mode, PLEMO system generates outgoing- vector force of 5N 
from target trajectory. On the other hand, in passive mode, the 
system generates a distribution of resistant force (0N or 3N or 
5N). The nearer to the target the hand position is, the stronger 
the resistance is. The start position was same (X = 0cm) in 
every experiments. The target changes its X position (X = -20, 
-10, 0, 10, 20cm) in a random manner. In order to evaluate 
simply the effect of force information, we hide any visual 
information on display. Figures 12 show experimental results 
of same target position (X = 10cm) with active/passive mode. 
An operator is healthy person. Broken lines show the target 
trajectory, and black dots show the starting position of the 
handle. As shown in the left side of Figure 12, operator can 
recognize the target position smoothly with active-type force 
guidance. On the other hand, as shown in the right side of 
Figure 12, it took more time to recognize the target position 
with passive-type force guidance than active mode. The 
reason of this delay is thought that, in passive mode, the 
operator needs more time to understand the distribution of 
force field with his own motion, and recognize correct direction 
toward the target. In future works, we must clarify effects and 
roles of active / passive force feedback for human’s sense, 
motion and rehabilitation.   
  

  
 

Figure 11: Application “reaching” 
 

5   CONCLUSION 
This paper described the development and evaluation of 
“Hybrid-PLEMO”, which is one of the rehabilitation systems for 
upper limbs with quasi-3DOF mechanism and switchable 
mechanism between active/passive modes.  We expect to 
use this system to clarify the effects and roles of active / 
passive force feedback in rehabilitative training.  It will be 
possible to measure the effect of rehabilitation with EEG or 
NIRS for same subjects under same environments by using 
this system.   

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12: Experimental Results 
(Left: active mode, right: passive mode) 
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Abstract 
There is a need for quantitative diagnosis and evaluationin rehabilitation. This can be realized by means of 
rehabilitation robots system. This study is aimed at developing a rehabilitation robot capable of controlling 6 
degrees-of-freedom (DOF) for upper limbs. Therefore we have developed a 6-DOF stand-alone rehabilitation 
system for upper limbs, named ‘Robotherapist’. Furthermore we developed application software for stroke 
patients in order to evaluate states and train exercises on the basis of physical therapy. This paper presents 
the mechanism of Robotherapist and its applications to stroke patients. 
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Rehabilitation engineering, Human robot coexistence, Safety, Stroke patients 

 
1 INTRODUCTION 
Many people have a physical disorder due to aging, stroke, 
etc. In the future, the number of such people will increase 
because of the aging society. For example, in Japan more 
than two hundred and fifty thousand people have stroke every 
year, and many of them suffer from the aftereffects of 
paralysis. On the other hand, movements of the upper limbs, 
such as eating and operating appliances, are indispensable 
for daily activities. Therefore, rehabilitation for upper limbs is 
very important in order not only to decrease the numbers of 
them, but also to enable them to take an active part in 
society. 
But the present rehabilitation has some problems as follows:  
1. quantitative diagnosis and evaluation are not still 

established, so there is a need for both evaluation and 
training based on quantitative evaluations 

2. shortage of therapist 
3. training skills are depended on experiences of therapists 
4. some of the patients give up rehabilitation because of its 

boredom 
In recent years, there is a need for quantitative diagnosis and 
evaluation based on Evidence Based Medicine (EBM) in 
rehabilitation. Therefore, a need for rehabilitation support 
systems are increasing, which use robot and virtual reality 
technology. 
Using these systems not only provides supports to therapists 
but also creates new training and exercises methods in 
rehabilitation [1]-[4]. Additionally feeding back the quantitative 
evaluations by these computerized system can enhance the 
motivation of an operator and the qualitative effect of training.  
Some rehabilitation systems for upper limbs exist that use 
these technologies. Furusho, et al. of Osaka University 
developed a 3-DOF rehabilitation support system ’EMUL’ [2]. 
Krebs, et al. of MIT developed a rehabilitation robot for wrists 
[5]. There are devices which has high capabilities and multi-
DOF. However, there are few efficient applicaton software to 
treat stroke stroke patients on the basis of physical therapy. 

This study is aimed at developing a rehabilitation support 
system capable of controlling 6-DOF for upper limbs, with the 
following integrated features:  
1. high safety 
2. quantitative diagnosis and evaluation 
3. efficient training  
Therefore, we have developed a 6-DOF stand-alone 
rehabilitation system for upper limbs, named ‘Robotherapist’ 
(Figure 1) [6]. It is used both robot and virtual reality 
technology. In addition, we two set of cameras for motion 
capture, and then we developed two sorts of application 
software for stroke patients on the basis of physical therapy. It 
enables efficient rehabilitation training and quantitative 
evaluation test. 
This paper presents Robotherapist and its application 
software. 

 
Figure 1: Robotherapist 

 
2 ROBOTHERAPIST  
Robotherapist is a stand-alone system for rehabilitation. 
Including other studies, there are two types of rehabilitation 
robots: stand-alone type and wearable one[7]. The stand-
alone system is safer than the wearable one even when it 
goes out of control. 
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This robot is able to: control and measure both the position 
and the posture of the operator’s hand ; display application 
software, for example, games, evaluation test, and 
rehabilitation training; and present force sense including the 
wrist torque to the operator according to situations of 
application software.  
An operator grasps a handle of Robotherapist, watches a 
display and plays application software as rehabilitation 
training and evaluation test. 
In this section, we describe the mechanism and control. 

2.1 Mechanism for position of the Handle 
The mechanism controlling the position of the handle part is 
shown in Figure 2. The mechanism has 2-DOF for the 
horizontal rotation (Figure 3) and 1-DOF for the vertical 
movement in the arm part (Figure 4). The motion range is 
about 0.90W × 0.54D × 0.50H [m]. The maximum axial force 
at the handle is about 25[N].  

 
Figure 2: Mechanism of Robotherapist 

 
Figure 3: Mechanism of Horizontal Rotation 

 
Figure 4: Mechanism of Vertical Rotation 

2.2 Mechanism for posture of the Handle 
The mechanism controlling the posture of the handle is 
shown in Figure 2. The handle has 3-DOF; that is, roll 
rotation, pitch rotation and yaw rotation. 
The motors and encoders for a posture of the handle place 
near Link1, and the torque of each motor is transmitted to the 
handle by driving shafts and wire-pulleys system. The 
maximum torque at the handle is about 1[Nm]. 

2.3 Control System with Motion Capture 
The overall image of Robotherapist is shown in Figure 5 The 
system has three sets of PCs, and these PCs exchange data 
through LAN.  
The PC1 is used for control. It always records the position, 
posture, and force of the handle; sends those data to the 
PC2; calculates the force that should be generated; and 
control the output to actuators.  
The PC2 is used for graphics. It receives the information from 
the PC1 and PC3; send the data from PC3 to the PC1; 
creates graphics; and shows them on the display.  
The PC3 is used for motion capture. It records the position of 
each marker which, for example, attatched the the elbow and 
shoulder of an operator; send those data to the PC2.    

 
Figure 5: Control system 

 
3 FORCE SENSE: GUIDANCE UTILIZING REACTION  

Many stroke patients cannot move their hands actively as 
they want. Though they know a desired direction, they do not 
know how to move their hands in that direction. However, 
they can resist the force passively as they want. In physical 
therapy, there are techniques utilizing these reaction. One of 
the techniques is called Proprioceptive Neuromuscular 
Facilitation (PNF). 

 Techniques of PNF are used to place specific demands in 
order to secure a desired response [8]. One of the techniques 
of PNF is the following: in order to guide a hand of a patient in 
one direction, a therapist adds force to the hand in the 
opposite direction ; the patient resists it (Figure 6), and then 
his brain and body catch on how to move his own hand in the 
correct direction; the patient moves his own hand by itself 
resisting the force. Utilizing the reaction against the force 
toward the opposite direction, the patient can tell correct 
movements to his brain and body. The force that the therapist 
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adds depends on the maxim power of the patient. By 
repeating training with this technique, their brain learns the 
correct pattern of movements.  

We name this technique ‘Guidance Utilizing Reaction (GUR)’. 
Futhermore we introduce GUR technique into application 
software of Robotherapist. 

 
Figure 6: Guidance Utilizing Reaction 

 
4 APPLICATION TO STROKE PATIENTS 
We have developed some application software so far. Some 
of them are emphasized on amusement and quantity of 
movements. In this study, we developed two sorts of 
application software, which are emphasized on quality of 
movement. Quality of movements is considered because 
wrong movements are the contrary effects for rehabilitation. 
Then we introduce physical therapy into the application 
software for stroke rehabilitation. 

4.1 Linear Exercise 
Hand movement between two spots directly is difficult for 
stroke patients because that needs a separate movement. 
Therefore, they need to train separate movements. The 
Linear Exercise is used GUR and capable of training the 
movements. 
The procedure of Linear Exercise program is the following. 
In the display of Robotherapist (Figure 7), there are three 
balls and transparent cylinder. An operator controls the green 
ball and moves it toward a target ball by means of the handle 
of Robothrapist. After the green ball touched the target, he 
moves it toward the other ball, which become a new target 
ball. A present target ball shines red. The Cylinder is 
designed a desired course. He moves the green ball toward 
the red target ball along the course. When the green ball 
touches the present target, Robotherapist tells him that the 
green ball touches the target by three ways: that the target 
turns yellow and another ball turns red; sounds; a force sense 
like touching a ball actually. Next, he moves it to the new red 
target ball. When the green ball separates the previous target 
ball in yellow, the yellow ball turns gray. He repeats these 
movements. 

 

Figure 7: Display in Linear Exercise 
When he moves the green ball to the target, Robotherapist 
gives force of GUR, that is the force in the opposite diredtion, 
to the handle. In addition, when the green ball get away from 
the course, Robotherapist gives the force of GUR in order for 
him to retuen to the course by himself. On the other hand, the 
system shows a warning and stops force when he moves the 
handle faster than the speed that we set to before he starts to 
play this training. 

4.2 Arc Exercise 
We have focused on one of the synergy pattern movement. 
When stroke patients raise their own arm, they often bend 
their elbow. This is because the flexion of their shoulder 
effects on the flexion of elbow. They need to learn the 
separate movements. The Arc Exercise is also used GUR 
and capable of training the movements . 
The procedure of Arc Exercise program is the following. 
In the display of Robotherapist (Figure 8), there are a green 
ball with cylinders on the top and buttom, a series of rings in 
an arc, and a shape of arm. The shape of hand is showed by 
means of the motion cature system in addition to the 
encorders.  
An operator controls the ball. The rings form a desired arc 
course. He moves the ballis just on the arc along the course 
without flexing his elbow and wrist.  

  
Figure 8: Display in Arc Exercise 

When he moves it along the course, there is no force. 
However, when he moves it away from the course, 
Robotherapist gives force of GUR to the handle for the sake 
of returning the course. 

 
5 SUMMARY 
We have developed a 6-DOF stand-alone rehabilitation robot 
for upper limbs. The system is used robotics, virtual reality 
technology, and physical therapy. The main features of the 
system are as follows: 
1. The system is able to measure the position and the 

posture of the wrist of an operator, and present a force 
sense to the operator. 

2. We add motion capture system, and then it enables us 
to measure the position of a whole limbs. 

3. Two sorts of application software are developed on the 
basis of PNF. It enables stroke patients to train separate 
movements efficiently. 
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Abstract 
This paper describes the work being carried out to develop a mechanism assistant device that can be 
employed for finger rehabilitation. Two design concepts were proposed. The initial design employed three L-
shaped rod and a single column mechanism. However, due to some limitations, the initial design was modified. 
The final design employed four L-shaped rod and a single column. Simulations were conducted to check the 
extension and flexion of the two designs. From the simulation, it was found that the rotation of either motor can 
be 180 degrees clockwise for finger extension and anti-clockwise for finger flexion.  
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1 INTRODUCTION 
The usage of finger is important in human daily life. However,  
circumstances such as an injuries, disabilities, diseases and 
deformation of the hand, may affect normal daily life. 
In Malaysia, finger injuries and disabilities are basically 
caused by road accident and stroke. Based on the research 
conducted as in reference [1] [2] the road accident in 
Malaysia is increasing every year due to the increasing 
number of vehicles. Although there are no specific data 
between the road accident and the finger injuries, 42,856 
cases related to road accident injuries or death was reported 
in 2001 [1]. On the other hand, stroke is one of the third 
largest cause of death in Malaysia behind heart diseases and 
cancer [3]. There are about 17,909 stroke victims reported in 
2005 and the figures are expected to exceed 25,000 every 
year by 2020 [4].  
One of the solutions for the finger injuries and disabilities are 
finger rehabilitation. The finger rehabilitation is a therapy 
which has the intention to recover partially or totally the finger 
motor abilities of the patient. The rehabilitation therapy is 
based on the manipulation of the paretic limb supported by a 
specialist therapy. The rehabilitation therapy may be 
accomplished with daily frequency for up to several months 
depending on the severity of the finger and condition of the 
patient. In order to regain the normal life, the patient needs 
timely and persistent rehabilitation assisted by the therapist. 
However, since the number of the therapist is inadequate, it 
will not be easy for the patient to have the rehabilitation 
period supported by the therapist.  
The objective of this project is to develop a device that can 
assist the finger rehabilitation exercises. Due to the 
inadequate numbers of therapist and the timely and persistent 
rehabilitation period that required, there are needs to create a 
rehabilitation system where the patient can have the 
rehabilitation exercises unaided [5]. This project, however is a 
preliminary work in order to enhance research on the finger 
rehabilitation. The project starts with a design of a grip 
mechanism assistant device. The main idea of the device is 

to perform an extension and flexion of the finger  or gripping 
based on a mechanism that can transfer the forces from the 
actuators.  
In this paper the development process, design concept, 
simulation and the fabrication of the device will be discussed. 
The initial result of the device is also included. Since the 
device only perform an extension and flexion by the 
mechanism, the improvement of the device will be conducted 
in order to qualify as finger rehabilitation device. Subsequent 
section will details out the work in this project. 
 
2 THE DEVELOPMENT PROCESS 
In this project the development process of the device is 
shown in Figure 1. The development process is based on the 
methodology of designing a robotics hand with multiple 
fingers as in reference [6]. The development process flow is 
useful in order to identify the strength and weakness of the 
design of the device.  
In reference [7][8][9][10], most of the finger rehabilitation 
device is focus on the stroke patient. However, the usage of 
the finger rehabilitation can be expanded to help the elderly 
and disabled people. This can be done by providing the 
elderly or disabled people with a device that can increase the 
power of the grasping. Therefore, in this project the idea is to 
develop a device that can be used for wide range of end user. 
Since hand or fingers are the major focus of the project, the 
analysis of human hand anatomy is the first step in the 
development process. The understanding of the human hand 
anatomy is important because it can help the designer to 
focus in which part of the finger is involve in the finger 
movement. Beside that, the analysis of related work or 
research is also been done to give an overview of this field. 
The detail of the process will be explained in Section 3 of this 
paper. 
After analyzing the human hand anatomy and related work, 
design and fabrication of the device will be conducted. At this 
stage, the work are divide into mechanical and electronics 
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development. The mechanical development involve designing 
the mechanism of the device, simulation, material selection 
and the fabrication process. The electronics development 
involve the control system of the device. This will be 
explained in subsequence sections of this paper. 
The next step in the development process is the device 
analysis. In this process, experiments will be conducted in 
order to check the mechanism and the control system. 
Besides that, the discussion with therapist will be conducted 
to have an input of the device.  
After the analysis or revision process, the optimization 
process will be involved. At this stage, the redesigning and 
improvement on the device will be conducted. All these 
process are identified as design and fabrication phase as 
shown in Figure 1.  
 

 
 

Figure 1 : Design process for finger rehabilitation device 
After the design and fabrication phase, the development 
process will enter the experimental phase. At the 
experimental phase, a clinical experiment with the elderly, 

disabled people or stroke patient will be conducted. A 
feedback from the elderly, disabled people or stroke patient 
will be gathered to further improve the device. The assistant 
from the therapist will be needed as input from them is also 
important for designing the device. Finally, the performance of 
the device will be analyze and accepted design will be 
fabricate and will be used as a finger rehabilitation device. 
 
3 HUMAN HAND ANATOMY AND RELATED WORK 

3.1 Human Hand Anatomy 
The anatomy of human hand is shown in Figure 2. The 
skeleton consists of 27 bones where eight of them are 
carpals bone arranged in two rows. The metacarplas (MET) 
or palm consists of five fingers while the remaining fourteeen 
fingers are digital bones which is proximal phalanges (PP) 
with five fingers, middle phalanges (MP) with four fingers and 
distal phalanges (DP) with two fingers. 

 
Figure 2: Anatomy of the Human Hand [11] 

Human hand motion is divided into two main categories ; 
global hand motion and local finger motion. Global hand 
motion represent the large rotation and translation movement 
of the palm. Local finger motion involve basic movement such 
as finger flexion, extension, abduction and adduction. Local 
finger motion is articulated and self-occlusion with a total of 
21 degree of freedom (DOF) [12][13]. In this project the main 
focus is only on the extension and flexion movement of the 
finger.  

3.2 Related Work 
Research on finger rehabilitation related to injuries, 
disabilities, diseases or deformation of the hand had been 
conducted widely especially in Japan and Europe. The 
fundamental idea for developing the finger rehabilitaion 
device is by understand the human hand kinematics, includes 
human hand anatomy and kinematics model of the hand as 
stated in the reference [11]. This is important in order to 
design the device to ensure which part of the fingers involve 
in the design. 
Beside the human hand anatomy and kinematics model of the 
hand, research on finger rehabilitation is focusing either force 
or moments of the hand. In reference [14] an extension 
finger-force measurement device was developed and the 
intra-individual repeatability was investigated. The idea of the 
device is to determine the weakness and mobility difficulties 
of the disabled people with rheumatoid arthritis (RA) disease 
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in order to evaluate the functional impairment. The device 
measures the isometric force at every single phalange around 
the metacarpophalangeal joint (MPJ) of the finger. 
There are several device that had been developed focus on 
the stroke patient such as Electromyographic signal (EMG) 
[5][7], Lateral Symmetric Master Slaved Exoskeleton [8], 
Hand-Wrist Assisting Robotic Device (HOWARD) [10][15], 
Virtual reality (VR) [9][16][17] and passive training [18].  
The Electromyographic signal (EMG) is the signal derive by 
the patient impaired limbs which reprocess into command 
that actuated the exoskeleton for the desired movement. 
Practically, EMG signal was measured through the surface of 
skin of affected limb by attaching special electrode and 
transferring valuable data related to the neuromuscular 
activities of limb. These signal commands the assisting 
device to response by bending the related joint of fingers, and 
hence guiding the impaired hand to achieve the desired 
motion. As examples, electrode attached to the muscles of 
Flexor Digitorum Superficialis, Flexor Pollicis Longus which 
position at the mid-forearm will generate signal of flexing four 
fingers together and flexion of thumb [5] when the patient was 
trying to do grasp or fist making task. The main goal of this 
device is to obtain individual finger motion, active fingers 
extension and flexion. 
Lateral Symmetric Master Slaved Exoskeleton devices 
establishing the concept of self-motion control. The 
technology enabled patient self therapy by using the normal 
hand as references motion (master) to actuate the devices 
and reproduce the desired motion (slave) for impaired hand 
activities assistance. The device consists of an input data 
glove which act as a master system and a corresponding 
slaved exoskeleton which assist the patient throughout the 
rehabilitation process. The rehabilitation process is further 
enhanced with the supportive virtual reality program which 
improved the effectiveness of rehabilitation process. Main 
advantage of this self-motion control device is that patient is 
able to adjust the device motion base on their own decision. 
Thus exercise can be stopped whenever they feel pain or 
motion out of range [8]. 
Hand-Wrist Assisting Robotic Device (HOWARD) is another 
robotic based rehabilitation device. The device consists of a 
platform which rests the forearm and the splints which clamps 
the fingers. The overall device function is supported with 
computer program which guide the patient throughout the 
physical rehabilitation tasks. Mainly, HOWARD will guide the 
patient in performing grasp and release exercise. During 
treatment, patients will initiate the hand motion. Since, patient 
impaired hand is usually weak and can only budge, therefore, 
robot will detect this motion and actuated for assistance. 
Clinical trial had shown that, patient’s gripping, grasping, 
pinching ability had improved around 10% and 17% of greater 
range of motion had developed after three weeks of training 
session with HOWARD [10][15].  
Virtual reality (VR) is the technology which simulates the real-
life environment to provide physical, occupational, and 
sensory therapy in post stroke rehabilitation. Generally, 
robotic assisting device or rehabilitation gloves will be 
supported with this graphical interfaced VR programming. VR 
rehabilitation process is just similar with playing a computer 
game. Patient is required to move their hand around, 
performing specific tasks such as opening bottle cover or 
filling the cup with water. A score will be given as an 

evaluation for the patient at the end of the training session. 
Interesting graphical feedback of VR program increases the 
excitement and motivation for the rehabilitation therapy which 
is usually painful and boring. In short, VR based stroke 
rehabilitation encouraged active learning through interaction 
of visual sense, brain thinking, and limb action to achieve the 
rehabilitation goal [19][20] 
Clinical facts show that rapid improvement in hand function 
will be observed in the first three months after stroke [15]. 
After this optimum period, recovery will be obviously slow 
down or even maintained as partial disabilities if untreated 
well. Thus, home based treatment was crucial for further 
rehabilitation treatment of outpatient.  
Dynasplint system is an example of home based rehabilitation 
device which supported patients self treatment along recovery 
period. Dynasplint system designed to improve the fingers 
mobility by increasing the contracted finger’s range of motion 
due to stroke or others injuries. It provides patients a passive 
finger exercise by permanently stretching and bending the 
finger joint into range. Patient is required to wear the splint 
with certain constraint degree of bending until finger 
tolerances for a pain free wear. Splint will then be tighten or 
increased degree of constraint gradually until the normal 
finger mobility is achieved. The system improve the range of 
motion by creating permanent, non-traumatic tissue 
elongation and remodeling, thus virtually eliminating the 
range of motion rebound effect [18] 
The design developed in this project is trying to simplified 
other device that had been used for the rehabilitation 
process. The device incorporated design based on local 
needs for patient in Malaysia. It is mainly employ mechanical 
and electronic parts which is based on extension and eflexion 
movement. This will be further explained in subsequence 
sections. 
 
4 THE DESIGN CONCEPT 
The design of the grip mechanism assistant device is based 
on the simplicity, easy attachment and fit for all concepts. The 
initial device consists of the index and the thumb finger. Since 
the index and the thumb have a different extension and 
flexion movement, and different number of bones, different 
mechanism for each finger had been developed.  
The index finger had been selected to represent the other 
fingers; middle, ring and little finger which have the similar 
arrangement between the bones in the hand anatomy. There 
are two design concepts that had been conducted. The final 
design concept is based on the improvement that had been 
made due to the problems encountered during the simulation 
process and the limitation of the machine for fabrication 
process. The design and simulation of the device had been 
conducted using the computer aided-design software.  

4.1 Initial design concept 
The mechanism of the index finger is shown in Figure 3. The 
mechanism is focusing on three places which are the 
Proximal Phalanges (PP), Middle Phalanges (MP) and Distal 
Phalanges (DP). Each of the places is mounted with three 
main columns. For column (1) and (2), both the front and the 
back of the column have a rolling mechanism to allow 
movement from top to the bottom of the column. For column 
(3) the rolling mechanism is only on one sided. The figure 
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shows that all three columns are connected by an L-shaped 
rod (a), (b) and (c) with different length. 

 
Figure 3: Initial design concept of the index finger 

The L-shaped is attached to a free moving block which allows 
the rolling up and down along the column. In the design, the 
motor is placed at the platform which is on the metacarpals. 
The rolling mechanism is using a bearing to move. In the 
mechanism, when L-shaped (a) move, L-shaped (b) and (c) 
move along at the same time. The mechanism allows the 
finger to conduct extension and flexion task based on the 
motor rotation.  

 
Figure 4: Initial design concept of the thumb finger 

The mechanism of the thumb is shown in Figure 4. Instead of 
using columns on each phalanx, flywheels are used in the 
thumb mechanism. Since the thumb does not have the MP, 
the mechanism only involves movement in the PP and the 
DP. The thumb mechanism consists of three different 
platforms on each phalanx. The first (1) and second (2) 
platforms are connected to a flywheel where the flywheel 1 
(15mm diameter) is smaller than the flywheel 2 (20mm 
diameter).  
Both flywheels are connected together by L-shaped rods 
which ensure that both flywheels rotate together at the same 
direction. When the motor is rotate the flywheel 1 and the 
flywheel 2 will also rotate. However, since the flywheel 2 is 
bigger, the angular distance travel is greater even though the 
rotational angular is the same. 
When the flywheel 1 rotates, the flywheel 2 will also rotate 
and drive the L-shaped rod forward. Therefore, the L-shaped 
rod will bend downward pushing the PP down. Since the 
flywheel 2 rotates together, it creates a chain reaction with the 
same mechanism driving the DP downward at the same time. 
The rotation will continued based on the motor rotation. 

4.2 Final design concept 
Based on the software simulation, there are problems 
encountered in the first design concept especially on the 
three columns for the index finger shown in Figure 2. The 

movement of each column in the design are not smooth and 
the force from the motor is insufficient to move column three 
which is on the DP. Therefore the device cannot perform the 
extension and flexion of the index finger. Some of the 
mechanism is redundant and the design and can be 
simplified. An improved  design of the device had been 
carried out.  
The major changes of the new design is on the index finger 
which is shown in Figure 5. Instead of using three L-shaped 
rod and three columns, the design had been changed to four 
L-shaped rod with single column. From the simulation, the 
new design can perform the extension and flexion movement 
smoother than the first design. Besides that, the usage of four 
L-shaped rod makes the force from the motor to be 
distributed accordingly and the extension and flexion 
movement can easily be performed.  
The design of the thumb finger did not have any major 
changes. Since the mechanism can perform the extension 
and flexion movement smoothly, the flywheels concept is 
maintained. However, in order to have a lighter device, some 
of the mechanism had been simplified. Several holes also 
created on the flywheels to make sure the end user can 
adjust the device according to the size of the hand. This is to 
ensure a universal fit for the device.  

 
Figure 5: Final design concept of the index finger 

 
5 FABRICATION, MATERIAL SELECTION AND DEVICE 

COMPONENT 

5.1 Fabrication and Material Selection 
The fabrication of the device includes several machining 
processes due to relatively small component size of the 
device had been performed. The device is made from 
aluminum material in order to make it light in weight. Portable 
size and light weight is very important to make sure that the 
maximum impact of the rehabilitation process can be 
achieved and the patient can have comfortable rehabilitation 
exercise. As for the attachment to the hand, Velcro straps and 
rubber mats will be used.  
The Velcro straps are used to attach the device onto the 
patient hand whereas the rubber mats are placed between 
the device and patient hand for comfort and to avoid any 
discomfort and slippery. 
After the fabrication process, the device will be controlled by 
the DC (Direct Current)  servo motor. There will be two 
motors used by the device and each finger is controlled by 
one motor. The power and torque from the DC servo motor is 
expected to drive the finger device mechanism. The final 
design of the device with motor placement and Velco strap 
holes is shown in Figure 6. 
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Figure 6: Final design of the device 

5.2 Device Component 
The grip mechanism assistant device for index finger and 
thumb finger are shown in Figure 7 and Figure 8 respectively. 
The index finger in Figure 7 is 232 mm length and 30 mm 
width at the back and 10 mm width at the front side. On the 
other hand, the thumb finger in Figure 8 is 154 mm length and 
29 mm width at the back and 10 mm width at the front side. 
The flywheel 1 is 15 mm in diameters and the flywheel 2 is 20 
mm in diameters.   
The back side of the device is wider than the front in order to 
make it easier to attach at the finger. Pin is used as a bearing 
to connect the rod and to ensure the movement of the joint 
can be performed. 

 
Figure 7: The index finger 

 
Figure 8: The thumb finger 

 
6 CONTROL SYSTEM 
In order to conduct a testing for the device, all signals had 
been processed in the AT89C51 microcontroller and powered 
by +5V regulated voltage. A programme had been employed 
and loaded into the microcontroller to rotate the motors.  
The rotation of the motors have to be  programmed 180 
degrees clockwise to perform extension of the finger and 180 
degrees anti-clockwise to perform the flexion movement. It is 
important to ensure that the device is able to perform the 

movement and a smoother extension and flexion can be 
achieved.  
However, the usage of AT89C51 microcontroller is subjected 
to be changed because of the limitation of not being able to 
control to the desired position. A new control system for the 
device will be more user-friendly and easy to operate by the 
end users. The usage of grapichal user interface (GUI) using 
the Visual C++ is expected to be developed. 
 
7 DEVICE TESTING 
The device is fabricated and a simple test is performed. From 
the preliminary testing, the device is able to perform the 
extension and flexion movement similar with the simulations. 
The design however, is relatively large as the mechanism is a 
preliminary prototype. Further fabrication work with actual 
size is expected for testing as shown in Figure 9. 
Although the mechanism move accordingly, the development 
of the feedback system such as sensors will be employed. 
This is to ensure that the extension and flexion movement 
can be measured simultaneously.  

 
Figure 9: Overview of the device 

 
8 CONCLUSION AND FUTURE WORK 
Development of grip mechanism assistant device is based on 
simple design, easy attachment and universal, had been 
presented in this paper. Based on the simulation, there are 
several problems encountered in the design. The simulation 
features in the software provide an overview and errors that 
can be rectified. Aluminum material had been selected as it is 
a light weight material. The device consist of the index and 
the thumb finger. L-shaped rod mechanism had been 
implemented in the device in order to have a smoother flexion 
and extension movement for the finger. 
Although the device can perform the extension and flexion 
movement there are many areas that need to be in order to 
understand the finger rehabilitation. The size of the device 
and the feedback control system is the major improvements 
that have to be done for the future work. Further discussions 
with the therapist for suggestion are also required for 
modification. 
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Abstract 
Recently various types of robots are being studied and developed, which can be classified into two groups: 
humanoid type and animal type. Since each group has its own merits and demerits, a new type of robot is 
expected to emerge with greater strengths and fewer weaknesses. In this paper we propose a new type of 
robot called the “Centaur Robot” by merging the concepts of these two types of robots. This robot has a 
human-like upper body and a four-legged animal-like lower body. Due to this basic architecture, the robot has 
several merits, including  human-like behaviors and stable walking even on non-smooth ground. We describe 
its hardware and software architectures. Also we describe the experiments to evaluate its walking capability. 
 
Keywords:  
Humanoid Robot; Four legged Robot; Centaur Robot; Walking Stability; Physical Support 

 
 
1 INTRODUCTION 
In recent years, various robots are being studied and 
developed in research institutes and companies that can be 
classified into two groups: a humanoid robot with two legs 
[1][2], an animal type robot with four or more legs [3][4][5]. 
Also a humanoid robot can be classified into those with two 
legs and those with wheels [6]. Each of these types has its 
own merits. The design of a humanoid robot with two legs is 
based on humans and can mimic such human motions as 
walking. Since this robot’s behavior resembles human 
behavior, it might easily be introduced into society. In the 
future, such robots are expected to support us in various 
aspects of our daily life. At the same time, however, its 
walking capability still lacks stability, and it sometimes falls 
down, restricting its area of activity. Also tt has difficulty 
maintaining its balance on ground that is not flat. On the other 
hand, the merit of an animal type robot is its four legs, which 
allow it to walk stably even on uneven ground. Since it can 
also basically stand on three legs, it can adopt to various 
ground pattern changes. So far, however, the robot has 
mainly been developed as a pet to which useful applications 
have rarely been applied. A humanoid robot with wheels for 
locomotion, which we call a wheel type robot, can move very 
smoothly and stably on the ground. It rarely falls down. It can 
even move on slightly uneven ground. On the other hand, it 
has no ability to move on stairs, which greatly restricts its 
area of activity since houses usually contain stairs and other 
types of height differences. 
One approach to overcome these problems is to develop new 
types of robots by merging the strengths of existing robots. In 
this paper we propose a new type of robot with a human-like 
upper body and an animal-like lower body that we call a 
“Centaur Robot.” In the following sections, we describe its 
basic concept and then its detailed software/hardware 
architectures. Also we describe the experiments to evaluate 
how this robot can achieve a waking capability on non-
smooth ground.  

 

2 RELATED WORKS 
Recently, especially in Japan, various kinds of robots have 
been studied and developed, particularly humanoid robots 
that are expected to support our daily life. For example, 
HONDA has developed a humanoid robot called ASIMO that 
has sophisticated walking capability [1]. For animal types of 
robots, on the other hand, most have been studied and 
developed as pets instead of supportive robots, including 
AIBO developed by Sony [3]. 
Although much research/development continues on 
humanoid and animal types of robots, little research has 
integrated these two types for several reasons. One reason is 
that since there are so many research themes for new 
functions and improvements for each of these types of robots, 
researchers have little incentive to concentrate on new types 
of robots that go beyond humanoid or animal types. Another 
is that even myths or folktales only contain a few examples of 
such creatures as centaurs, mermaids, and sphinxes in which 
humans and animals are integrated. Thus it is rather hard to 
imagine the functions and application areas that such a new 
type of robot might have. 
Therefore, we developed a centaur robot because we 
believed by integrating two types of robots we could create a 
new type of robot with advantages over conventional robots. 
 

3 HUMANOID ROBOTS 
In our work, we are developing a robot that can stably 
achieve various motions by merging two types of robots: a 
humanoid and an animal. 
There are two approaches for such integration: from the 
humanoid robot side and from the animal robot side. The 
former approach tries to realize a four-legged body as well as 
four-legged walk while maintaining a human-like upper body 
and achieving human-like motions. On the other hand, the 
latter approach achieves various human-like motions by 
adding a human upper body to a four-legged robot. In our 
study, we chose the former approach and modified the 
hardware and software of a humanoid robot to realize a 
centaur robot. 

Service Robotics and Mechatronics 

101



 
 
S. Tsuda, K. Shinozaki, and R. Nakatsu 

 

 
Figure 1: Humanoid robot 

 
Table 1: Specifications of humanoid robot 

Size/Weight 34 cm/1.7 kg 

Degree of 
flexibility 

22 (12 legs, 8 arms, 1 waist, 1 
head) 

CPU SH2/7047F 

Motor KO PDS-2144, FUTABA S3003, 
FUTABA S3102, FUTABA S3103 

Battery DC6V 

 
We adopted a humanoid robot developed by Nirvana 
Technology as a platform robot [7]. This robot has 22 servo 
motors that can express various human-like motions. Figure 1 
shows its appearance, and Table 1 shows its specifications. 
Figure 2 illustrates the construction of its hardware. The 
control board, on which a microprocessor SH2 is attached, is 
connected to the servo motors, a gyro sensor, acceleration 
sensors, PC, and a battery. The program on the controller 
can achieve autonomous robot behaviors. At the same time, 
we can send commands to the robot by PC. 
 

 
Figure 2: Hardware construction of humanoid robot 

 
Figure 3 illustrates the software construction. The calculation 
of the commands necessary to move each motor is carried 
out each fifteen milliseconds and sent to each servo motor. 
The instructions to the robot from the PC are first analyzed 
and based on results go through one of two processes: one 
command for walking and other commands for other motions. 
For other commands, the motion data corresponding to the 
command is read from memory and the control data for each 
motor is calculated, and then the control data is sent to each 
servo motor. On the other hand, if the input command is a 
command for walking, then the real time calculation of the 
control data for each servo motor is carried out and sent to 
each servo motor. Calculation consists of three processes: 
trajectory generation calculation, inverse kinematics 
calculation, and servo motor angle calculation. In trajectory 
generation calculation, the position of each ankle studied by 
observing human walking motion is calculated every fifteen 
seconds. Then by inverse kinematics calculation the rotation 
angle of each foot joint is calculated for the same timing. 
Based on these calculations, finally the angle of each servo 
motor is calculated. Thus the rotation angle to be achieved for 
each motor is sent every fifteen milliseconds. 
 

 
 

Figure 3: Software construction of humanoid robot 

 
4 CENTAUR ROBOT 

4.1 Overview 
We developed a centaur robot based on the humanoid robot 
described in the previous section. We prepared two 
humanoid robots and used one as a front body. For another 
robot, we only used its lower body as a back of the centaur 
robot. Then we connected these two parts by a flat plastic 
board that functions as the shoulder part. Figure 4 shows the 
centaur robot’s appearance.  

4.2 Hardware construction 
Now we explain the robot’s hardware construction, as 
illustrated in Figure 6. Apparently for the front the hardware of 
the original humanoid robot was used, and for the back only 
the lower body was used. But a comparison of Figs. 3 and 5 
shows that this robot’s control structure is somewhat different 
from the original. Two controllers were used for complete 
control of the robot. One controls the servo motors required 
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for upper body motions. The other controls the servo motors 
corresponding to the lower body. Since all the sensors are 
provided for the upper body, the controller corresponding to 
the upper body manages all sensor feedback. We adopted 
these two boards for several reasons. One, by using two 
boards, one of which controls the motions of the upper body 
and the lower body, it is possible to separately control the 
behaviors of the upper body as well as the lower body. For 
the power supply and battery, both controllers are connected 
to one battery. Also commands from PC are sent to both 
controllers. 

 
 

Figure 4: Centaur robot 

 
 

 
Figure 5: Hardware construction of centaur robot 

 

4.3 Software construction 
Next, we explain the robot’s software construction, as 
illustrated in Figure 6. The software of the original humanoid 
controls both the upper and lower bodies together. For the 

centaur robot, we checked all the original robot’s software 
and separated the software codes into two groups: one that 
controls the upper body and another that controls the lower 
body. Thus we reconstructed the whole software. For the 
upper body, it is unnecessary to carry out calculations for 
walking. When commands other than a walking command are 
sent from the PC, it retrieves motion data stored in the 
memory and sends the necessary rotation angle data to each 
servo motor. On the other hand software corresponding to the 
lower body must treat two types of commands as in the case 
of the original humanoid robot: a command for walking and 
other commands for additional motions. Also we adopted a 
method of inserting an arbitrary phase shift between the 
servo motor control of the front and back legs so that the 
robot can adopt the most adequate walking motions 
depending on the walking speed. 

 
 

Figure 6: Software construction of centaur robot 

 
By adopting such basic software structure, robot control has 
the following merits: 

(1) The upper and lower body motions can be controlled 
separately. So far all the motion data developed for achieving 
various types of humanoid robot motions must be developed 
to describe the whole body movement. Since the motions of 
the upper and lower bodies have been separated, we can 
separately develop two types of motions, and by combining 
these two types of data, we can generate various kinds of 
whole body movements for the robot. This idea can easily be 
applied to the original humanoid robot. 
(2) The front and back body movements can be separately 
controlled. Although it seems natural to let the front lower 
body and back lower bodies perform identical motions, 
sometimes it is better to control the two bodies by different 
body motions. Especially in the case of walking and running 
motions there would be some differences between these two 
bodies. For example, for trot type walking there should be a 
180º phase shift between the front and the back legs. In the 
case of gallop running, the front legs and the back legs 
should move synchronously. 
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4.4 Evaluation of the robot 
We carried out several experiments to evaluate the motion 
capability of our centaur robot. 
(1) Walking capability 
We inserted a phase shift of 0 degree, 90 degree, and 180 
degree between the walking motion cycle of the front and 
back legs. These waling styles correspond to those of 
animals such as “pace,” “gallop,” and “trot.” We confirmed 
that the robot could move smoothly with almost the same 
speed by adopting each of these walking styles. Therefore for 
walking stability and speed all of the three walking styles 
perform the same capability. 
 

 
Figure 7: Tilt angle for “pace” walking style 

 

 
Figure 8: Tilt angle for “gallop” walking style 

 

 
Figure 9: Tilt angle for “trot” walking style 

 

As a next step, as we expect that one of the applications of 
this robot would to carry light load, we evaluated the walking 
stability from a point of carrying a load. For this we measured 
the tilt angle of the shoulder when it walks by fixing a gyro 
sensor on its shoulder and obtaining tilt data from it. We 
observed the time sequence data of the tilt angle ten times for 
each walking style and averaged the data. Figures 7, 8, and 9 
show the obtained data for a phase shift of 0 degree (pace), 
90 degree (gallop), and 180 degree (trot) for a specific 
observation. Also Figures 10, 11, and 12 show the same data 
after carrying out averaging operation.  
 

 
Figure 10: Tilt angle for “pace” walking style (average) 

 

 
Figure 11: Tilt angle for “gallop” walking style (average) 

 

 
Figure 12: Tilt angle for “trot” walking style (average) 

 
In this case the front and back legs move in opposite modes. 
For example, when the front left leg moves forward, so does 
the back right leg. Thus this walking style corresponds to trot 
style walking of animals. By changing the degree of phase 
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shift, the robot can carry out various walking motions such as 
galloping. We will further study the relationship between 
phase shift and motion stability/speed. These results show 
that the tilt angle for trot walking style is lower than other two 
and thus more stable when carrying a load. At the same time 
even in the case of trot, the first step causes a little bit large 
tilt angle. 
 (2) Capability for other motions 
We developed various types of human-like motions for the 
original humanoid robot [7]. An interesting question is which 
of these motions could work well on the centaur robot. We 
tried to transfer the humanoid robot motions to this robot and 
found that most of the motions worked fairly well on this 
robot. On the other hand, motions including such postures as 
bending and twisting did not work well or needed 
modifications. One interesting future research theme is 
automatically transferring the humanoid robot motions to the 
motions of four-legged robot such as this robot. 
 
5 CONCLUSION 
In this paper we proposed a new type of robot that is an 
integration of two types of robots: humanoid and four-legged. 
We adopted a humanoid robot with two legs and walking 
capability as a platform for this new robot. By integrating two 
of the humanoid robots we easily and successfully developed 
a centaur robot. We described its software and hardware and 
also its merits. We confirmed that by inserting a phase shift of 
0 degree, 90 degree and 180 degree between the front and 
back leg motions the robot can stably achieve pace, gallop, 
and trot walking motions.  Then we evaluated these three 
walking styles from a point of tilt angle of its shoulder and 
found that the trot walking style is more stable than other 
styles. Since this robot has merits of both humanoid and four-
legged robots, we are also going to evaluate its new 
capabilities that neither of the two type robots could achieve 
by themselves. 
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Abstract 
The aim of this research is to develop a multi-joint robot can stand up successfully with a luggage. This 
research requires the operations with two items. First, when the luggage rises, the robot stands up as easily as 
possible and does not fall over. Second, the load on each joint should be as small as possible. In this article, 
methods have been tried to evaluate the load torque and rotated angle of each joint in the geometrical limit 
and find the best algorithm to generate the trajectory of a lift-up motion for a stance robot by repeatedly direct 
kinematics.  
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1 INTRODUCTION 
With the developments of the society, more and more multi-
joint robots have been used to meet the needs of the people 
and industry. For example, wheeled mobile robots and 
humanoid robots are placed in dangerous work in some fields 
such as in medical treatment, architecture, manufacture, and 
so on. This research focuses on how to control the robot 
easily and how to generate the better trajectory of the robot 
with multiple joints.  

Concerning trajectory generation, there are two aspects to be 
considered. One is the goal you will achieve. What kind of 
trajectory is generated? Is it collision-free or time-optimal or 
energy-optimal? The other one is the constraint existing in the 
process of the trajectory generation [1]. 

Sometime we want the humanoid robot to work as workhorse 
without damage. But the joints are the parts, which are easy 
to damage. So how to make the joint load minimum is that we 
need to consider. 

In this paper, we try to generate a trajectory that consists of 
many link postures, each of which makes the load torque of 
all the joints as low as possible even with the limitation of no 
turnover. Based on the idea above, the algorithm is proposed, 
and simulations are provided. The trajectories of lift-up motion 
for a multi-joint robot with a load are generated, only 
considering the static influences under some limitations [2]. 
And the precision of trajectories depends on the specified 
motion increment of each link in the calculation. 

 

2 RESEARCH MODEL AND CALCULATIONS 
The object of this study in this paper is simplified as the 
model shown in Figure 1. This model has five joints as a 
humanoid robot [3], which can move along the horizontal 
direction. So it has six degrees of freedom, which is a two 
dimensional model. On one side, we usually research about 
the robots under dynamic conditions, but which make the 

research complicated. The joints of robot are mostly drove by 
reducers in fact, and the motion of the links is very tiny in this 
research, so the static effect is first considered that the 
dynamic performances can be neglected. 

 

Figure 1:  Model of the robot and its geometric parameters 

The geometric parameters are showed in Table 1 below. 

Table 1: Geometric parameters of the model 

Joint 1 

ankle

2 

knee

3 

waist 

4 

shoulder 

5 

elbow

m(kg) 9.6 14.4 36 8.5 8.5 

L(mm) 463 450 416 300 320 

Lg(mm) 180 252 392 162 x 

Timax(Nm) 1200 500 550 400 400 

Timin(Nm) -1200 -500 -550 -400 -400
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Here, L is the length of the link, and Lg is the distance from 
the CoM (Centre of Mass) of the link to the beginning point of 
the link. The position of the CoM of the elbow link follows the 
mass of the luggage. To realize the lift-up motion for a multi-
joint robot with a luggage, the following two requirements or 
constraints must be satisfied in this procedure. 

First, the robot must maintain its stability or keep its balance 
so that it will not fall over, which is called the balance 
constraint here. To satisfy this condition, the ZMP (Zero 
Moment Point) or the projection of the CoM of the robot onto 
the ground must remain within the predefined stability region, 
that is, between the tiptoe and the heel. Because the dynamic 
performances are neglected, we do not consider the inertial 
force and influence from external forces. As mentioned 
above, when the robot is static, the ZMP coincides with the 
projection point of the CoM on the ground. 

Second, the load torque of all the joints must be as low as 
possible, which is called the load constraint here. The multi-
joint robots usually have many degrees of freedom. For 
example, the model in this research has 6 degrees of 
freedom, that is, each posture in the motion procedure will 
have 36 options. Finding the best option becomes a question 
we must face. So we adopted the load constraint to select a 
better option, which can evaluate the load situation of each 
joint in the motion procedure. 

According to the model, the load torque of each joint (T1, T2, 
T3, T4, T5) and reaction force (RA, RB) are indicated in the 
Equation below. 

( )54321555 cos θθθθθ ++++= gLmT g  (1) 

( ) 5432145444 cos)( TgLmLmT g +++++= θθθθ  (2) 

( ) 4321345333 cos])([ TgLmmLmT g +++++= θθθ  (3) 

( ) 3212345222 cos])([ TgLmmmLmT g +++++= θθ  (4) 

2112345111 cos])([ TgLmmmmLmT g +++++= θ  (5) 

( )
ba

gbmmmmmTRA +
+++++

= 543211  (6) 

( )
ba

TgammmmmRB +
−++++

= 154321  (7) 

To satisfy the balance constraint, RA and RB must be more 
than 0. According to the Equation (6) and (7), the load torque 
of ankle joint T1 has a limitation. 

gmmmmma
Tgmmmmmb

)(

)(

54321

154321

++++≤
≤++++−

 (8) 

In fact, each joint of the robot has an overload constraint of 
the load torque that is initialized as Table 1. 

To satisfy the load constraint, the Equation (9) is provided. 
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Here, HTi is the torque rate, which must be less than 1, if the 
robot does not overload. HTi is one of the important evaluation 
parameters in this research, which can show us the situations 
about the burden of the torque that each joint affords in the 
movement process. As we known, the knee joint and the 
waist joint often suffer a pain to the aged, so we can also 
apply a torque rate limitation on this research to reduce the 
load torque the joints afford. 

Considering the conditions above, we made the following 
algorithm to simplify and facilitate the analysis in Section 3. 

 

3 ALGORITHM FOR TRAJECTORY GENERATION  
An appropriate motion planning is important for the robot. 
That needs a better algorithm to implement robot’s standing 
up with a luggage. 

There must be a datum mark to take the robot to work out the 
erect motion, so we can select a joint as the datum mark of 
the motion in the procedure. In this research, the shoulder 
joint and the wrist joint are selected as the datum mark, 
because when the shoulder joint, or the wrist joint reaches the 
peak, the robot can rise to the erect phase. We will discuss 
respectively. 

Because the standing up movements is a series of motions 
from an initial posture to the erect posture, the RDK 
(Repeatedly Direct Kinematics) method can be introduced 
into applying the trajectory generation of the standing 
movements [4]. In the task, there are three variables to the 
five joints (θ1, θ2, θ3, θ4, θ5) and the robot maybe move forward 
or backward to adjust the centre of gravity. According to the 
RDK method, each joint is given a small increment, which 
means each posture have 36 options. The option that satisfies 
the aim and the constraint is selected as the result of this 
posture at this time. Such procedure is reiterated until the 
erect posture is reached. 

The following is the algorithm of the trajectory generation: 

1.   Set up the limitations of joint torques Timax (i=1, 2, 3, 4, 5). 

2.  Because there are four joints rotations and one foot 
motion, each motion part is given a small increment (ΔΦ, 
Δs) as below: 

θi=θi+Δθi, Δθi={-ΔΦ, 0, +ΔΦ}  (i=1, 2, 3, 4, 5); 

      Sfoot= Sfoot +ΔSfoot, ΔSfoot = {-Δs, 0, +Δs} 

There are 36 options available to each posture in the 
simulation. 

3.  Choose the options that the datum mark raised. If RA×RB 
<0 in all the options, the ZMP will move out of the 
predefined stability region. To prevent the robot from 
falling over, we should choose the option that Rj (j = A or 
B) is increased which is minus.  

Go back to 1. 

4.  Choose the options that RA>0 and RB>0. Find the best one 
from the options that must satisfy the following conditions: 
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It will not cause to fall over, having no violation of the joint 
torque limits. 

It has a small torque rate as possible. 

Go back to 1. 

 5.  If the datum mark can not rise, end the program. 

 

4 SIMULATION UNDER VARIOUS INITIAL POSTURES  
Different trajectories result from different initial posture and 
different conditions. The trajectory will change, when the 
datum changes, even if a same initial posture. The usual 
simulation has 3 situations: no motion, moving backward 
and moving forward, as shown in Figure 2～7. The Figure 2
～4 show the simulations of the shoulder joint as the datum. 
Figure 2 shows a simulation that an erect procedure of the 
robot having no horizontal motion, because the ZMP moves 
within the predefined stability region. As the 3rd graph 
shows, the ZMP is between the tiptoe (200mm) and the heel 
(-60mm), so the robot does not need to move. Figure 3 
shows a simulation that an erect procedure of the robot 
having backward motion. As the 3rd graph shows, the ZMP 
is behind the heel (-60mm), that is, the ZMP moves out of 
the predefined stability region. At this time, the load torque 
that the ankle joint affords has exceeded the balance torque 
limitation, so the robot moves backward to make the ZMP 
move into the safe area. Figure 4 shows a simulation that an 
erect procedure of the robot having forward motion. As the 
3rd graph shows, the ZMP is in front of the tiptoe (200mm), 
so the robot moves forward to adjust the position of the 
ZMP.  

The Figure 5～7 show the simulations, when the wrist joint is 
the datum.  

The model robot can move forward or backward under some 
conditions. It depends on the position of the ZMP. According 
to these simulations, we know that different trajectories can 
be generated when the datum is different, even if a same 
initial postures. While as Figure 2 and Figure 6 shown, 
although the robot has a same initial posture and a same 
datum, different mass of the luggage cause different motion 
of the robot and thus different trajectories.  

According to the results of the simulations, we find that the 
end position of the luggage is not often on the top, when the 
shoulder joint is the datum, which is different from the 
simulations when the wrist joint is the datum.  As Figure 2～
4 shown, the final position of the luggage has 3 possibilities, 
above the shoulder joint, near the shoulder joint and under 
the shoulder joint, which depends on the initial posture of the 
robot. 

For the same initial posture, whether the model robot can 
stand up or not also relates to the mass of the luggage. If 
overloaded, the robot will not be able to stand up with the 
luggage, that is, a certain joint cannot afford too heavy 
torque. For example, if the mass is more than 60kg, the 
robot cannot stand up with this luggage when the initial 
posture is θ1=60°, θ2=90°, θ3=-80°, θ4=-90°, θ5=45°, which is 
same with Figure 4. At this time, the load torque of the knee 
joint exceeds the torque limitation, so the robot cannot stand 
up with a luggage as usual, unless the torque limitation of 
the knee joint is enlarged.  

If a different motion increment is given to one of the joints, 
its trajectory will also change. 
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Figure 2: Simulation under the shoulder joint as the datum 
mark ① 

kgmass
Elbow

Shoulder

Waist
Knee

Ankle
postureInitial

20

35)(

120)(

80)(

90)(

60)(

:

5

4

3

2

1

=
=

−=

−=

=

=

o

o

o

o

o

θ

θ

θ

θ

θ

A
ng

le
 (

D
E

G
) 

D
is

pl
ac

em
en

t (
m

m
) 

Z
M

P
 (

m
m

) 
T

or
qu

e 
(N

m
) 

R
ea

ct
io

n 
F

or
ce

 (
N

) 
O

ut
pu

t (
%

) 

109



 

 

Jining Liu, Yoshitsugu Kamiya, Hiroaki Seki and Masatoshi Hikizu 

 

 

       

-200

-100

0

100

200

0 50 100 150 200 250

ankle
knee
waist
shoulder
elbow

 
Times of selecting postures 

       

-150

-100

-50

0

50

0 50 100 150 200 250

foot

 
Times of selecting postures 

       

-200

-150

-100

-50

0

50

0 50 100 150 200 250

ZMP

 
Times of selecting postures 

       

-300

-200

-100

0

100

200

0 50 100 150 200 250

T-ankle
T-knee
T-waist
T-shoulder
T-elbow

 
Times of selecting postures 

       

-500

0

500

1000

1500

0 50 100 150 200 250

RA
RB

 
Times of selecting postures 

       

0
50

100
150
200
250
300
350

0 50 100 150 200 250

TR-ankle
TR-knee
TR-waist
TR-shoulder
TR-elbow

 
Times of selecting postures 

Figure 3: Simulation under the shoulder joint as the datum 
mark ② 
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Figure 4: Simulation under the shoulder joint as the datum 
mark ③ 
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Figure 5: Simulation under the wrist joint as the datum mark 
① 
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Figure 6: Simulation under the wrist joint as the datum mark 
② 
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5 SUMMARY 
According to the algorithm, we made simulations successfully 
under some predefined conditions and generated the 
trajectory of a lift-up motion for a stance robot by repeatedly 
direct kinematics. This simulation helps us gain the situations 
about the burden of the torque that the joint affords in the 
movement process. 

This algorithm can benefit the research about the humanoid 
robot movement and helping the aged and the handicapped. 

It is not enough for which the research is based on the static 
in simple environments. The research will be proposed in the 
dynamic and complex environments in future. 
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Figure 7: Simulation under the wrist joint as the datum mark ③ 
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 Manipulation Method Using Wheeled-Hand Mechanism for Humanoid Robot 
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Abstract 
A new manipulation method by using wheeled-hand mechanism for humanoid robots is proposed.  The 
manipulation enables long range reaching tasks by putting hands on the table.  The wheeled-hand mechanism 
can change continuously the contact point of the hand and the table by wheel.  The wheeled-hand motion is 
controlled considering the stable whole body motion. We define multipoint support regions defined by two legs 
and one hand, and the center of mass (CoM) of the robot is controlled to be located in them. The support 
polygon is defined so that the robot keeps stability even if one hand lifts off to catch a target object. In this 
method, the robot can catch the object in far place on the table without discrete step motion with arm. We 
develop a prototype wheeled-hand and implement it to humanoid robot HRP-2. The validity of the proposed 
method is confirmed by experiment. 
 
Keywords:  
Humanoid Robot; Manipulation; Multipoint Support; Wheeled-Hand 
 
 
 

 

 

1 INTRODUCTION 
The advanced robot technology will introduce robots to 
various fields for helping human workers. The human-robot 
cooperative work could be achieved easily by using humanoid 
robot which has two arms and two legs since it can use 
human like motion. On the other hand, robots have 
characteristic mechanism like crawler driven and wheel 
locomotion. They have many advantages: conservation 
energy, easy control and simple mechanism. Thus, hybrid 
Leg-wheel robots provide the advantage of stable, efficient 
movement over rough terrain in walking and speeding over 
flat terrain on wheels [1]-[6]. In the previous study, the hybrid 
motions are utilized for locomotion so that the travelling 
speed and power efficiency could be better. Legged 
mechanism has great adaptability for the discontinuous 
terrain like steps. Wheeled mechanism can travel fast, stably, 
and efficiently on the flat terrain and the small undulation. 
Based on the advantages, we propose a new manipulation 
motion with wheeled-hand which has a active wheel 
mechanism. It provides continuous modification of the contact 
region, and also it can support manipulation force by the drive 
force of the wheel. 
Manipulation is one of the feature points of humanoid robot. 
Harada [7] proposed a discrete approach method which plans 
stable whole body motion based on multipoint support. It 
enables to approach an object in far place on a table from the 
standing position by using stepping motion with arms. 
However, the planning of contact point is difficult and it 
requires many steps to approach a target according to the 
stability of the robot. Our proposed hand-wheel hybrid motion 
makes the problem easy by using continuous modification of 
support region with wheeled-hand motion. The approach is 
achieved by simultaneous motion of arm and wheeled hand, 
and the contact between the hand and the environment can 
be kept even if the hands-legs support region should be 
changed. For performing whole body manipulation with 
wheeled-hand, we define stable support region to estimate 
the robot stability and manipulation strategy. The stable  

Figure 1: Manipulation task using wheeled-hand motion. 
 
region consists of the projection of each contact point of arms 
and legs. When the projection of the center of mass (CoM) 
locates in the stable  support region, humanoid robot can 
figure out well positioned. When the robot returns to the 
upright posture from the leaning posture, it can use the drive 
force of the wheel mechanism to get reaction force from table. 
The specification of the wheeled-hand and its implementation 
are illustrated, and the feasibility of the wheeled-hand 
manipulation with whole body motion is shown. 

Service Robotics and Mechatronics 
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This paper is organized as follows. In section 2, we describe 
the manipulation strategy with wheeled-hand.  Section 3 
explains a developed wheeled-hand mechanism. Section 4 
shows an experiment using wheeled-hand motion and the 
effectiveness of the proposed method. Finally, we conclude 
this paper in section 5. 
2 MULTIPOINT SUPPORT MOTION USING WHEELED-

HAND 

2.1 Multipoint support motion 
Whole body motion for humanoid robot using multipoint 
contact with environment is proposed by Harada [7], [8] and 
Nishiwaki [9]. Hauser [11] and Escande [12] proposes the 
motion planner to select a contact point which provides the 
target posture.  These methods are complecated and a lot of 
procedures are required. Usually, when the robot changes the 
contact point of hand and environment, the contact should be 
broken. In this case, the robot should make premilinary 
motion to keep stability by another hand. To simplify the 
motion, we propose wheeled-hand and new manipulation 
strategy. 

Figure 2: Support region by multipoint contact. 

 

Figure 1 shows proposed manipulation concept using 
wheeled-hand.  The wheeled-hand has an active wheel 
mechanism on the back of hand.  The wheel makes contact 
with environment to move the contact point without releasing.  
The condition provides advantage to keep stability since the 
support polygon is modified continuously and it makes large 
area.  In addition, the wheel can generetes drive force to 
support manipulation force, even if support state consists of 
three points during manipulating by one hand. 
In this paper, we consider a manipulation task for an object 
put on a table. This task includes reaching and grasping. If 
the object is put on the far place from the edge of the table, it 
is difficult to move the hand to the object without using multi-
point support motion with hands. In this situation, humans 
make the contact of their hand with the table to keep the 
stability. It also improves stability and work space of 
manipulation that humanoid robot makes multipoint support 
state with arm and leg. 

Figure 3: Transition of support polygons. 
 

 In this manipulation task, we assume as follows; 
 • Position and size of the table are known. 
 • The table is not deformed by the force from the robot. 
 • Table does not slip on the floor. 
 • Friction between the table and the wheel is enough. 

2.2 Stability criterion on multipoint support 
When the position of the object is far from the edge of table, 
the robot makes multipoint support state. Figure 2 shows a 
projection of contact points between the robot and 
environment on X-Y plane. F1 and F2 indicate contact points 
of each foot, and H1 and H2 indicate contact points of each 
hand. We define two support polygons which are F1-F2-H1 
and F1-F2-H2 by assuming both feet keep contact with 
ground. Now, we consider two types of multipoint support 
state as follows; 

4-point-support state 

3-point-support state 
Both soles come into contact with the floor, and one hand 
touches the table. Another hand is lifted for manipulation and 
it does not support the weight of the robot. 
In either condition, the CoM position should be located in 
support polygon, but the 4-point-support state is stable rather 
than the 3-point-support state.  Thus, 4-point-support state is 
used for approach motion, and it changes to 3-point-support 
state for manipulation. 
Here, manipulation strategy is defined as follows; 
1. Double leg support phase: The robot is standing by using 

only both feet 
2. Transition to multipoint support: Both hands are put on 

the table, and the CoM moves forward to be supported by 
both hands and both feet for making stable posture. 

3. Manipulation: By using drive force of wheel, both hands 
move forward to approach the object on the table. When 
the object is in the manipulation area, one hand grasps 
and lifts it. 

Both feet come into contact with the floor, and both hands 
touch the table.  
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Table 1: Multipoint support state and contact points. 4. Return to initial phase: By using wheel locomotion, 
another hand moves back on the table. The drive force of 
wheel supports to move the object. Then, the CoM is 
moved into the support polygon defined by the feet, and 
the hand lifts off from the table. 

In this strategy, the CoM moves twice. The target CoM 
position is defined to provide enough work space for both 
hands. Therefore, the target CoM should be controlled into 
the common region of support polygons of F1-F2-H1 and F1-
F2-H2. Figure 3 and Table 1 show support polygons and 
contact points corresponding to the each motion. The phase 
(a) is initial phase of multipoint support motion. The hand can 
reaches to the object in the phase (b). The phase (a) and the 
phase (b) employ 4-point support states to keep stability and 
work space. When the object is located in the work space, 
one hand grasps it and lifts off from the table. The phase 
shifts to (c) which is 3-point support state. In phase (d), 
another hand which touches the table returns to the initial 
contact point. 
In Figure 3, there is common region of each support polygon 
and the target CoM position is defined in it so that the 
manipulation strategy becomes easy. However, from the 
phase (c), the required force for supporting legs and arm 
becomes larger than the former phase since the weight of 
wheeled-hand for manipulation and the target object should 
be supported by the other contact points of environment. The 
transition r of CoM position is calculated as follow; 

)( 12 rrr −
+

=
mM

m
 (1) 

where M is the weight of the robot, m is the total mass of the 
object and the wheeled-hand, r1 is the initial position of the 
CoM, and r2 is the target position of the hand to grasp the 
object. Hence, the support polygons on 3-point support state 
should be changed like dashed line in Figure 3. 

To locate the CoM into the support polygon, we define the 
target position of the CoM as following Crefx, 

Fxrefx r
ba

aKC
+

=  (2) 

where a is the distance  between both feet in y-axis, b is the 
distance between both hands in y-axis, and rFx is the position 
of hand in the leg coordinate system. We can get target CoM 
position Crefx by using arbitrary coefficient K. When 0 < K < 1, 
the target CoM is located in the support polygon. 

3 WHEELED-HAND 

State Contact points Corresponding motion 

(a) F2,F1,H1,H2 Start multipoint support. 

(b) F2,F1,H3,H4 Reach to the object. 

(c) F2,F1’,H4’ Lift the object. 

(d) F2,F1’,H2’ Move hand to the body. 

 

 

Figure 4: Side view of developed wheeled hand (CAD). 
 

3.1 Wheel mechanism 
 • One wheel is attached to a powerful motor (Max. Torque 

is 53kgfcm). The wheel consists of rubber tire to keep 
large friction with environment. 

 • Rotation angle can be measured by a rotary encoder 
connected with timing belt.  

 • The target angle is commanded via RS485 from PC.  

3.2 Multi-fingered hand 
 • Each joint employs high torque intelligent servo 

Dynamixel DX-116 developed by the ROBOTIS Co. in 
which the motor driver is packaged. 

 • The two fingers with 3 servo-motor and one finger with 2 
servo-motor are selected to maintain the grasping 
function and minimise the number of servo-motor for light 
weight. 

4 EXPERIMENT AND DISCUSSION 

4.1 Experiment on HRP-2 
The developed wheeled-hand is implemented to the 
humanoid robot HRP-2 [12], we experiment the manipulation 
task using multipoint support motion. The object is a cylinder 
whose diameter is 65mm, and it is put on the table whose 
height is 0.7m. Figure 6 shows support polygons in the 
experiment.  These support polygons are corresponding to 
Figure 3. The area enclosed by dashed line indicates the 
phase (c) and the phase (d), referred to Table 1. And the area 
enclosed by solid line indicates the state (a) and the state (c). 
Distance of both feet is 0.19m, and distance of both hands is 
0.50m. X-position of the object is 0.4295m from first contact 
point of wheeled-hand with the table. The coefficient K is set 
0.6, so the target x-position of CoM Crefx is defined 0.07m in 
foot coordinate system  

We developed a wheeled-hand module for humanoid robot 
HRP-2 to implement multipoint support motion. Figure 4 and 
Figure 5 show the developed hand module. This is 
implemented to the wrist of the humanoid robot. Wheeled-
hand consists of two mechanism: multi-finger hand and active 
wheel mechanism. Multi-fingered hand works for grasping 
and manipulating various objects. Wheel is driven by motor, 
and it makes the contact with environment. Table 2 lists the 
specific of wheeled-hand. 
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Table 2: Specific of wheeled hand. 

Figure 5: Wheeled hand connected to HRP-2.  
 

from equation (2). When the robot finishes moving the CoM to 
the reference position, wheeled-hand is controlled as follows; 

1. Wheeled-hand moves forward 0.15m.  
2. Right hand grasps the object by multi-finger, and lifts it. It 

makes 3-point support state by both feet and left hand.  
3. Left wheeled-hand moves backward 0.15m. 
Weight of the humanoid robot M is 58kg, and the total mass 
m loaded right arm is 2kg. 
Figure 7 shows snapshots of the experiment. While multipoint 
support motion, the CoM keep the constant position but the 
motion is stable even if the one hand lifts off.  Detailed 
comment is as follows; 
 • The robot touches table with both hands: (c). 
 • The CoM shifts forward and it becomes multipoint support 

state: (d). 
 • Both hands move forward by wheel and right hand grasps 

the object: (e). 
 • Right hand lifts the object: (f).  
 • Left hand moves backward by wheel at 3-point support 

state: (g). 
 • Τhe CoM shifts backward to be located in the support 

polygon defined by both feet: (h). 
 • The left hand lifts off from the table: (i). 
Figure 8 shows the motion of approaching to the object, and 
Figure 9 shows the motion of lifting the object. Figure 10 
shows the total reaction force on both hands in travelling 
direction, and Figure 11 shows the reaction force of each 
hand in vertical direction. These reaction forces are 
measured by built-in force sensor at the end of arm on HRP-
2. From Figure 11, it is confirmed that the force in the vertical 
direction is required around 40N to 60N for both hands. From 
Figure 10, around 15N force in travelling direction is required 
to move the left hand backward. The reaction force is 
generated by the drive force of the wheel. 

4.2 Evaluation of hand module 

Strength of hand module 

Diameter of wheel 56mm 

Number of fingers 3 

Number of actuators(fingers) 8 

Number of actuators(wrist) 2 

Total mass 1.5kg 

 

  

Figure 6: Support polygons in experiment. 
 

 

(a) t=1s.                   (b) t=6s.                   (c) t=9s.  

 
(d) t=19s.                (e) t=34s.                (f) t=45s.  

 

The strength of wheeled hand is necessary to support the 
weight of the robot at contact point. Developed wheeled hand 
has a frame which connects multi-fingered hand and wheel 
mechanism to the arm of humanoid robot. Force from the arm 
applies the contact point through this frame. Thus, the 
strength of the frame of wheeled hand should be evaluated in  

(g) t=53s.                 (h) t=64s.              (i) t=69s.  
Figure 7: Experimental result. 
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simulation. A structure analysis tool of AUTODESK 
INVENTOR is used for simulation. Simulation conditions are 
as follows; 
 • Force from the arm is 500N, and a load by multi-fingered 

hand and the manipulated object is 10N.   
 • The frame is made from ABS plastic. 
Property of ABS plastic is below. Young’s modulus is 
2890MPa. Poisson ratio is 0.38. Tensile strength at yield is 
40.33MPa. 
Figure 12 shows an analysis result of the stress distribution 
on the frame, and Figure 13 shows an analysis result of 
deformation distribution of the frame. The report of analysis is 
as follows; Figure 10: Total reaction force of both hands in x-direction. 

 
Figure 11: Reaction force of hand in z-direction. 

 • Maximum stress is 7.66MPa. 
 • Maximum deformation is 0.151mm. 
 • Safety factor is over 5.265. 
Hence, even if all weight of the robot applies one arm, the 
frame is not broken. Therefore, this frame can be used for 
more heavy works. 

Equilibrium at the contact point 
The friction force at contact point between wheel and table is 
discussed here.  The maximum drive force of wheel is 
calculated by using maximum motor torque and radius of the 
wheel.  In case of developed wheeled hand, maximum torque 
is 53kgfcm, and radius is 28mm. Thus, the wheel can 
generate 18.9kgf in the maximum. 

 

However, the maximum reaction force from the environment 
is defined by friction coefficient.  Now, we can define slip 
condition as follow: 
 
 

 
Figure 12: Analysis result of stress distribution. 

 

Figure 8: X-position of hand in experiment. 

 

Figure 9: Z-position of hand in experiment. 

Figure 13: Analysis result of deformation distribution. 
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Figure 14: Ratio of horizontal/vertical force at contact point. 
In this calculation, W is set to 2kgf. Experimental value of mu 
is 0.4 to 0.6. Therefore, Figure 14 shows no slips of tire. 

mu
Wgf

f

V

H ≤
+

 (3) 

where fH is horizontal force, fV is vertical force, W is mass of 
wheeled-hand, g is gravity acceleration, and mu is friction 
coefficient tire with top of the table. If this condition is 
satisfied, friction force is larger than fH, and it does not slip. 
Figure 14 shows the ratio of force at contact point in 
experiment. This ratio is equal to left side of equation (3). 
5 COCLUSION 
This paper presents a new manipulation method using 
wheeled-hand mechanism whose active wheel generates 
drive force to move the contact point of hand without lifting it. 
The stable multi-point support motion with wheeled-hand is 
proposed to manipulate an object in far place on the table. 
The method allows the humanoid robot to keep the contact 
between hands and environment. The condition makes the 
strategy of whole body motion easy. The proposed method is 
realized on the humanoid robot HRP-2 and the feasibility is 
confirmed. 
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Study on One-legged Robot Jumping 
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Abstract 
In this study, simulations and experiments were done with experimental one-legged robot, and jump motion 
results with or without impedance matching design were compared. Jumping motion of the experimental robot 
was captured by high-speed video camera, and jumping height was measured from captured movie. As the 
results, jumping motion with impedance matching design was about one and a half  times higher than that 
without impedance matching design in both experiments and simulations. 
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1 INTRODUCTION 
Recently, various types of robots are used in many fields, 
such as factories (limited environment), barren, disaster site, 
also human’s living environment (non limited environment). 
Above all, needs of support robot for human are increasing. In 
such case, these robots require the moving ability in human’
s living environment, for examples, obstacle avoidance，

going up/down the step，moving velocity equal to human, 
etc. At present, common moving mechanisms of robot are 
wheel, crawler and legs. Legs have advantage on obstacle 
avoidance, crawler has advantage on going up/down the 
step, and wheel has advantage on moving velocity. When leg 
type robots adapt to human’s living environment, 
improvement of moving velocity is important. And, ‘running’ 
operation is necessary for high speed moving of legs type 
robot.  
In this study, we focused on jumping motion that is element 
feature of running, and tried to design efficient jump motion. 
Test one-legged robot and simulation program were 
developed, and the impedance matching index [1][2][3][4][5] 
was introduced for evaluating transmission efficiency to 
analyse / design / evaluate the jump motion. The Impedance 
matching index is an index of torque transmission efficiency 
estimated from robot attitude. 
 
2 EXPERIMENTAL SETUP 

2.1 Experimental robot [6] 
Figure 1 shows the experimental robot. Experimental robot is 
made with the same parts of HOAP-1 (Fujitsu Automation : 

Humanoid Robot; motor: L0PW20221-B01X; control circuit : 
L0PW20221-B04X). Robot frames were made from 
aluminium. This robot has two joints and two motors, and one 
motor drives knee joint and the other drives heel joint. Motors 
and joints are connected with timing belt. 

2.2 Robot model 
Figure 3 shows the dynamic model of the experimental robot. 
In this study, only movement on x-z plane is considered. 
Table 1 shows parameters of each links and robot 
parameters. 

 
Figure 1: Test One-legged Robot.   

 
 
 
 
 
 
 

Figure 2: A Block Diagram of Test One-legged Robot system.
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Figure 3: Dynamic Model of One-legged Robot. 
 

3 TRANSMISSION EFFICIENCY ESTIMATION BY 
IMPEDANCE MATCHING [1][2][3][4][5] 

Before experiments and simulations, the transmission 
efficiency of knee joint and heel joint torque were calculated 
with the impedance matching index. 
Dynamics of 2DOF robot in Figure 3 was derived by Euler-
Lagrange equation.  

Table 1: One-legged robot specifications 
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s1=sin(q1), s12=sin(q1+q2), c1=cos(q1), c12=cos(q1+q2). 
In left part of equation (1), first term is inertia, second term is 
velocity square term (centrifugal force, Coriolis force, etc.), 
third term is gravity term, and 4th term is external forces on 
body part. And number of joints is n = 2, number of 
considering dimension is m = 2. Dynamics of the body part is 
represented by  

 eFgx =+ pp MM &&  (2) 

The first term of equation (2) is inertia, and the second term is 
gravity term. Equation (3) is derived from equations (1) and 
(2) with equality qJ(q)x && = . 

e
T

e FJ(q)G(q))qC(q,)q(q)Jg(FM(q)J(q)τ +++−−= − &&&
ppp

† MMM 1      (3) 
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(6) 

Mass(kg) 1.336(kg) 

Width 0.18(m) 

Depth 0.04(m) 

Height 0.36(m) 

l0（Body link） 0.18(m) 

l1（2nd thigh length） 0.18(m) 

l2（thigh length） 0.13(m) 

m0（body mass） 0.235(㎏) 

m1（2nd thigh mass ） 0.465(㎏) 

m2（thigh mass） 0.450(㎏) 

Mp（frame mass） 0.185(㎏) 

I1 2nd thigh inertia 

I2 thigh inertia 

lg1 gravity point of 2nd thigh

lg2 gravity point of thigh 

 

τ2 

z 

x 

l1 
lg1 

l2 

lg2 

q1 

q2 

τ1 
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and J(q)† ∈Rm×n is a pseudo inverse of the Jacobian matrix 
J(q). Equation (4) denotes the relationship between motor 
torque and force and momentum applied to the body. And 
coefficient matrix Q(q) indicates the torque-force transfer 
efficiency, Fbias is a bias term related to velocity and gravity. 
Equation (7) shows the singular value decomposition of  Q(q), 

TVUQ(q) ∑=   (7) 

where  

[ ] )　(),diag( 0σσσσ,,σ,σ x21x21 ≥≥⋅⋅⋅≥≥⋅⋅⋅=∑ 0  

U, V are orthogonal matrix, and σi is singular value.  
Let multiply all singular value, we get 

1
x

1
2

1
1 σσσω −−− ⋅⋅⋅⋅=   (8) 

Equation (8) shows the impedance matching index, which 
expresses the total transmission efficiency from motor torque 
to force and momentum on the robot body. 

3.1 Comparison of impedance matching level 
To estimate impedance matching index of each motion 
pattern of the one-legged robot, Q(q) was calculated by 
substituting all parameter values to equation (5), then  ω was 
calculated by singular value decomposition on MATLAB. 
 

 
Figure 4: Transmission efficiency of knee joint torque. 

 
Figure 4 shows the transmission efficiency of knee joint 
torque. In this Figure, impedance matching index gets 
maximum value when knee joint angle is 40 [deg.]. So we can 
design high transmission efficiency motion with impedance 
matching index by changing the parameters such as link 
length, mass, etc. 
Using these results, some motion patterns were designed 
with/without optimisation of transmission efficiency. 
 
4 JUMP MOTION DESIGN WITH IMPEDANCE 

MATCHING ELLIPSOID [1][2][4][5] 
In previous chapter, force on robot body generated by torque 
on each joint was calculated by impedance matching index ω. 
But it is impossible to determine the force acting direction with 
this index. 

Next, we considered robot jumping motion which maximize 
the Z-axis component of force on robot body with impedance 
matching ellipsoid. 

4.1 Impedance matching ellipsoid 
Assume that each motor torque limit values are symmetrical, 

limit
ii

limit
i τττ ≤≤−   (9) 

Let transformation matrix L and normalized torque denote as 

)τ,τ,(τ limit
n

limit
2

limit
1 ⋅⋅⋅= diagL   (10) 

τLτ~ 1−=   (11) 

where τ~ is normalized torque. Therefore, when normalized 
torque with the magnitude of 1 is produced, force and 
momentum on the body are derived from  

1≤τ~τ~T   (12) 

i.e., 

12 ≤−− − )FQ(FLQ)F(F biase
TT

biase   (13) 

Equation (14) shows the ellipsoid of transmitted force and 
momentum from joints to the body, and called Impedance 
matching ellipsoid. 

4.2 Coordinate conversion from joint torque space to 
force space of robot body 

We get next equation by substituting equation (7) to equation 
(4), 

)F(FVUτ biase
T −∑=   (14) 

And from orthogonal matrix property (U-1= UT), 

)F(FVτU biase
TT −∑=   (15) 

Equation (15) means that the rotated joint torque vector τ by 
UT is transformed by Σ-1 to the rotated force-momentum vector 
acting on the robot body Fe  by VT. 
Let coordinate converted joint torque vector and force-
momentum vector by UT  and VT denote as 
τ ‘= { τ ‘i} = UT τ  and Fe’={Fe’,i}=VT(Fe-Fbias), respectively. 
Using τ ‘ and Fe’, Equation (15) is expressed as followings. 

eFτ' ′∑=   (16), 

  or, equivalently,  

ieii ,Fστ' ′=   (17) 

Now, transformation from equation (12) to equation (13) is  
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12 ≤′∑∑′ −
e

TTT
e FULUF  (20) 

12 ≤−∑∑− − )F(FVULUV)F(F biase
TTTT

biase   (21) 

Figure 5 shows these formula transformations. 
 

Figure 5: Coordinate conversion to Impedance matching ellipsoid.  
 

4.3 Z-axis component of force on body 
In Figure 5, Fez expresses Z-axis component of force on 
body. 
We calculated the relation between robot pose and force on 
body using equation (21) by MATLAB. Pastern joint angle q1 
was ranging 0~180 [deg.], and knee joint angle q2 was 
ranging 0~180 [deg.]. Figure 6 shows the results. In Figure 6, 
Fez   becomes large at red part, and becomes small at blue 
part. 

4.4 Jump motion design 
It seems that jump height is affected by the Z-axis component 
of the generated force on the robot body between start and 
end of jump motion. So, we designed jump motion of the one-
legged  robot using Figure 6. At first, Jump motion was 
defined as followings. 
・ Jump motion is done by rotating each motor from jump 

start pose to jump end pose. 
・ Jump start pose :  pastern joint angle q1 : 40~90 [deg.]  

・ knee joint angle q2 : 0～60 [deg.] 

・ Jump end pose :   pastern joint angle q1 : 90 [deg.] 
・ knee joint angle q2 : 0 [deg.] 
・ Angular velocity of each motors are able to set 

individually. 

 
(a) Overhead view 

 
(b) Contour map 

Figure 6: Relation between robot pose and force on body. 
 

Under these conditions, five jump motion patterns were 
designed for comparison. These five patters (see Table 2) are 
designed so that sum of displacement angle on each joint has 
same value. 
 Transmission efficiency from joint torque space to force 
space of robot body is affected by robot pose, and the value 
is getting large as next. 

Jump1 > Jump2 > Jump3 > Jump4 > Jump5 
If we assume that jump height changes proportional to force 
on robot body, jump height will be higher as this order. 
If transmission efficiency is not considered, jump3 and jump4 
will be higher jump, because two motor are used in a 
balanced manner. 
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Table 2 : Designed jump motion patterns 

 

Table 3: Results of jump motion pattarens 

 Jump height[mm] Jump start pose Pose at highest point 

Jump1 5 

  

Jump2 6 

  

Jump3 4 

  

Jump4 3.6 

  

Jump5 × Fail Fail 

  Jump start pose Displacement to end pose 

  Pastern joint angle 
[deg.] 

Knee joint angle 
[deg.] 

Displacement angle of 
pastern joint [deg.] 

Displacement angle of 
knee joint [deg.] 

Sum of displacement 
angle [deg.] 

Jump1 80 60 10 60 70 

Jump 2 70 50 20 50 70 

Jump 3 60 40 30 40 70 

Jump 4 50 30 40 30 70 

Jump 5 40 20 50 20 70 
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5 EXPERIMENTS OF ONE-LEGGED ROBOT JUMPING 

5.1 Experimental method 
One-legged robot was programmed as table2, and tested the 
jumping motion. Jumping motion was captured by high-speed 
video camera (PHOTRON : FASTCAM-Eagle 500-1), and 
jumping height was measured from captured movie. 

5.2 Results 
Table 3 shows the experimental results. Jumping height was  
getting large as next. 

Jump2 > Jump1 > Jump3 >Jump4 >Jump5(fail) 
With the exception of Jump1, the results are similar to the 
preconception. 
Jump3 is optimum pattern commonly considered, Jump1 and 
Jump2 are designed with impedance matching ellipsoid so 
that force transmission efficiency is large,  and Jump4 and 
Jump5 are considered as low force transmission efficiency 
motion. 
From these results, Jump1 height was lower than Jump2 
height. Jump1 was prospected as higher than Jump2 
because of generated force on body, but the jump height was 
midpoint of Jump2 and Jump3, in reality. The reason can be 
considered as followings. Robot jump motion is affected by 
feet botom shape, feet botom mass, etc. about vaulting 
condition of feet bottom. But they are not considered in this 
study. So these contributing factors affected on Jump1 
motion. 
And reason of Jump5 failure seems to be force transmission 
efficiency was too law and required torque was larger than 
the motor output torque. Figure 7 shows the relation between 
joint angle and required torque for joint driving. In Figure 7, 
black part means that joints can not support the robot body 
because motor torque is smaller than required torque to hold 
the joint angle. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Joint angle and required torque for joint driving. 

 
 
 
 

6 CONCLUSION 
In this study, high transmission efficiency jump motion pattern 
for one-legged robot were designed with impedance matching 
ellipsoid. Experiments and simulations were done with 
experimental one-legged robot, and jump motion results with 
and without impedance matching design were compared. 
As the results, height of jump motion with high transmission 
efficiency was 1.6~1.7 times higher than that of jump motion 
with low transmission efficiency, and 1.5 times higher than 
that of jump motion without consideration of impedance 
matching. Also impossible pose (load torque is larger than 
motor) were calculated by transmission efficiency. 
With transmission efficiency and impedance matching, robot 
motion design will realize efficient power transmission, 
increasing the performance, and consuming lower amounts of 
power.   
In future, we will design jump motion with vaulting condition of 
feet bottom to improve jump motion as actual human jumping. 
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Abstract 
Recently, radio-controlled helicopters are widely used for crop-dusting, overhead wiring work, aerial 
photographing, etc. Especially, aerial photographing is used for many purposes, such as construction check, 
excavation, and disaster site observation. For these cases, skilled operators of radio-controlled helicopter are 
necessary, and hey have high-level operating technique. In this study, we present the remote control support 
system consists of microcomputers, various sensors. The aims of this system are to simplify the control 
operation and safety improvement of R/C helicopter maneuver. This study reports some experimental results 
on control support in practical situation. 
 
Keywords:  
Remote control support system; Attitude control system; Angular support mode 

 
 
1 INTRODUCTION 
Recently, model airplanes are widely used for industrial 
needs in Japan. For example, radio-controlled helicopters are 
used for crop-dusting, overhead wiring work, aerial 
photographing, etc. Especially, aerial photographing is used 
for many purposes, such as construction check, excavation, 
and disaster site observation. For these cases, skilled 
operators of radio-controlled helicopter are necessary. Some 
autonomous control type radio-controlled helicopters were 
reported [1]. But they consist of specialized airframe and 
special control, and they are so expensive that the local 
governments, companies, and etc. may not operate them. So, 
we present the remote control support system consists of 
hobby-class radio-controlled helicopter and microcomputers, 
various sensors [2]. The aims of this system are simplification 
of the control operation and safety improvement. This study 
reports some experimental results on attitude control in 
practical situation. 
 
2 EXPERIMENTAL SETUP 

2.1 2.1 Remote control support system 
In this study, the remote control support system (RSCC) was 
constructed for attitude holding system (roll, pitch, yaw) to 
keep hovering maneuver. It holds horizontal level, nose 
direction, altitude, and position when the sticks are released. 
When the operator tilts the control sticks, tilting angles are 
treated as targeted inclination angle of the airframe. 
According to blade element theory [3], Thrust T of helicopter 
is calculated by 

θAT =  (1) 

where,  θ is the pitch angle of rotor blade, A is proportionality 
factor. This equation means that thrust T and torque 
momentums which tilts the airframe around the pitch, roll, and 
yaw axis are controlled by pitch angle of the rotor blade when 
rotating speed is constant. Thus, each rotational dynamic 

equation around 3 axes and dynamic equation of height are 
same form equations, 

x
dt

yd
α=

2

2
  (2) 

where, y is rotational angle around any axis or height, x is a 
pitch angle of rotor blade or tail rotor, α is proportional 
constant. Also air drag is assumed to be zero. 
From equation (2) and the transfer function of servomotor, PD 
control system was constructed for each axis and height 
control. 

 
Figure 1 : Block diagram of height control system 

 
Figure 1 shows the Block diagram of height control system for 
example, where, KP is P gain, KD is D gain, m is mass of the 
helicopter, A is conversion gain (pitch angle to Trust), and B 
is conversion gain (servo motor output angle to pitch angle). 
And  

2
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is transfer function of servomotor. 

2.2 2.2 Experimental apparatus 
We developed the remote control support system consists of 
microcomputers and various sensors. Figure 2 shows the 
schematic diagram of remote control support system. Hobby-  
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Figure 2: Remote control support system 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Block diagram of the system board 

 

 

Figure 4: Control board (Flight Assist) 
 
 
 
 
 
 
 
 
 
 
 
 
 

a) Engine type test helicopter (HPM system)                                  b) Motor type test helicopter (CCPM system) 
Figure 5:  Experimental RC helicopter 
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class radio-controlled helicopters (HIROBO: Shuttle Sceadu 
Evolution 50(B)HPM:HPM system, Align: T-Rex600CF: 
CCPM system), radio system (Futaba: FF9H-T9CHP and 
12FG), gyro sensor (Futaba: GY-401), governor (Futaba: GV-
1) are used for test airframe. Experimental control board 
consists of cpu (Renesas: H8/3069R) and PWM (Pulse Width 
Modulation) signal processor programmed on CPLD IC 
(Altera: MAX2). The PWM signal processor reads PWM 
signals from radio control receiver, and it sends the values of 
PWM signals (pulse width) to the cpu. The cpu sends values 
of PWM signals to the PWM signal processor, and it outputs 
PWM signals to servomotors on the airframe. 9th channel 
signal of the receiver is assigned as switching signal which 
selects manual mode or support mode. Figure 3 shows the 
block diagram of the control board, and Figure 4 shows the 
control board. 3-axis angle sensor (Microstrain: 3DM-GX1) is 
used as inclinometer, laser distance meter (DIMETRIX: DLS-
B15) is used as altimeter, and GPS (Garmin: GPS18-5Hz) is 
used as horizontal velocimeter. Also Bluetooth units (Inter 
Solution Marketing: Parani-SD100) were used for 
communication between PC and cpu to upload control 

program and to download experimental data. Figure 5 shows 
the experimental RC helicopters.  
 
3 EXPERIMENTAL RESULTS 

3.1 Attitude holding system 
Helicopter moves with the component force of rotor trust by 
tilting its airframe. If a helicopter is forward titled, the trust 
component push it ahead, and the helicopter moves ahead 
horizontally while it is kept to be tilted. And if the helicopter is 
tilted leftward, it moves to left horizontally Attitude control is 
important for helicopter maneuver and safety hovering. So 
attitude holding system was developed to hold the helicopter 
airframe as level against disturbance. 
To test the attitude holding system, tilt angle around each axis 
was added to the airframe by manual control as disturbance. 
Attitude holding system of the control board was activated, 
and PD control responses were recorded. P gain and D gain 
were previously decided by trial and error. Wind speed was 3
～5m/s.  

Figure 6: Results of Roll-Pitch control 
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Figure 6 shows the results of Roll-Pitch axis control. In Figure 
6, tilt angle around roll axis were added by manual control. 
Attitude holding system was activated when the control stick 
was released, and the airframe was returned to horizontal 
level. Also tilt angle around yaw axis tests were done. Figure 
7 shows the results of Yaw axis control.  
As the results, the attitude holding system can recover 
attitude of the airframe immediately from the influence of 
disturbance, and it can keep hovering maneuver.  

3.2 Support mode 
RCSS has two support modes. One is called normal support 
mode. In this mode, an operator can manuever in regular 
operation way, i.e., control stick inclination is directly send to 
the servomotors. And when the sticks are released, attitude 
holding system of RCSS is activated to hold horizontal level, 
current nose direction, and current altitude.  
The other mode is angular support mode. In this mode, 
control stick Inclinations are always treated as targeted 
values of each angle or height. Attitude holding system of 
RCSS reads targeted tilt angles and height from control stick 
Inclinations that the operator tilts, and holds altitude, nose 
direction, and height. When the sticks are released, control 
stick Inclinations are neutral, and attitude holding system 
keeps horizontal level, current nose direction, and current 
altitude. 
To evaluate these mode, horizontal migration test were done. 
Figure 8 and Figure 9 show the results of normal support 
mode and angular support mode, respectively. For normal 
support mode, operator tilted the control stick to rotate the 
airframe until the airframe titles to the desired angle, and the 
helicopter started to move. Then he released the control stick 
to stop rotating the airframe, and he expected that the 
helicopter would move continuously. But after that, the 
airframe returned to horizontal level by attitude holding 
system, because attitude holding system was activated by 
control sticks were released, and the helicopter stop. So the 
operator tilted the helicopter again. These operation and 
attitude holding system supports appear as wave shapes in 
Figure 8. 

Figure 9 shows the results of angular support mode. For 
angular support mode, operator tilted the control stick until 
the airframe titles to the desired angle, and he holds the 
angle of control stick. Then Helicopter was titled and held at 
the target angle, and it moved while the operator held the 
control stick angle. Then attitude holding system held 
horizontal level, nose direction, and altitude when the sticks 
are released. These results show that angular support mode 
is better suited for RCSS. 

3.3 Evaluation test 
To evaluate RCSS, Evaluation test was done at Tokushima 
University and Wakayama University. Trial subjects were 
aerial photograph agency (two persons: all control) and 
inexperienced people (seven persons: with simple instruction; 
only aileron control stick using trainer mode). After controlling 
the experimental helicopter for about 5 minutes, their 
interviews were done.  
After evaluation test, agency people said, “attitude holding is 
good, but moving velocity is small”. Tilting angle was 
controlled by attitude holding system, and it was limited within 
5 degrees for beginners. So, they felt moving speed slow. 
Next, inexperienced people said that the concern between 
stick operation and airframe maneuver was difficult, but it was 
not so hard as they expected. Indeed, inexperienced people 
sometimes made overshoot movement, but they did not bring 
down the airframe. As the results of assessments, RCSS is 
effective for keep the horizontal level for not only beginners, 
but also experts. But speed up of moving velocity, safety 
training for beginners are required. 

3.4 Height holding system 
Height holding system was constructed with laser distance 
meter. Also PD control was used for height control. Figure 10 
shows the results of height holding with target height 
changing. In Figure 10, red line shows the control mode. If 
“control mode” values are 600, it means that support control 
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Figure 12: Automatic hovering with velocity feedback control 
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Figure 13: Roll angle and Vx while velocity feedback control 
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is on, else manual control. As the results, height holding 
system kept the airframe within 1m errors.  
Next, Figure 11 shows the results of automatic landing. 
Target height values were changed while height holding 
control. The test R/C helicopter succeeded automatic landing. 
In both experiments, maximum wind speed was 3 [m/s]. 

3.5 Position holding system 
VTG command data of GPS unit was used as horizontal 
velocity for velocity feedback of position holding system. 
Feedback velocity parameters are treated as targeted 
inclination angle of the airframe that will cancel the velocity. 
Figure 12 shows the situation of position holding system. 
Horizontal migrations by wind disturbance were restrained. 
Also autonomous hovering maneuver and position holding 
were succeeded as shown in Figure 12. 
Figure 13 and 14 show the variations of attitude angle of roll / 
pitch axis and airframe velocity components of x (lengthwise 
of the helicopter) / y (lateral direction of the helicopter) 
directions during autonomous hovering maneuver with / 
without velocity feedback. In both experiments, maximum 
wind speed was 3m/s, and wind speed component of y 
direction was larger than that of x direction. 
In Figure 13, corrective steering by attitude holding system 
with velocity feedback was done, and its frequency was about 
5 [Hz], also roll angle of the airframe was changing 
synchronously. As the result, x direction velocity of the 
airframe was suppressed within 0.3 [m/sec]. When velocity 
feed back was released and only attitude holding system was 
activated, target roll angle was 2 [degree] and the airframe 
was titled as about 2 [degree], and x direction velocity was 
constantly about 0.3 [m/sec].  
In Figure 14, corrective steering frequency was about 5 [Hz], 
pitch angle of the airframe was changing synchronously, 
similarly. Y direction velocity of the airframe was almost 
constant, and suppressed within 0.2 [m/sec]. When velocity 
feed back was released and only attitude holding system was 
activated, target pitch angle was –0.5 [degree] and the 
airframe was titled as about –0.5 [degree], but y direction 
velocity increased to about 0.9 [m/sec].  
These results show that attitude hold system with velocity 
feedback is effective to hold the airframe position.  
 

4 CONCLUSION 
In this study, we propose remote control support system 
(RCSS) for R/C helicopter. RCSS consists of attitude holding 
system, height holding system, and position holding system. It 
holds horizontal level, nose direction, altitude, and position 
automatically when the sticks are released. When the 
operator tilts the control sticks, tilting angles are treated as 
targeted inclination angle of the airframe. Attitude holding 
system was evaluated by hovering maneuver and evaluation 
test by trial subjects. As the results of assessments, RCSS is 
effective for keep the horizontal level. Also height holding 
system and position holding system were developed and 
tested, and attained good results. We will evaluate our 
system in trial aerial photographing in future. 
 

With velocity feedback 

Attitude holding 

With velocity feedback 

Attitude holding 
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Abstract 
In this paper, a finite-time settling control restraining amplitude of control input response and disturbance 
response is proposed especially. In the proposed control, FIR parametrization is introduced and some control 
responses are analyzed. As a result, each response is described depending on affine transformation form. 
And a control system can be designed using optimization by linear programming. 
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1 INTRODUCTION 
Being different from convergence property of continuous 
time control, in finite-time settling control of discrete time 
control, rapid response is regarded as important and 
controlled variable is made to completely track to reference 
signal in finite time [1]. In some recent researches, the 
response between sample points is considered. In finite-time 
settling control, excessive control input and response to 
vibrate intensely often occur and problems are caused as well 
known conventionally because fast response is realized. 
Considering the square sum of control error of transient 
response or the maximum control error using l1 norm, the 
finite-time settling control restraining the amplitude is 
researched [2], [3], [4]. Those efficiency is shown but the 
control system and design method are complicated. 
In real control, for the purpose of considering constraint with 
plant or protecting plant, the control response amplitude such 
as control input or state is often limited. It is important to 
design a control system considering the control response 
amplitude consequently. 
In this paper, a finite-time settling control restraining 
amplitude of control input response and disturbance response 
is proposed. In the proposed control, FIR parametrization is 
introduced and control responses are analyzed easily and in 
detail. And a method to restrain control input response and 
disturbance response is researched. The analysis result is 
used effectively, a control system can be designed by very 
simple linear programming. 
 
2 PLANT AND FINITE-TIME SETTLING CONTROL 

2.1 Plant and control system 

A Plant described by (1) is considered. 
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Where, polynomials )( 1−zA  and )( 1−zB  are coprime each 
other, l  is time delay, )(ky , )(ku , )(kd  are output, control 
input, disturbance respectively. It is supposed that the 
reference signal )(kr  is step signal and rkr =)( . For the 
plant (1), a next controller is used for control. 
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)( 1−zQ  is FIR parametrization. And the coefficient vector q  

of )( 1−zQ  is defined according to the next (8). 
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A control system is designed to achieve some purpose using 

the degrees of freedom of this FIR parametrization )( 1−zQ . 

)(/1 1−zCd  in (2) is a disturbance compensator. )( 1−zCd  is 
determined by (9) and then integral compensation is 
performed. 

11 1)( −− −= zzCd  (9) 

The block diagram of above control system is shown in Fig.1. 
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Figure 1: Block diagram of proposed finite-time settling 

control system. 
By the calculation, closed loop transfer functions of this 
control system are the next (10) and (11). 
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Where, it is necessary to be careful to the next condition. 
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2.2 Finite-time settling control 
In the transfer functions of closed loop control system 

expressed by (10) and (11), )(' 1−zR  and )(' 1−zS  are 
decided satisfying the condition (13) in order to realize finite-
time settling control. 

1)(')()(')()( 11111 =+ −−−−−− zSzBzzRzAzC l
d  (13) 

All closed loop poles are assigned in the origin of z  plane by 
this condition and finite-time settling control is achieved. In 
other words, the output response of closed loop control 
system for a reference signal is described by (14), and finite 

time settling is realized in the case of constant step reference 
signal. 
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And the control input response is described by (15) similarly, 
and finite time settling is also realized. 
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3 FINITE-TIME SETTLING CONTROL RESTRAINING 

CONTROL INPUT 
In this chapter, a new method to easily restrain the amplitude 
of control response applying the well known linear 
programming is proposed especially. 

3.1 Restraint of control input response 
In this paper, for the purpose of restraining the amplitude of 
control input, the response of above control system is 
analyzed based on (15) and the desired control system is 
designed. (4) is substituted for (15) and the following (16) is 
got. 
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It is clear that the pulse transfer function in (16) becomes FIR 
polynomial. While noticing this fact, in the case of step 
reference signal, it is possible to calculate the control input 
response of this finite-time settling control system. By the 
above analysis, about the proposed finite-time settling control 
and its control system restraining control input, the next 
theorem is given. 
[Theorem 1] 
In the finite-time settling control system from (2) to (7) with 
FIR parametrization, the control system which restrains 
maximum amplitude by minimizing the upper bound of control 
input response can be designed using q , which can be 
found solving the linear programming problem described by 
next constraint condition (17) and performance index (18). 
Then, the value of minimized maxu  is the upper bound of 
control input response. 
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Where, 1M , 2M , 3M  in (17) are as follows. 
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Proof 
At first, time sequence of control input response for step 
reference signal is defined according to the next (19). 

T
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This is clarified in a form depending on FIR parametrization 

)( 1−zQ , q . For analysis, the pulse transfer function 
described by FIR polynomial in (16) is noticed. In the above 
finite-time settling control system, using the coefficient vector 
q  of FIR parametrization, it is possible that the time 
sequence (19) of control input response is described as 
follows. 
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If (20) is examined, the time sequence of control input 
response is described by and depending on an affine 
transformation form of FIR parametrization. This notation is a 
method that author already have proposed [5],[6]. By using 
this technique, because not only control input response but 
also various control responses of control system can be 
easily evaluated by matrix calculation, it is very convenient. 
Next, for the purpose of restraining the amplitude of control 
input response, the value of the response in each sample 
point is suppressed by a certain upper and lower bound. 

kforuku ∀≤ max)(  (21) 

(21) is rewritten by the next inequality. 

kforukuu ∀≤≤− maxmax )(  (22) 

Furthermore, it is rewritten by the next inequalities. 

kforukuuku ∀−≥≤ maxmax )(,)(  (23) 

Where, when (23) is applied to (20), the following conditions 
are obtained. 
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(24) is transformed as follows. 
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Two inequalities in (25) are composed and previous 
constraint condition (17) is got. Here, suppose that the upper 
and lower bound maxu  limiting the amplitude of response is 
not fixed, and it is regarded as a variable value same as the 
coefficient vector q  of FIR parametrization. Furthermore, the 
coefficient vector q  of FIR parametrization is adjusted to 
restrain the amplitude of control input response, and this 

maxu  is reduced namely minimized. Consequently the 
performance index based on objective optimization becomes 
the above (18). Through such an analysis, in this paper, the 
design method of proposed finite-time settling control 
restraining the amplitude of control input response is 
regarded as a well known linear convex optimization problem, 

which minimize maxu  by adjustment of q  under constraint 
condition (17) and performance index (18) . 
The proof ends. 
The linear programming problem can be very easily solved 
with finite step using various techniques. In the proposed 
method, above affine transformation notation and 
optimization by linear programming are used. And a control 
system is designed reducing maximum amplitude of control 
input response. The design method is summarized in 
theorem 1. 
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3.2 Restraint of disturbance response 
If only the amplitude of control input response is noticed too 
much, other control ability would deteriorate. In finite-time 
settling control, the disturbance robustness problem often 
occurs. Therefore a disturbance response is also described 
similarly by an affine transformation form in order to consider 
robust property for disturbance and the amplitude of 
disturbance response is restrained by similar technique. 

Being based on the pulse transfer function )( 1−zTyd  in (10), 

FIR parametrization restraining the amplitude of response for 
step disturbance dkd =)(  can be obtained by a procedure 
same as the above control input. The method is summarized 
in the next theorem described as a linear programming 
problem. 
[Theorem 2] 
In the finite-time settling control system from (2) to (7) with 
FIR parametrization, the control system which restrains 
maximum amplitude by minimizing the upper bound of 
response for step disturbance can be designed using q , 
which can be found solving the linear programming problem 
described by next constraint condition (26) and performance 
index (27). Then, the value of minimized maxy  is the upper 
bound of response for step disturbance. 
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Where, same as theorem 1, 1L , 2L , 3L  in (26) are matrices 
to describe the time sequence of response for step 
disturbance by an affine transformation. Elements in each 
matrix are omitted. 
The proof is omitted 

3.3 Control system design method 
In the both case of control input response for step reference 
signal and response for step disturbance, each evaluation 
method considering maximum amplitude is introduced as 
above. But both evaluations cannot be optimized at the same 
time. Consequently weighting is introduced between two 
evaluations. The balance between two evaluations is 
changed using this weighting and optimization is adjusted. 
[Theorem 3] 
In the finite-time settling control system from (2) to (7) with 
FIR parametrization, the control system which restrains 
maximum amplitude of those responses by minimizing the 
linear combination of the upper bound of control input 
response and the upper bound of response for step 
disturbance can be designed using q , which can be found 

solving the linear programming problem described by next 
constraint condition (28) and performance index (29). Where, 
ρ  in (29) is coefficient of weighting. Then, the value of 
minimized maxu  is the upper bound of control input response 

and the value of minimized maxy  is the upper bound of 
response for step disturbance. 
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The proof is omitted 
 
4 NUMERICAL EXAMPLE 
Some numerical simulations are executed to confirm the 
efficiency of the proposed control. 
A plant is supposed to be the next (30). 

)14)(15.1(
1)(

++
=

ss
sG  (30) 

Step reference signal is supposed to be 1=r . In the case of 
zero order holder, the next pulse transfer function is obtained 
by the discretization with sampling period of 1(sec). 
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For the pulse transfer function of (31), proposed finite-time 
settling control system is designed based on theorem 3 in this 
paper. Then, weighting coefficient ρ  in (29) is changed 
according to 0.0=ρ , 0.10=ρ , 0.15=ρ , 0.20=ρ . Here, 
design in case of 0.0=ρ  corresponds to design using 
theorem 1. Control simulations are executed by these 
designed finite-time settling control system. 
Those results are shown in figures from Fig.2 to Fig.5. Both 
responses of output and control input are shown in each 
figure from Fig.2 to Fig.5. Some simulation results of 
response for step disturbance are shown in Fig.6. Dashed 
line stands for response in case of 0.0=ρ , solid line stands 
for response in case of 0.15=ρ , chain line stands for 
response in case of 0.20=ρ . The disturbance response in 
case of 0.10=ρ  is omitted because it closely is resembled 
with the disturbance response in case of 0.0=ρ . And, for 
comparison, control simulation of conventional finite-time 
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settling control without FIR parametrization is executed, too. 
This is shown in Fig.7. 
At first if the control result of proposed method is compared 
with that of finite-time settling control without FIR 
parametrization, the control input amplitude is restrained 
enough and finite time settling can be achieved as it is 
desired at first. But, due to the use of FIR parametrization, 
settling time is delayed. And the evaluation on disturbance 
response is added, the performance index considering 
restraint of both control input response and disturbance 
response is introduced, balance is adjusted changing the 
coefficient of weighting, as a result, good robust property for 
disturbance is obtained. Judging from these results of 
numerical simulations, the utility of proposed control method 
is clear. 
 
5 CONCLUSION 
In the finite-time settling control system, the control input 
response and disturbance response are calculated and 
evaluated by simple original method in linear. Being based on 
this analysis, the control method which restrains the 
amplitude of control input response and disturbance response 
is proposed and considered. And numerical simulations are 
executed, and the effectiveness of proposed method is 
clarified and confirmed. According to the technique proposed 
in this paper, it is possible to easily design the controller with 
FIR parametrization reducing the amplitude of control input 
and disturbance response. 
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Figure 2: Simulation result ( 0.0=ρ , 1.8724max =u , 174.3790max =y ) 
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Figure 3: Simulation result ( 0.10=ρ , 2.1785max =u , 0.3391max =y ) 
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Figure 4: Simulation result ( 0.15=ρ , 2.1785max =u , 0.3391max =y ) 
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Figure 5: Simulation result ( 0.20=ρ , 3.8831max =u , 0.2500max =y ) 
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Figure 6: Response for step disturbance (dashed 0.0=ρ , solid 0.15=ρ , chain 0.20=ρ ) 
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Figure 7: Simulation result without parametorization 
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Compliance of Transmission Mechanism 
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Abstract 
Mechanical systems generally consist of three components; an actuator, load and power transmission 
mechanism such as a lead screw and gear coupling. Although there have been many researches on the 
controller design for mechanical systems with nonlinear friction, the compliance of the transmission 
mechanism has been little considered. Because the effect of nonlinear friction is significant when the 
transmission mechanism has low stiffness, its compliance should be considered in mechanical controller 
design for achieving the superior control performance. This paper presents a new approach to the controller 
design for mechanical systems with nonlinear friction considering the compliance of transmission mechanism. 
Because the effect of friction is generally unknown in advance, we design a robust controller based on the 
variable structure control that requires only the upper bound of friction magnitude. The effectiveness of 
proposed controller is demonstrated by comparative experimental results with a conventional state feedback 
controller. 
 
Keywords:  
Mechanical Control, Robust Control, Nonlinear Friction, Variable Structure Control 

 
 
 
 
 
 
1 INTRODUCTION 
To achieve accurate motion performance in mechanical 
systems, frictional effects should be considered in controller 
designs. Because the friction exhibits nonlinear and 
complicated properties such as Stribeck effect and 
hysteresis, many studies have been done to model the 
frictional characteristics and design sophisticated controllers 
thus far [1][2]. One of the difficulties in controlling the 
machines with friction is that the frictional property is 
generally unknown and depends on the operating conditions 
such as machine temperature. 
Recent studies on friction compensation are categorized as 

follows: The first one is based on the analysis of frictional 
properties such as limit cycles induced by the controller. The 
analytical results are applied to the industrial PI or PID 
controllers [3][4].  The second one is to design the controller 
based on the estimation result of frictional parameters by 
preliminary experiments [5][6]. The disadvantage of these two 
approaches is that they are not effective for mechanical 
systems operated in varying environmental conditions. 
To solve this problem, controller designs based on adaptive 

techniques are developed for real-time estimation of frictional 
effects [7]-[10]. These approaches require complicated 
estimation algorithms of frictional parameters, since frictional 
effects generally have nonlinear characteristics. Because the 
real-time estimation is not required in the robust control 
approach, it provides a simple structure of the controller. The 
variable structure control is known to be effective for 
nonlinear systems [11]. 
Mechanical systems generally consist of three components; 

an actuator, load and power transmission mechanism. For 
example, lead screw drive systems, which are used in many 

industrial machines such as machine tools and gantry robot 
systems, consist of the actuator, table and transmission 
mechanism such the lead screw and gear coupling as shown 
in Fig.1. Electric motor systems also generally consist of three 
components; a motor itself, load and gear coupling.  For 
precision control, the compliance of transmission mechanism 
should be considered, because the frictional effect is 
increased if the transmission mechanism does not have 
enough stiffness. However, the compliance of transmission 
mechanism is little considered in most of the existing studies 
on the friction compensation except [10] and [11]. 
The controllers developed in [10] and [11] consider a 

sandwich dynamic system with friction, which corresponds to 
the system dealt with in this study, although only simulation 
results are shown to demonstrate the effectiveness. This 
paper presents a simpler design of the variable structure 
controller for the mechanical systems and demonstrates its 
effectiveness by experiments. 
 
2 DYNAMICS OF MECHANICAL SYSTEMS WITH 

NONLINEAR FRICITON 
Mechanical systems generally consist of three components; 
an actuator, load and power transmission mechanism. In this 
study, we consider a general model of mechanical systems 
as shown in Fig.2, where the transmission mechanism is 
modeled by a flexible torsion bar. Frictional torques exist in 
both the motor and the load disk sliding surfaces. The effect 
of friction at the load disk sliding surface becomes significant 
when the torsion bar has low stiffness. 
The mechanical model in Fig. 2 has the following dynamics: 
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Table Gears Motor 

Lead screw

Frictional force
 

Figure 1: Example of mechanical system 
 

mlmmm KJ ττθθθ −=−+ )( , (1) 

lmlll KJ τθθθ −=−+ )( . (2) 

where θl is the load disk angle, θm is the motor angle, Jl is the 
load disk inertia, Jm is the motor inertia, K is the spring 
constant of torsion bar, τl is  the frictional torque applied to the 
load disk, τm is the frictional torque applied to the motor, and τ 
is the control input torque. In Eqs.(1) and (2), τm can be 
compensated directly by the input torque τ, whereas it is not 
possible for τl. In other words, τl does not satisfy the matching 
condition. In addition, magnitudes of both τm and τl are 
generally unknown and variable. Hence, we propose a new 
design of the variable structure control system to compensate 
for effects of τm and τl  by assuming that upper bounds of their 
magnitudes are known in advance. 
 
3 CONTROLLER DESIGN  
Tracking errors of the motor and the disk, em and el, are 
defined as follows: 

mmrme θθ −= , (3) 

llrle θθ −= , (4) 

where θmr and θlr are reference signals for the motor and the 
disk, respectivey. Substituting Eq.(3) into (2), we have 

lmrmlll eKJ τθθθ −=−++ )( . (5) 

We consider the following reference signal for the motor and 
the control input torque. 

K
w

K
J l

lrlr
l

mr ++= θθθ , (6) 

mlrmrmrm wuKJ ++−+= )( θθθτ , (7) 

where wm and wl  are additional inputs for compensating for 
nonlinear frictions of the motor and disk, respectively, the 
symbol u is employed for the pole-placement control. 
Applying Eqs.(6) and (7) to Eqs.(1) and (5), we have 

mmlmmm wueeKeJ −−=−+ τ)( , (8) 

llmlll weeKeJ −=−+ τ)( . (9) 

It should be noted that the nonlinear friction τl  can be directly 
controlled by the input wl  in Eq.(9). Eqs.(8) and (9) can be 
rewritten as the following state-space equation: 

dbuAee +−= , (10) 

Motor τ,θm
τm

Jm

Torsion bar
K

θl
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Load disk

 
Figure 2: Model of mechanical system 
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To design control inputs u, wm and wl, we consider the 
following Lyapunov function candidate: 

PeeV T= , (11) 

where P is the positive definite matrix. Differentiating Eq.(11) 
with respect to time and substituting Eq.(10) into it, we have 

( ) ( )PedubAedbuAePeV TTTTT +−++−= . (12) 

We consider the following state feedback control: 

efu T= , (13) 

where f is the feedback gain vector. Applying Eq.(13) to (12), 
we have 

( ) ( ){ } PdeePbfAbfAPeV TTTTT 2+−+−= . (14) 

It is known that there exist positive definite matrices P and Q 
satisfying the following equation if (A-bfT) is a stable matrix: 

( ) ( ) QPbfAbfAP TT −=−+− . (15) 

where Q is positive definite. Substituting Eq.(15) into (14) 
leads to 

PdeQeeV TT 2+−= . (16) 

A new vector ep is defined as follows: 

[ ]4321 pppp
TT

p eeeePee == . (17) 

Using some elements of this vector, we propose to design 
friction compensation inputs wm and wl as follows: 

mpm Dew )sgn( 2= , (18) 

lpl Dew )sgn( 4= , (19) 

where sgn(x) denotes the sign function of x, and Dm and Dl  are 
constants that satisfy the following inequalities. 

( )
( ) .

,

ll

mm

D

D

≤

≤

τ

τ

max

max
 (20) 

The symbol of max(x) denotes a maximum value of x. 

138



 
 

Robust Control of Mechanical Systems with Nonlinear Friction Considering Compliance of Transmission Mechanism   

PC
D/A board
Counter board

Encoder

DC motor with encoder

Friction
adjustment
mechanism

Load 
Torsion

bar

 
Figure 3: Experimental system 

 
The resulting controller is given as follows: 

K
De

K
J lp
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mr

)sgn( 4++= θθθ , (21) 

mp
T

lrmrmrm DeefKJ )sgn()( 2++−+= θθθτ . (22) 

This controller leads to the following relation from Eq.(14): 
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Because V is negative definite, the asymptotic stability is 
achieved. To avoid the chattering phenomena, which may 
give some damages to mechanical systems, we use the 
following function instead of sgn(epi), (i=2,4): 

ε+
=

pi

pi
pis

e

e
ef )( , (24) 

where ε is a small positive constant.  
Because the vector ep includes wl, the value of wl can not be 

easily obtained. Thus, we define a new error vector that uses 
a past error vector obtained at the one sample past instant 
epast as follows: 
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Using some elements of this vector, we generate the inputs wl 
and wm as follows instead of Eqs.(18) and (19): 

mpsm Defw )( 2= , (26) 

lpsl Defw )( *
4= . (27) 

The resulting controller is given as follows: 
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4 EXPERIMENTS 

4.1 Experimental system 
The experimental system is shown in Fig.3. The experimental 
machine consists of the motor, torsion bar, load disk and 
friction adjustment mechanism. A DC servo motor with a 
harmonic drive gear is employed for the actuator. The motor 
power and gear ratio are 20[W] and 1/50, respectively. The 
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Figure 4: Reference signal of load disk 

 
inertia of geared motor at the output shaft is Jm =0.021[kgm2]. 
Torque control system of the motor is installed using a power 
amplifier electric circuit.  
A piano steel is employed for the material of the torsion bar, 
whose spring constant is K = 1.2[Nm/rad]. The inertia of load 
disk is Jl = 0.0185[kgm2]. The angles of motor and load disk 
are measured by rotary encoders whose resolutions are 

3108.1 −× [deg] and 4102.2 −× [deg], respectively. Their 
velocities are numerically calculated by the backward 
difference operation. 

4.2 Experimental results 
Comparative experiments are performed with the 
conventional state feedback controller (SFC) which is 
obtained by setting both wm and wl in Eqs.(6) and (7) to zero. 
The reference signal of load disk is given as follows: 

)sin()( tasFlr ωθ ×= , (30) 

( )41
1)(
+

=
Ts

sF , (31) 

where a and ω are the amplitude and angular frequency of the 
desired sinusoidal curve, respectively. They are set as 
a=10[deg] and ω = 2π/10[rad/sec]. The symbol s denotes the 
variable of the Laplace transformation, and T is the time 
constant of the low-pass filter F(s) (T = 0.05[sec/rad]). The 
filter F(s) is included for avoiding that the initial values of 
derivatives of θlr  become infinity. Figure 4 shows the 
reference signal in Eqs.(30) and (31). The feedback gain 
vector f in Eq.(13) is given as follows: 

]4.1265.540.23.68[=Tf , (32) 

which places the desired control system poles to -20 [1/sec] as 
the repeated poles. The matrix Q in Eq.(15) is set to the 
identity matrix. The parameters in Eqs.(20) and (24) are set 
as ε=1.0, Dm=0.771[Nm] and Dl=0.32[Nm], respectively. 
 The load applied to the friction adjustment mechanism is 
varied as m=0 (Exp.1), 0.55 (Exp.2) and 0.9 (Exp.3) [kg]. 
Frictional torque τl exists even in the first case (Exp.1). 
 Experimental results are shown in Fig.5, where v is the 
control input voltage that is proportional to the input torque τ 
(The proportional gain is 0.70[Nm/V]). When the frictional 
torque applied to the load disk τl is small (Exp.1), oscillating 
motion of the load disk occurs especially in the last half 
period in the SFC result. Because the high-gain feedback 
controller is required for precision control in the conventional 
method, the control system is easily destabilized by 
disturbances. On the other hand, it is confirmed that the  

139



 
 
Koji Funamoto, Naoki Uchiyama, Masaya Hattori, Shigenori Sano and Shoji Takagi 

 

SFC

-5

0

5

0 5 10 15 20

Time[sec]

e l
[d

eg
] SFC

-5

0

5

0 5 10 15 20

Time[sec]

e l
[d

eg
] SFC

-5

0

5

0 5 10 15 20

Time[sec]

e l
[d

eg
]

 

Proposed

-5

0

5

0 5 10 15 20

Time[sec]

e l
[d

eg
] Proposed

-5

0

5

0 5 10 15 20

Time[sec]

e l
[d

eg
]

Proposed

-5

0

5

0 5 10 15 20

Time[sec]

e l
[d

eg
]

 

-40

-20

0

20

40

0 5 10 15 20

Time[sec]

[d
eg

/s
ec

]

SFC
Proposed

-40

-20

0

20

40

0 5 10 15 20

Time[sec]

[d
eg

/s
ec

]

SFC
Proposed

-40

-20

0

20

40

0 5 10 15 20

Time[sec]
[d

eg
/s

ec
] SFC

Proposed

 

SFC

-10

-5

0

5

10

0 5 10 15 20

Time[sec]

v [
V

] SFC

-10

-5

0

5

10

0 5 10 15 20

Time[sec]

v [
V

] SFC

-10

-5

0

5

10

0 5 10 15 20

Time[sec]

v [
V

]

 

Proposed

-10

-5

0

5

10

0 5 10 15 20
Time[sec]

v [
V

] Proposed

-10

-5

0

5

10

0 5 10 15 20
Time[sec]

v [
V

] Proposed

-10

-5

0

5

10

0 5 10 15 20

Time[sec]

v [
V]

 
               (a) Exp.1 (m=0[kg])    (b) Exp.2 (m=0.55[kg])   (c) Exp.3 (m=0.9[kg]) 

Figure 5: Expreimental results 
 
proposed controller can reduce the disturbance effect. When 
the magnitude of τl is increased (Exp.2), the oscillating motion 
in the SFC result is reduced. This is because the friction often 
increases the system stability (i.e., energy dispassion). 
However, tracking error magnitude |el| increases especially 
when the load disk changes the rotational direction. It also 
can be seen from the graph of le  that the oscillating motion is 
still significant compared to the proposed method. The 
proposed controller provides smaller magnitude of tracking 

error. When the magnitude of τl is further increased (Exp.3), 
larger tracking error is seen in the SFC result, whereas the 
error is less increased in the proposed control result.  
The average and maximum of |el|, and the standard deviation 

of el are summarized in Figs. 6-8. The advantage of the 
proposed method is clearly seen. 
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5 CONCLUSIONS 
This paper presents a new robust controller design for 
mechanical systems with nonlinear friction. A general model 
of mechanical systems, which consist of an actuator, load 
and power transmission mechanism, is given, and the 
compliance of the transmission mechanism that increases the 
frictional effect is considered. Because the friction occurred at 
the load sliding surfaces generally dose not satisfy the 
matching condition, we have proposed a new method to 
employ the variable structure control, which can achieve the 
robust performance to the unknown frictional effect. The 
proposed design has a simpler structure compared to the 
existing method by transforming the system dynamics 
appropriately. Comparative experiments have been 
conducted to verify the effectiveness of the proposed method. 
Controller gains are required to be increased for improving 
the control performance in the conventional feedback 
controllers, although high gain controller reduces the system 
stability and often brings the oscillating motion. The proposed 
robust controller has not only exhibited the better control 
performance (i.e., smaller magnitude of tracking error) but 
also reduced the oscillating motion compared to the 
conventional approach. 
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Abstract 
The study deals with size reduction and performance improvement of automatic discharge gap controller 
(ADGC) for a microrobot which can fabricate a long curved hole by electrical discharge machining (EDM). It is 
strongly required that curved hole machining method is developed so that the pipelines can be made which 
have arbitrary shape and are located in arbitrary position. However, such pipelines cannot be fabricated since 
holes are generally formed by drilling. To solve the problem, the authors have proposed the curved hole 
machining method by means of a microrobot with an EDM function. The microrobot has to have the function of 
performing stable EDM in the limit space such as the bottom of a long curved hole, in other words, the function 
of always keeping the equipped electrode in the appropriate position automatically and autonomously so as to 
maintain stable EDM. To realize the function, ADGC has been devised. Actually, the prototype of ADGC was 
developed and it had been proved that the prototype had the function. However, the prototype was too large to 
install on a microrobot and did not achieve the full performance designed. Therefore, in the study, the 
improvements of ADGC are done so that its size is reduced and its full performance is achieved. From the 
experimental results, it is found that the improved ADGC, whose size is reduced so that the installation to a 
microrobot is enabled, realizes the designed full performance. 
 
Keywords:  
Electrical Discharge Machining; Discharge Gap; Shape Memory Alloy 

 
 
1 INTRODUCTION 
A hole is the shape employed to achieve a variety of aims in 
mechanical engineering. For example, a hole makes a object 
pass, makes a object cool or warm, makes a object fixed or 
positioned, makes a object become light weight, makes a 
object be measured, etc. From such actual facts, it is known 
that a hole is a very fundamental shape used very frequently 
and plays very important roles. However, a hole is usually 
machined by a linear tool as represented by a twist drill. 
Consequently, the shape of machinable holes inevitably 
becomes straight line or polygonal line, that is, the realizable 
hole shape is limited. This concept has already been the 
common sense in the field of machining. 
Despite the common sense, the limitation of the realizable 
hole shape can cause a problem in making holes achieve 
their functions to the maximum. Typical example of the 
problem is brought about in the design and fabrication of 
water channels, pipelines built in molds. Regulating flow rate 
and temperature of coolant flowing through water channels 
enables the thermal controls of molds, namely, control 
temperature distribution in mold surfaces and heat flow in 
molding, which leads to obtaining products without defects 
occurring in the several stages of molding process. 
Accordingly, the shape and position of water channels in 
molds are a very important factor in mold design. Although 
computer simulation gets to find the optimal shape and 
position of water channels, it is usual that their optimal shape 
is curved and that their optimal position is located in severe 
areas in molds [1]. Consequently, it is impossible to freely 
control the shape and position of water channels since drilling 
is the sole practical method to form water channels. That is to 
say, it is completely impossible to realize the optimal shape 

and position of water channels by conventional drilling 
methods. As a result, mold designers have compromised on 
polygonal-line-shaped water channels located in the area 
where twist drills can reach in spite of having found the 
optimal shape and position of water channels. 
To solve the problems occurring in fabricating pipelines as 
represented by water channels, it is strongly required to 
establish a curved hole machining method and to put the 
method in practical use. To meet the requirement, some 
methods for machining a curved hole have been developed 
and can actually fabricate curved holes [2-5]. The respective 
methods have developed the original devices for machining 
curved holes and the devices have following common 
structure and function. The common structure is that a certain 
tool for machining is located in the bottom of a curved hole in 
the middle of fabricating and is connected to a certain control 
equipment and power supply, which are placed in the outside 
of the workpiece, through a certain mechanism and cable. 
The common function is that certain energy for machining is 
provided from the power supply to the tool through the cable 
and that the control of the position and posture of the tool, 
determining the moving locus of the tool, i.e., the shape of the 
machined curved hole, is done by transmitting a certain 
displacement generated by the control equipment to the tool 
through the mechanism. Accordingly, these curve hole 
machining methods have common problem in which the 
accurate transmission of the displacement for controlling the 
position and posture of the electrode becomes more difficult 
as the length of the machining curved hole becomes longer. 
This is because the mechanism between the tool and the 
control equipment is needed whose length is same as the 
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machining curved hole length, causing the stiffness of the 
mechanism to get lower.  
While the authors have devised the curved hole machining 
methods of the same style as the above-mentioned methods 
[6, 7], they have also proposed a new method for the purpose 
of overcoming the fatal weakness of the methods. The new 
one is the method in which the control of the position and 
posture of the electrode does not depend on the 
displacement generated by the control equipment, in other 
words, in which the mechanism transmitting the displacement 
does not be needed. 
Figure 1 illustrates a conceptual view of the new method 
which employs a microrobot with EDM function [8]. The 
microrobot has the ability of moving along an arbitrary 
trajectory in a workpiece simultaneously with performing 
EDM. This results in fabrication of long and complicated 
curved holes which is identical with the moving locus of the 
microrobot. To realize the method, the authors plan to 
respectively develop three units constituting the microrobot, 
namely, autonomous EDM unit, machining direction 
determining unit and in-pipe self-mobile unit. The paper deals 
with the autonomous EDM unit. 
The autonomous EDM unit is required to automatically and 
autonomously control discharge gap so that stable EDM is 
performed in the almost isolated space such as the bottom of 
a curved hole. To embody the unit, ADGC has been devised 
and its prototype and tester have been developed. From the 
results of the experiments using them, the discharge gap 
control ability of ADGC has been confirmed [8] and proven 
quantitatively [9]. However, the prototype of ADGC had the 
problems that its size was so large that a microrobot could 
not be equipped with the prototype and that its full 
performance expected in the design stage could not be 
achieved. To solve the problems of the prototype, in the 
study, a new ADGC has been developed by extensively and 
drastically improving the design of its components. This yields 
so significant reduction of the size of the improved ADGC, 
compared with the prototypical ADGC, that the improved 
ADGC can be installed on a microrobot. From the results of 
the experiments employing the improved ADGC, it is proven 
that the improved ADGC achieves its full performance 
designed. 
 

2 AUTOMATIC DISCHARGE GAP CONTROLLER 
Figure 2 illustrates a basic structure of ADGC. ADGC 
consists of a bidirectional actuator by use of shape memory 
alloy (SMA) and an electrode and power supply for EDM. The 
bidirectional actuator has a shaft, on which the electrode is 
mounted. The power supply is connected to the bidirectional 
actuator and a workpiece. Discharge current occurring 
between the electrode and the workpiece in performing EDM 
is designed to pass through the SMA in the bidirectional 
actuator. 
The bidirectional actuator is basically composed of a spring 
made of SMA, a bias spring made of spring steel, a shaft, and 
some mechanical parts. The SMA spring and the bias spring 
are assembled so as to apply load to each other through the 
some parts, namely, the shaft, the case, the disk and the 
electrode. Accordingly, the force equilibrium between the 
springs determines the shaft position, i.e., the electrode 
position. SMA is known as an actuator driven by the change 
in temperature. Concretely, SMA changes from a deformed 
shape to the memorized shape when its temperature rises 
more than the phase transformation temperature of the SMA. 
Consequently, the temperature of the SMA spring changes 
the force balancing position of the springs, which results in 
the change in the shaft position, i.e., the electrode position. 
The temperature of SMA can be controlled by electric current 
passing through SMA since electric resistance of SMA is as 
comparatively high as SMA can be heated by electric current. 
Accordingly, the discharge current occurring between the 
electrode and the workpiece in performing EDM can control 
the SMA spring temperature, that is to say, the shaft position, 

Figure 1: Conceptual view of curved hole machining by 
means of a microrobot with EDM function.  

Figure 2: Basic structure of ADGC.  

(a) Increase in SMA temperature

(b) Decrease in SMA temperature 

Figure 3: Discharge gap control process of ADGC.  
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i.e., the electrode position. Besides, discharge current 
generally depends on a discharge gap. Concretely, a narrow 
gap makes discharge current increase, and to the contrary, a 
wide one makes it decrease. 
As illustrated in Figure 3, consequently, ADGC can 
automatically and autonomously change the electrode 
position so as to make the discharge gap wide when the 
discharge current is high and so as to make the gap narrow 
when the current is low. As a result, ADGC allows the 
discharge gap to be adjusted to continue stable EDM by 
controlling the electrode position according to the discharge 
current. 
 
3 PROTOTYPICAL ADGC AND IMPROVED ADGC 

3.1 Prototypical ADGC and its problems 
Figure 4 illustrates the structure of the prototypical ADGC [8]. 
An upper case and a lower case are assembled with screws 
and insulated spacers. In the space among the cases and the 
spacers, a bidirectional actuator and a slider are incorporated 
so that the position of the slider can be controlled; besides, a 
guide tube and the lower case are attached so that the motion 

of the slider can be perpendicularly guided by the tube and 
the case and so that the range of the slider motion can be 
determined by the case playing another role of a mechanical 
stopper for the slider motion. Since the slider is equipped with 
an electrode for EDM, the position and motion of the 
electrode and the range of the electrode motion can be done 
as well as the slider. 
The bidirectional actuator actually employed in the 
prototypical ADGC consists of the bias spring made as a 
helical compression spring and the SMA spring made as 
three helical extension springs. The three SMA springs are 
respectively positioned at the equal angle around the bias 
spring. In other words, the bias spring and the three SMA 
springs are joined to the upper case and the slider 
mechanically in parallel. Simultaneously, the three SMA 
springs are connected each other electrically in series so that 
the discharge current passing through each SMA spring is 
identical, namely, so that the heat quantity generated in each 
SMA spring is same due to equal electric resistance of each 
SMA spring, which results in the almost same motion of the 
three SMA springs theoretically. To realize the parallel 
mechanical join and the serial electrical connection 
concurrently, each SMA spring is fastened to the upper case 
and the slider in the manner as illustrated in Figure 5. This 
causes obstacles to size reduction, motion reliability 
enhancement and full performance achievement of the 
prototypical ADGC. 
The size of the prototypical ADGC cannot but be large due to 
a lot of components and its complicated structure. This 
particularly results from the mechanical structure, the 
electrical conducting or insulating structures and wiring of the 
springs constituting the bidirectional actuator for embodying 
their parallel mechanical join and serial electrical connection, 
as shown in Figures 4 and 5(a). The electrode used in the 
prototypical ADGC is a cylindrical-shaped one of 22.0mm in 
diameter, made of oxygen-free copper. However, the 
diameter of the entire prototypical ADGC including the wiring 
is much larger than the electrode diameter. 
The motion reliability of the prototypical ADGC is not high. 
This is caused by the fastening manner of the SMA springs, 
dispersion in the characteristics as SMA of the SMA springs 
and the low guiding ability of the guide tube and the lower 
case. The SMA springs are fastened by making their 
respective ends go through tiny holes of thin metal sheets, as 
shown in Figure 5(b), since they are helical extension springs. 
The metal sheets are attached to the upper case and the 
slider through insulators or conductors and screws, as shown 
in Figure 5(a). The fastening manner has the possibility of 
causing a poor electrical connection between the metal sheet 
and the SMA spring since their physical contact is uncertain 
and contact area is small. In addition, it is difficult to make the 
SMA characteristics of the respective SMA springs 
completely identical. Therefore, it seems that the respective 
SMA springs do not have a perfectly identical motion even if 
they are connected in series. Besides, it appears that the 
guide tube and the lower case do not well work as a guide for 
the slider motion since the clearance among the slider, the 
tube and the case is too large. As a consequence, the 
dispersion and the low guiding ability result in unexpected 
rotation of the slider, causing the failure of the electrode 
motion, as shown in Figure 6. 
The low motion reliability above-mentioned prevents the 
prototypical ADGC from achieving its performance to the full. 
Concretely, the prototypical ADGC could not use at the 
maximum only 5% of the slider motion range, i.e., the 
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electrode motion range, which had been set to 1000µm in the 
design stage of the prototypical ADGC. 

3.2 Improved ADGC 
To overcome the defects of the prototypical ADGC, the 
improved ADGC is developed. Figure 7 illustrates the 
structure of the improved ADGC. An insulated disk is 
mounted on a case. An SMA spring, made as a helical 
compression spring, is fastened to lower and upper sleeves 
and the lower sleeve is installed on the insulated disk. To the 
upper sleeve, a T-shaped shaft is attached so as to penetrate 
the SMA spring, the sleeves and the insulated disk. On the 
end of the shaft, an electrode for EDM is mounted. Between 
the insulated disk and the electrode, a bias spring, made as a 
helical compression spring, is incorporated. 
That is to say, the improved ADGC has a new bidirectional 
actuator whose bias spring and SMA spring are respectively 
one helical compression spring. Besides, the case and the 
lower sleeve are connected by a power cable, so the 
discharge current passes through the case, the power cable, 
the lower sleeve, the SMA spring, the upper sleeve, the shaft 
and the electrode. All other paths are insulated. Moreover, the 

SMA spring and the sleeves are joined in the manner as 
illustrated in Figures 8(a) ~ 8(d). First, the end of the SMA 
spring is twisted in the sleeve. On the inside wall of the 
sleeve, the circle-shaped thread is beforehand machined 
whose shape is identical with the outside shape of the SMA 
spring. Next, a boss is inserted into the SMA spring so as to 
fix the SMA spring to the sleeve and a through hole is 
machined to the boss. These procedures are done to the 
other end of the SMA spring. After that, both the ends are cut 
with wire EDM. Finally, the T-shaped shaft is inserted into the 
through holes and is soldered to the upper sleeve in the state 
of no contact with the lower sleeve. Figure 8(e) depicts an 
actual view of the SMA spring and its peripheral parts after 
assembling. 
Furthermore, the insulated disk plays a role of perpendicularly 
guiding the electrode motion generated by the new 
bidirectional actuator. Additionally, it also plays the other role 
of determining the electrode motion range with a mechanical 
stopper attached to the electrode. 
Figure 9 depicts actual whole views of the prototypical ADGC 
and the improved ADGC by the same scale. From the 
comparison between Figures 9(a) and 9(b), it is found that the 
size of the improved ADGC is drastically reduced compared 
with the prototypical ADGC. Actually employed electrode in 
the improved ADGC is made of oxygen-free copper, whose 
outer shape is a cylinder of 20.0mm in diameter and of 
20.0mm in height. As seen from Figure 9(b), the diameter of 
the parts except the electrode is smaller than the electrode 
diameter. This means that the improved ADGC can be 
installed on the microrobot, in other words, that the 
microrobot equipped with the improved ADGC can at least go 
through the hole machined by the improved ADGC. This size 
reduction is realized particularly by the improvement of the 
new bidirectional actuator in which bias spring and SMA 
spring are respectively one helical compression spring. The 
improvement yields simplifications of the mechanical 
structure, the electrical conducting and insulating structures 
and wiring of the improved ADGC. 
In the improved ADGC, its motion reliability is also enhanced 
by the following improvements. First, the fastening manner of 
the SMA spring is improved so as to keep a sure electrical 
connection between the SMA spring and the sleeves, as 
shown in Figure 8. Second, the number of the SMA spring is 
changed from three to one, which means that the dispersion 
of the SMA characteristics does not influence the electrode 
motion. Finally, the guiding ability of the electrode motion is 
made higher, which gives a smooth motion of the electrode. 
The new bidirectional actuator and the insulated disk and 
mechanical stopper are designed so that the electrode 
movable range of the improved ADGC is 850µm. 

Figure 7: Structure of improved ADGC. 

Figure 8: Assenbling procedure of SMA spring and its 
periphral parts and actual view of them after assembling. 
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Figure 9: Actual whole views of prototypical ADGC and 
improved ADGC. 
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4 VERIFICATION EXPERIMENTS 

4.1 Fundamental motion experiment 
Motion experiment is conducted by the following manner to 
confirm the electrode movable range of the improved ADGC. 
After setting the improved ADGC in water whose temperature 
can be controlled, the position of the electrode is measured in 
the process of warming and cooling the water temperature 
sufficiently slowly. This yields the relationship between the 
temperature of the SMA spring in the improved ADGC and 
the moving distance of the electrode since the water 
temperature is equal to the SMA spring temperature. 
Figure 10 shows the relationship between the SMA spring 
temperature and the electrode moving distance actually 
obtained in the experiment. From the figure, it is shown that 
the electrode motion has a hysteresis to the SMA spring 
temperature in the centre of about 60oC, the hysteresis of 
displacement to temperature is a typical feature of SMA 
actuators; besides, it is seen that the improved ADGC clearly 
has the feature of bidirectional actuator in which the motions 
in the opposite directions are realized according to the 
heating or cooling process of its SMA spring; moreover, it is 
found that the improved ADGC has the electrode movable 
range of about 850µm, which is almost same as the designed 
value. 

4.2 Machining experiment 
Machining experiment is carried out to verify the discharge 
gap control ability of the improved ADGC. Figure 11 illustrates 
the experimental manner. Figure 11(a) shows the initial stage 

of the experiment. In the initial stage, the improved ADGC is 
mounted on the main axis of a die-sinking electrical discharge 
machine as well as a normal electrode and is positioned so 
that the gap between its electrode and a workpiece becomes 
the shortest distance in the state of no occurrence of an 
electrical discharge. Concurrently, the electrical discharge 
machine is set to the situations that its own discharge gap 
control function is turned off and that the voltage and current 
for EDM is in activation so that EDM can be performed under 
a certain EDM condition. Next, when the improved ADGC is 
moved to the workpiece a certain distance at a certain speed 
and is stopped there by means of the main axis, it starts and 
continues stable EDM by controlling the discharge gap 
automatically and autonomously, as illustrated in Figure 
11(b). Finally, the EDM ends when the improved ADGC 
machines the hole of the depth identical with the distance in 
which the main axis is moved, as shown in Figure 11(c). The 
distance and the speed in moving the improved ADGC to the 
workpiece by the main axis are respectively called ‘approach 
distance’ and ‘approach speed’, which are respectively 
indicated as h and v, as shown in Figures 11(b) and 11(c). 
To make the situation of the initial stage as shown in Figure 
11(a), the EDM by means of the improved ADGC as shown in 
Figures 11(b) and 11(c) is preliminarily performed. That is to 
say, the gap of the shortest distance without occurrence of an 
electrical discharge is the gap generated when the 
preliminary EDM by means of the improved ADGC ends. In 
addition, the preliminary EDM is performed until the depth of 
the hole machined by it becomes 0.5mm so that the EDM in 
the machining experiment is performed using all the area of 
the bottom of the cylindrical electrode. Actually employed 
electrical discharge machine in the study is a numerically 
controlled die-sinking electrical discharge machine (EDNC65) 
made by Makino Milling Machine Co., Ltd. 
Letting the average approach speed be 1.2mm/min, actual 
machining experiments are done under the EDM condition 

Figure 10: Relationship between SMA spring temperature and 
electrode moving distance. 

Figure 11: Experimental manner for verifying discharge gap 
control ability of AGDC. 

Table 1: EDM condition 

Electrode Oxygen-free copper 
Workpiece Aluminum alloy (A5052) 
Work fluid Oil 
Discharge current 8 A 
Pulse direction 135 µs 
Duty factor 80 % 
Polarity Electrode(+) / Workpiece(-)
Jump Not used 
Orbital motion Not used 

Figure 12: Comparison of performance between prototypical 
ADGC and improved ADGC. 
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listed in Table 1. From the results of the experiments, it is 
confirmed that the improved ADGC can maintain stable EDM 
by controlling the discharge gap and can finish fabricating the 
hole of the depth identical with the approach distance without 
short circuit or unexpected stop of EDM, even when the 
approach distance is set to 850µm which is almost equal to 
the electrode movable range as shown in Figure 10. This 
means that the improved ADGC can achieve its performance 
to the full. 
Figure 12 shows comparisons of the maximum machinable 
approach distances and the ratios of maximum machinable 
approach distance against the electrode motion range 
between the prototypical ADGC and the improved ADGC. In 
case of the prototypical ADGC, the former is 50µm and the 
latter is 5%. In case of the improved ADGC, on the other 
hand, the former is 850µm and the latter is 100%. From the 
comparison, it is found that the former is increased 17 times 
and the latter is raised to the maximum. This proves the 
effectiveness of the improvement and means that the 
minimum positioning resolution required to the microrobot to 
be developed has increased 17 times. 
 
5 CONCLUSIONS 
Aiming at establishment of a new curved hole machining 
method by means of the microrobot with EDM function, 
ADGC has been devised which is one of the three units 
constituting the microrobot and can automatically and 
autonomously control discharge gap to realize stable EDM in 
the almost isolated space such as the bottom of a curved 
hole. The experiments using the prototype of ADGC have 
proven that ADGC has the automatic and autonomous 
discharge gap control ability. However, the prototypical ADGC 
had the problems that it could not be installed on the 
microrobot since its diameter was larger than the diameter of 
the electrode mounted on it, i.e., the diameter of a hole 
machined by it, and that it could control discharge gap only in 
the range of 50µm at the maximum although the electrode 
motion range was set to 1000µm in the design stage. To 
solve the problems, in the study, the improvement of ADGC 
has been given. By the improvement and from the results of 
the experiments employing the improved ADGC, the obtained 
conclusions are summarized as follows: 
1. The improvement can make the size of ADGC drastically 

reduced by thoroughly redesigning the components of 
ADGC so that ADGC can be installed on the microrobot. 

2. The improvement can make the discharge gap control 
ability of ADGC enhanced so that ADGC can control 
discharge gap even in the range of 850µm, which is 17 
times of the ability before the improvement and is 100% 
of the electrode motion range after the improvement due 
to setting it to 850µm, meaning that the improvement can 
make ADGC achieve its full performance. 
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Abstract
This paper describes the design process of a motion platform for a mobile machine simulator. Design process 
was started by measuring dynamics of an underground loader. Based on the measurements and operational 
analysis of the machine behaviour the basic structure of the platform was selected. A simulation model that 
consists  of  measurement  data,  signal  filtering,  inverse  kinematics  and  inverse  dynamics  was  used  in 
dimensioning the actuators and the mechanical structure of the platform. 
The  aim  of  the  work  was  to  develop  a  motion  platform  that  creates  realistic  feeling  of  motion.  Main 
requirement for the mechanical structure was low height. Movements were planned to be carried out by using 
electrical actuators. 
As a result motion platform with three degrees of freedom and servomotors as actuators was designed. The 
physical  prototype  of  the  motion  platform is  going  to  be  built  based on the  design  and  it’s  going  to  be 
connected to a real-time simulator of the underground loader. 

Keywords: 
ICMA2008; Motion platform; mobile machine; simulator; measurements; signal filtering; inverse dynamics.

1 INTRODUCTION
Motion  platforms  are  used  in  training  simulators  to  create 
feeling of motion, which is very important especially in vehicle 
and mobile  machine  simulators  [1],  [3].  The signal  filtering 
between the simulator  and motion platform is an important 
issue, because the platform has a limited work space [1], [3], 
[4]. Major part of the publication discuses about the filtering. 
In [2] design issues apparent in a simplified driving simulator 
are discussed.  The present  study introduces  a method  by 
means  of  which  the  motion  platform  can  be  designed  by 
employing motion measurements  from the real vehicle and 
simulation of inverse and direct dynamics of the platform. 
By measuring the dynamics of machine, whose simulator is 
going  to  be  constructed,  it  is  possible  to  define  required 
degrees of freedom and  kinematic structure of platform. By 
utilizing the measured data and inverse dynamics analysis of 
the  mechanical  structure  of  the  platform  it  is  possible  to 
define  the  performance  requirements  of  actuators.  After 
determination  of  the  performance  requirements  through 
inverse  dynamic  analysis  the  final  performance  which  is 
strongly  dominated  by  the  filtering  and  motion  driving 
algorithms  can  be  estimated  through  simplified  direct 
dynamic analysis.
The present paper describes a design process of a motion 
platform  for  an  underground  loader.  Measurements,  data 
analysis,  basic structure design, signal  filtering and inverse 
dynamics  analysis  are  described.  Finally  results  of  direct 
dynamic analysis with approximative dynamic model for the 
platform and the selected filtering algorithm are shown. The 
simulated and measured accelerations and angular velocities 
are compared with those originally measured from the real 
vehicle.

2 MEASUREMENTS
The  design  process  was  started  by  measuring  an 
underground  loaders  dynamics  by  using  a  6-D  sensor 
(Microstrain,  Inertia-Link).  The  sensor  consists  of  three 

accelerometers and three gyros and can measure at 100 Hz 
frequency and its measuring range is ±10 g and ±1200˚/s. 
The sensor was rigidly mounted with the cabin floor under the 
driver’s seat to measure the accelerations that driver feels in 
during  the  basic  work  cycles  of  the  machine.  Work  cycle 
consists of loading, hauling and unloading. 
Measured data was analyzed by using FFT- analysis and by 
searching maximum translational  accelerations and angular 
velocities  in  each  work  cycle  situations.  Maximum 
accelerations and angular velocities took place during loading 
at  frequencies  2-3  Hz  and  10-15  Hz.  Another  clearly 
distinguishable  point  was  during  hauling  when  driving  at 
bumpy surface.
Linkage  between  translational  accelerations  and  angular 
velocity  in  horizontal  axes  was  found  in  measured  data. 
When machine tilts  around  x-axis forms  y-acceleration and 
when it tilts around x-axis forms y-acceleration. This linkage 
is shown in figure 1. Angular accelerations were derived from 
angular  velocities  and  scaled  to  size  of  translational 
accelerations.

(a)
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(b)

Figure 1: Linkage between translational and angular 
accelerations.

3 KINEMATIC STRUCTURE  OF  THE  MOTION 
PLATFORM

Measured  data,  operational  analysis  of  the  machine  and 
feeling of  motion during operation were used to define the 
kinetic structure of the platform. 
Measured  data  showed  that  accelerations  and  angular 
velocities  occur  to  all  directions  during  operation.  It  also 
showed  linkage  between  translational  accelerations  and 
angular  velocity  in  horizontal  axes.  Hence  horizontal 
accelerations are mimicked by tangential components of the 
angular accelerations.  Rotation around vertical axis can be 
replaced by using visualization.
3-DOF (roll, pitch and heave) kinetic structure of the platform 
was selected. The structure is shown in figure 2.  It consist of 
upper and lower frame, support  beam between frames and 
three actuators. Actuators can be linear movement actuators 
or rotating actuators connected to crank mechanism. Support 
beam is rigidly mounted to upper frame and with universal 
joint  to  lower  frame.  Beam  also  enables  translational 
movement.  By  placing  universal  joint  to  lower  part  of  the 
beam  it  is  possible  to  get  larger  radius  to  form tangential 
accelerations along horizontal axes.

Figure 2: Selected kinetic structure of the platform.

Coordinate system of the platform is defined with the xy-
plane along the upper frame and z-axis is pointing upwards. 
Actuators are connected to the frames at the corners of an 
equilateral triangle shown in figure 3 to get symmetrical 
operation. [2]

Figure 3: Layout of actuator’s joint places.

4 REQUIRED PERFORMANCES OF THE ACTUATORS
After  determining  the  basic  structure  of  the  platform  the 
required  performances  of  actuators  were  defined  by  the 
procedure presented in figure 4. 

Figure 4: Determination of design requirements by inverse 
dynamic simulation.

Firstly,  the  measured  accelerations  were  converted  into 
forms in which they can be used in control of the movements 
of the platform. This was carried out by applying appropriate 
filters and double integrators. Because the work space of the 
platform  is  limited,  the  low  frequency  accelerations  are 
described  by  tilting  the  platform.  Secondly,  the  references 
into  the  servo-actuators  are  generated  form  the  desired 
trajectories of the platform through inverse kinematics.  The 
same filtering and inverse kinematics  can later  be used in 
actual  control  of  the  motion  platform  and  they  were 
calculated in Matlab/Simulink.
The reference values of the actuator velocities are taken into 
the  inverse  dynamics  model  of  the  platform  as  the  actual 
velocities  of  the actuators.  The inverse dynamic  simulation 
model  which  is  made  in  Adams  software  calculates  the 
forces and moments acting against the actuators.  Also the 
forces  affecting  in  the  joints  can  be  checked.  From 
postprocessor  the  following  requirements  for  the  actuators 
can  be  obtained:  the  force/moment  with  maximum  speed, 
speed with maximum force/moment, maximum power (speed 
times  force/moment)  and  continuous  force/moment  with 
continuous  speed.  Using  these  values  actuators  can  be 
dimensioned and selected.

4.1 Signal filtering
Diagram of the signal filtering is shown in figure 5. Only the 
measured accelerations are used. 

Measured data

Signal filtering

Inverse 
kinematics

Inverse 
dynamics

Postprocessor
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Figure 5: Diagram of the signal filtering.

Classical washout filter consist of band-pass filter, high-pass 
filter and a double integrator [1]. Parameters chosen to filters:

• band-pass filter: filter order 2 and frequency 1…30 
Hz

• high-pass filter: filter order 1 and frequency 0.5 Hz
• low-pass filter: filter order 2 and frequency 0.1 Hz

After  filtering  z-position is  formed  directly  from  washout 
filtered z-acceleration and roll and pitch angles (θ1 and θ2) are 
combined  from  washout  and  low-pass  filtered  x-  and  y-
accelerations. 
High  frequency  angles  are  formed  by  dividing  washout 
filtered accelerations by length from universal joint to control 
point in the upper frame. Low frequency angles are formed 
by utilizing gravitation. By tilting the platform it is possible to 
describe angles in road and velocity changes of the machine.

5 RESULTS

5.1 Final design
As a result  motion platform with three degrees of  freedom 
(roll,  pitch  and  heave)  and  servomotors  as  actuators  was 
designed. The structure is shown in figure 6.

(a)

(b)

(c)

(d)
Figure 6: 3-DOF motion platform. (a) Lowest position. (b) 

Highest position. (c) Roll. (d) Pitch.

Work space of the motion platform:
• z-translation ±100 mm.
• Roll ±14.5°.
• Pitch ±15°.

Chosen actuators:
• Synchronous geared servomotor  with helical-bevel gear 

unit  K67DS56H,  M=4  Nm,  nM=4500  rpm,  i=123,54, 
nA=36.

• MOVIDRIVE B frequency inverter MDX61B0030.

5.2 Comparison of simulated and measured dynamics
Figure 7 shows how well  designed motion platform mimics 
measured  accelerations  and  angular  velocity  of  the  real 
machine.  Platforms  simulated  values  don’t  involve  delays 
that come from control circuit and servomotors.

(a)

Measured data

Washout filter Low-pass filter

High frequency 
accelerations

Low frequency 
accelerations

z-position Roll and pitch 
angles
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(b)

(c)
Figure 7: Comparison of simulated and measured dynamics. 

(a) y-acceleration. (b) x-angular velocity. (c) y-angular 
velocity.

Figure  7  (a)  shows  that  curves  are  corresponding  hence 
signal  filtering  and  control  of  the  motion  base  is  correct. 
Delay comes from signal filtering and there is offset because 
sensor was not exactly horizontal plane at measurements.  x 
and  z-accelerations behave similar way as demonstrated  y-
acceleration.
Figure 7 (b) and (c) shows that  platform mimics  quite well 
real  machine’s  behavior.  Simulated  angular  velocities  are 
close to measured values though only acceleration was used 
in control.

6 SUMMARY
A design process of  a motion platform for an underground 
loader  simulator  was presented.  Firstly,  the  dynamics  of  a 

real  machine  was  measured.  Secondly,  based  on  the 
measurements  and  operational  analysis  of  the  machine 
behavior,  the  kinematic  structure  of  the  platform  was 
selected.  After  that  the required performances of  actuators 
were defined by using simulation tools.  As a result  motion 
platform with three degrees of freedom (roll, pitch and heave) 
and servomotors as actuators was designed.
Comparison of measured and simulated values showed that 
motion  platform  mimics  well  the  real  machines  behavior. 
Horizontal  accelerations  can  be  mimicked  by  tangential 
components of the angular accelerations and rotation around 
vertical axis can be replaced by using visualization. 
Based  on  this  work  it  is  possible  to  utilize  dynamic 
measurements  and  simulation  tools  in  simulators  motion 
platform design. Although success of the design can be fully 
confirmed by building a prototype of the platform, because it 
is  hard  to  estimate  with  simulation  what  is  the  feeling  of 
motion of the platform. 
Before building a prototype of the platform the design needs 
to  be  focused  on  the  areas  of  mechanical  joints,  control 
circuit, safety and strength calculations.
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Abstract 
We studied a position measurement system for a small autonomous mobile robot. The system uses three line 
laser projectors above the robot, and the line laser projectors move on three linear stages. Three position 
sensitive detectors (PSDs) arranged in a triangle are carried on the robot. The line laser beams are irradiated 
on the active surface of the PSDs, and the robot’s position is obtained by the lasers’ positions and PSDs’ 
outputs. In our previous method, the position of the robot is measured by the positions of movable lasers and 
PSD outputs. Since the system required that the laser beams be irradiated on the center the PSDs, a real-time 
measurement is difficult. In this paper, the lasers’ positions are obtained by the elapsed time of the position 
measurement. By measuring the time when the PSD output becomes zero, the position of the robot is 
calculated with the PSDs’ outputs and the timer output. The preliminary experimental results are discussed. In 
our experimental conditions, the measurement accuracy is smaller than 0.01 mm. 
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1 INTRODUCTION 
Many industrial robots are used in the production of electrical 
and mechanical components. The size of the products varies 
from some millimeters to some meters. We have some 
problems in the small components production by the use of 
large industrial robots. The conventional production system 
using the industrial robots, which are usually large, wastes of 
energy and space.  
Recently, the concept of precision manufacturing system 
which is organized by several miniature robots was 
introduced [1]. The robot is incorporated with microsensors 
for monitoring, micromanipulators for precise operation, and 
small actuators for precision moving. The miniature robots 
are organized to work for manufacturing in cooperation with 
each other and conventional machines.  
When the miniature mobile robot cooperates with other robots 
or machines, it must know its position. In our laboratory, we 
use two position measurement systems. One is a camera 
vision system, and the other is a precise displacement 
sensor. A camera vision system is used in a wide 
measurement area which is about 10 cm x 10 cm. The 
resolution of the position measurement is determined by the 
number of pixels of the camera. A precise displacement 
sensor is used in a small measurement area. Although the 
resolution of the sensor is about 0.01 mm or higher, the 
maximum working range is several millimeters.  
We previously proposed the position measurement system 
using position sensitive detectors (PSDs) and lasers [2]. 
Three lasers are arranged around miniature robot and 
irradiated on the PSDs which outputted the laser spot 
position. The robot’s position was obtained by the laser spot 
position on the PSD surface. The working area is restricted by 
the length of the effective area of the PSDs. 
We introduced moving lasers so that the measurement area 
is equal to the working length of the moving lasers [3]. We 

irradiated the moving lasers on the center of the PSDs, and 
obtained the robot position. The lasers, however, kept 
chasing the center of the PSDs.  
In this paper, we describe a position measurement method 
using a timer and three moving landmarks, which are line 
laser projectors carried by three linear stages. In the following 
sections, the structure of the miniature robot with three PSDs, 
the measurement system using three linear stages with line 
laser projectors, the principle of the position measurement, 
and preliminary experimental results are described.  
  
2 MINIATURE ROBOT 
A lot of miniature robots were developed by many research 
groups. They have some functions corresponding to their 
applications. The autonomous miniature robot requires a 
precise motion and accurate positioning. Some robots detect 
their position by using on-board position sensors. Some 
robots use communication devices which are used to 
exchange position information with other robots.  The position 
measurement system for the miniature robot should be the 
system which is suitable for the function of the robot.  
Figure 1 shows the miniature robot we developed. The 
bottom of the robot is a moving mechanism. The deformation 
of piezoelectric elements (piezos) moves the robot. The size 
of the piezo mainly decides the dimensions of the robot. Two 
principles of operation are usually used. One is rapid 
deformation of the piezo. The robot moves by the repetition of 
quick and slow deformation of the piezos. The other is an 
inchworm which consists of thrust mechanisms and clamping 
mechanisms. We used the piezos as the thrust mechanism 
and electromagnets as the clamping mechanisms. The size 
of the piezo mainly decides the dimensions of the robot. The 
detail of the miniature robot is described in Reference [4]. 
The PSD is an optoelectronic position sensor utilizing 
photodiode surface resistance. It provides continuous position 
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data and features high position resolution, and is suitable for 
the position measurement of the miniature robot. The top of 
the robot shown in Figure 1 is a one-dimensional PSD with 
belt-shaped active area designed to detect the longitudinal 
positions. The resolution of the PSD is determined by the 
sensitivity of the PSD and an electronic noise of a 
measurement system.  
 
3 MEASUREMENT SYSTEM 
In some conventional position measurement systems, a 
polygon scanner is used. A laser beam is scanned by the 
polygon scanner and the position of the scanner is used as a 
reference position of the position measurement. The position 
of a moving robot is determined by the polar coordinate 
system, and is obtained by the product of a distance and an 
angle. The distance measurement error and the angle 
measurement error cause the position measurement error. 
The angle error is enlarged by the distance, when we 
measure the position away from the reference. We, therefore, 
use linear stages which has an equal uncertainty along the 
moving length, instead of the polygon scanner.  
Figure 2 shows a measurement system for a small mobile 
robot. Three linear stages are arranged in an equilateral 
triangle around the robot with three PSDs, which are 
arranged in an equilateral triangle on the robot. Three line 
laser projectors, which draw three straight lines on a 
measurement floor, move with the linear stages. The lasers 
are above the miniature robot so that the laser beam is not 
interfered with an obstacle on the measurement floor. The 
laser lines are perpendicular to the linear stages. The 
measurement area is determined by the length of the linear 
stages. 
Figure 3 shows the coordinate of the position measurement. 
Capital letters (X1, X2, X3) express the lasers and their 
positions and small letters (x1, x2, x3) express the laser spot 
position on the PSDs, respectively. The center of gravity of 
the triangle formed by the linear stages is defined as the 
origin of the xy coordinate of the position measurement. 

When the linear stage is at the center of their travel range, X1, 
X2 and X3 are zero and the laser beams intersect at one point 
where the origin of the position measurement of the robot. 
The rotational angle θ is defined by the right-handed screw 
rule.  
 
4 MEASUREMENT PRINCIPLE 

4.1 Conventional measurement system 
In the measurement system we firstly proposed, the position 
of a miniature robot was measured by using three lasers and 
three PSDs [2]. The lasers are fixed on an operating surface, 

Figure 3: Coordinates. Laser X1, X2, X3 apply to PSD 
x1, x2, x3, respectively. Angle θ is the rotation in the 

counter clockwise direction. 

Figure 2: Measurement system. Linear stages in a 
triangle form carry line laser projectors. Laser beams 

apply to PSDs. 

Linear stage

PSDs 

Laser

28mm 

15.8mm 

12mm 

PSD 

Moving mechanism  
(piezo and electromagnet) 

Figure 1: Miniature robot. Piezo and electromagnet 
move the robot. PSDs on the robot are used for 

position measurement. 
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and the robot’s position is measured by the PSDs’ outputs. 
The disadvantage of this method is small range of 
measurement. The measurement area is limited by the length 
of the active area of the PSD. The longitudinal length of 
active measurement area of the PSD determines the range of 
measurement. Since the maximum length of the PSD is 
several centimeters, the robot cannot move on a desktop 
manufacturing stage.  
We then introduced a position measurement method using 
moving lasers [3]. The moving lasers were carried by linear 
stages and they chased the center of the PSDs continuously. 
In order to irradiate laser beams continuously, line laser 
projectors were also used. When we used Gaussian lasers, 
the laser beams must be in parallel with the surface where 
the robot moves. The advantage of the method is that the 
length of linear stages determines the measurement area. On 
the other hand, the disadvantage of the method is that the 
moving lasers kept chasing the center of the PSDs 
continuously. The parallel laser beam was interfered with an 
obstacle between the laser source and the PSD on the 
surface. Therefore, the moving lasers are above the miniature 
robot. The line laser projectors are also carried by linear 
stages, and irradiated to the active area of the PSDs easily. 
The robot’s position was measured by the position of the 
linear stages, and the PSD outputs. This method, however, 
have to obtain the position of the moving lasers, and the laser 
position have to be synchronized by the PSD output.  

4.2 Proposed principle 
The system we propose in this paper uses linear stages 
which move at constant speed. Assume that the speed of a 
miniature robot is slower than that of the linear stage. We use 
three linear stages, and all the linear stages move at constant 
and equal speed. The position of the laser projector is 
obtained by the constant k which denotes the speed of the 

linear stage, and the time t which denotes the time elapsed.  
The three lasers start at the same time move from one end 
toward the other end of the linear stages. They move at 
constant and equal speed on the linear stages. When they 
reach the other end of the linear stages, they change the 
moving direction and return to the start position. The linear 
stages change their directions when they arrive at the end of 
the linear stages. Since the linear stages move with the equal 
speed, the position of the linear stage is expressed by the 
function of the time elapsed.  
The PSD outputs and laser positions are illustrated in Figure 
4 while lasers move from one end to the other end and 
returns. The PSD outputs and laser positions change as a 
function of time elapsed. For example, the laser position Xi is 
expressed as  
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dai                   ( 1 ) 

 
where subscript i denotes the stage number shown in Figure 
3. The positions of the lasers are synchronized with each 
other so that the lasers positions X1, X2, X3 are equal along 
with the elapsed time. The PSDs output the position where a 
laser beam irradiates. The lasers move at constant speed so 
that the PSD output changes linearly. Since the length of the 
PSD is shorter than the length of the linear stage, the PSD 
output is nearly zero while the laser beams do not apply to 
the active area of the PSD. The laser position Xi and the PSD 
output xi are symmetry with respect to the passage of time, 
because the linear stage moves at constant speed in the 
reverse direction.   
The position and posture of the miniature robot are expressed 
by the following [3]. 
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Capital letters denote positions of the linear stages and small 
letters denote PSD outputs. The constant h is a distance 
between the centre and PSD.  The capital letters X1, X2, X3 
are replaced by Equation (1), then we obtain the position at a 
general time t1, t2, t3. 

The following equations are obtained. 
 

θcos
3

2
3

2 321321 xxxktktktx −−−−−=                           (5) 

θcos
33
3232 xxktkty −−−=                                              (6) 

Figure 4: Schematic principle of the laser position 
detection. (top) PSD outputs change according to the 
laser position X1, X2, X3. (bottom) Laser positions X1, 
X2, X3 are determined from zero crossing of PSD 
outputs x1, x2, x3. 
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Suppose that the robot moves in the linear direction. The 
rotational angle θ of the robot is zero and the PSD surface is 
parallel with the linear stages. The robot position is simplified 
as follows. 
 

3
2

3
2 321321 xxxktktktx −−

−
−−

=                                    (8) 

33
3232 xxktkty −−−=                                                       (9) 

 

The time t1, t2, t3 are obtained when the PSD outputs x1, x2, x3 
are zero, as shown in Figure 4.  
In our system, the lasers’ positions X1, X2 and X3 are directly 
proportional to the elapsed time, and the lasers move at 
constant speed k. The robot position x and y, therefore, is 
simply expressed by  
 

( )
3

2 321 ktttx −−
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3
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The position of the robot is calculated by the time elapsed 
when PSDs’ outputs are zero. 
Time measurement error causes the position measurement 
error in x and y direction. The errors are expressed by the 
followings.  

Figure 5: Nine measurement results at x=-1, 0, 1, and y=-1, 0, 1. The nine reference positions are indicated.
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5 EXPERIMENTAL  
In the experiment, an xy stage simulates a miniature robot, 
and three PSDs (Hamamatsu Photonics, S3932) arranged in 
an equilateral triangle are installed on the xy stage. The 
position of the xy stage is used as the reference of the 
position measurement. The reference x stage moves from -1 
mm to 1 mm while the reference y stage also moves from -1 
mm to 1mm. The length of active surface of the PSD is 12 
mm. Three linear stages (Suruga Seiki, KS162 Series) carry 
the line laser projectors (Newopto, OPLD-20). The length of 
the linear stage is 200 mm and its speed k is 6.00 mm/s. The 
constant ta in Figure 4 is 3.33 s. Since the stage starts from 
X=10 mm at t=0, the laser position is expressed as follows. 
 

)33.3(00.6 −−= tXi                            ( 14 ) 

 
The wavelength, power, and projection angle of the line 
projector is 670 nm, 5 mW, and 45 degrees. The position of 
the linear stage is directly proportional to the time elapsed. 
The PSDs’ outputs are monitored.  
 
6 RESULTS AND DISCUSSION 
Figure 5 shows experimental results, which are obtained at 
nine reference positions. The horizontal axis denotes the time 
elapsed and the vertical axis denotes the PSD outputs. 
Although the PSD usually outputs the light spot position, the 
vertical axis indicates the output voltage which is in 
proportional to the laser spot position. The PSD outputs zero 
when the light spot is at the center of the PSD surface. From 
the zero crossing of the PSD output, the time t1, t2, and t3 are 
obtained, and the position x and y are calculated by 
Equations (10) and (11), where the speed constant is k=-6.00 
mm/s in the experimental conditions.  
Figure 6 explains one example, which shows the magnified 
zero crossing in Figure 5 (b).  The intersections of the PSD 
outputs and the horizontal axis are t1=3.34 s, t2 = 3.11 s, and 
t3 = 3.58 s, and then the position is obtained as x=0.012 mm 
and y=0.999 mm, which agree well with the reference position 
x=0.0 mm and y=1.0 mm by Equations (10) and (11). The 
rotational angle θ is calculated by Equation (7) where 
constant h is 15 mm, and is obtained as 4.0 mrad, which 
agreed the experimental conditions.  
Error is estimated by the noise of the PSD output. In Figure 6, 
the PSD output x2 contains a lot of noise, although the 
outputs x1 and x3 include small noise. The maximum error of 
zero cross reading included in x2 is about 0.010 s. The errors 
in x1 and x3, however, are about 0.005 s. The error dx and dy 
are 0.05 mm and 0.02 mm by the use of Equations (12) and 
(13). Eliminating electronic noise is important in order to 
reduce the position measurement error.  
Figure 7 shows summarized results shown in Figure 5. All 
nine results agree with the reference positions as shown in 
Figure 7(a). Figure 7(b) shows the measurement errors 
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Figure 6: Magnified zero crossing of PSD 
outputs. The reference position is x=0 and y=1. 

 

Figure 7: Results and errors in position 
measurement.  
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compared with the reference positions. Most errors obtained 
by the proposed position measurement system is smaller 
than 0.01 mm. 
 
7 SUMMARY 
This paper describes a position measurement system for a 
small autonomous mobile robot. The system used three line 
laser projectors above the robot, and three linear stages 
which carry the lasers. The line projectors and linear stages 
are used as landmarks.  
The movement of three liner projectors are synchronized with 
each other and the position of the lasers are in proportional to 
the measurement time. Since we used the liner laser 
projectors the laser beams irradiate the PSD surface easily.  
Three PSDs are installed on a mobile miniature robot, 
although we used a position reference stage in the 
preliminary experiment. The PSD outputs a laser spot 
position on its active area. 
The position of the robot, which is simulated by the use of a 
reference xy stage, is obtained by the zero crossing time and 
the constant k which is the speed of the linear stages.  
In the preliminary experiment, we monitored the PSD outputs, 
detected the zero crossing, and obtained the robot position. 
The error include in x2 is the maximum, but is random noise. 
We, therefore, obtain the average of the zero cross time and 

neglect the effect of the random noise. The accuracy of the 
position measurement was smaller than 0.01 mm.  
We will extend the measurement area and evaluate the 
dynamics of the proposed measurement system in the future. 
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Transport Equipment Positioning System Using Accelerometer and PHS 
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Abstract 
An algorithm to distinguish moving/stationary status of distribution equipment based upon vibrations is 
developed to realize a low-cost and power-saving positioning system, using PHS. It gets position data 
measured by PHS once or twice a day, measures vibrations continuously, updates maximum and minimum 
acceleration for days when the equipment is moving or is stationary, and sets the threshold of acceleration to 
their average value. With this algorithm, it becomes possible to distinguish whether equipment is moving 
irrespective of the measurement error of the PHS, vibration characteristics of the distribution machinery, or the 
installation position of the accelerometer.  
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Logistics; PHS; Positioning; Vibration 

 
 
 
1 INTRODUCTION 
Positioning systems using the personal handyphone system 
(PHS) are used in logistics, since the system is easily 
installed. The users can track PHS terminals attached to 
transport equipment inside buildings. Also, the terminals 
require less electricity [1]. Today, logistics applications use 
more than 4000 PHS terminals with PHS positioning systems. 
Figure 1 shows an outline of this positioning system. Since 
the main cost in using this system are communication 
charges, it is important to reduce the number of required 
position searches. Logistics applications require a battery life 
of more than half a year, thus, reducing the search time is 
important. Typically, users usually search for positions once 
or twice a month, however, some transport equipment, such 
as pallets, containers, and chassis, which do not move for 
long periods of the year, need not to be searched during 
these periods.  
 

Cell Station A

Cell Station C

Cell Station B

Cell Station D

Measurement of 
radio field intensity 

PHS terminal

Positioning center
 

Figure 1: Positioning system using PHS. 
This paper discusses a method for detecting the vibrations of 
transport equipment using an attached accelerometer as 
accelerometers consume less electricity. The continuous 
measurement of the level of acceleration of the transport 
equipment determines whether it is moving. The 
measurement of the acceleration of transport equipment is 
described, as well as a method for setting a threshold for 
determining whether the equipment is moving—the validity of 
this method is verified experimentally. The threshold setting 
method contains a learning process using position data 

located by PHS, as well as the maximum and minimum 
values of acceleration recorded every day. This method can 
determine whether transport equipment is moving, regardless 
of its vibration characteristics and how the accelerometer is 
attached. 
 
2 ACCELERATION MEASUREMENT ON A CAR 
Speed and acceleration were measured using an 
accelerometer and a GPS set on a car seat to evaluate 
whether it is possible to use an accelerometer to determine 
whether the transport equipment is in motion. For this 
measurement, an acceleration logger was developed (Figure 
2). The logger records two axis accelerations at a frequency 
of 640 Hz within a range of −9.8 m/s2 to 9.8 m/s2 for up to a 
week. The recording media used was a compact flash 
memory card.  
 

Accelerator Battery

CF memory

 
Figure 2: Acceleration logger. 

Figure 3 shows the acceleration of a car in its traveling 
direction. The acceleration level of the moving car (a) was 
higher than that of the stationary car (b). Thus, an 
accelerometer is capable of determining whether the 
transport equipment is moving. 
 
3 ALGORITHM FOR JUDGING MOVING STATUS OF 

TRANSPORT EQUIPMENT 
In practical measurements, it is difficult to set a threshold for 
determining whether the equipment is in motion. The 
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Figure 3: Acceleration of a car (direction of travel). 

acceleration level of moving equipment depends on the 
equipment type and the direction of motion; the acceleration 
level of moving equipment and the noise level of stationary 
equipment depends on the stiffness of the material and the 
location of the accelerometer. Therefore, a threshold needs to 
be set after observing the status of the transport equipment in 
motion. Large distance movement of the transport equipment 
is observed using PHS positioning, but as the accuracy of this 

method is about 100 m, it cannot detect small movements as 
well as the time the equipment moves, because in practice 
PHS positioning is done only once or twice a day. In this 
research, a method to extract the approximate minimum 
acceleration value of moving equipment and maximum value 
of stationary equipment was devised. The method is 
explained using the flowchart shown in Figure 4.  

 

 
Figure 4: Algorithm flowchart for deciding the threshold of movement.

(1) Measurement and pre-processing of acceleration 
Acceleration is constantly measured. Let A1 denote the 
maximum absolute value of acceleration measured for a 
period from one PHS positioning to the next PHS positioning. 
(2) Method for setting threshold 

First, A1, on a day when a piece of equipment moves, is 
called Amove, and on a day when the equipment is stationary 
is called Astop. The initial value of Amove is set to 0 and the 
initial value of Astop is set to infinity. Any initial value of 
Amove is valid, as long as it is higher than the estimated 
value of A1; any initial value of Astop is valid as long as it is 
lower than the estimated value of A1. Next, the position of the 
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transport equipment is located by PHS once a day; its status 
is judged in terms of whether it has been moved within that 
day or not. The status is judged “moved” if the distance 
between two consecutive positions measured by PHS is 
greater than the positioning error distance of the PHS 
positioning method; it is judged as “stationary” if the distance 
between two consecutive measured positions is shorter than 
the error distance of the PHS positioning method. The PHS 
positioning error distance is calculated with a curve 
describing the error distance in relation to the distance 
between PHS cell stations (a curve including 99% data). The 
curve was drawn based on actual measured data (Fig. 5). 
Next, Amove and Astop are refreshed. Amove is set to the 
minimum value of A1 for days when the transport equipment 
moves; thus, Amove is set to judge whether the transport 
equipment moves if the value of A1 is higher than that of 
Amove. Specifically, the value of Amove is refreshed to that 
of new A1 when the value of the new A1 is higher than the 
recorded value of Amove, and it is not refreshed when the 
value of the new A1 is not higher. Astop is set to the 
maximum value of A1 on days when the transport equipment 
is stationary; Astop is set to judge that the equipment is 
stationary if the value of A1 is lower than that of Astop. Astop 
is refreshed to the value of A1 when the value of the new A1 
is lower than the recorded value of Astop, and it is not 
refreshed when the value of the new A1 is not lower. Finally, 
the threshold of the acceleration level, Ath, for judging the 
motion status of the transport equipment is set. The threshold 
is set to the average of the values of Amove and Astop.  
Astop exactly expresses the maximum value of the 
acceleration level when the transport equipment is stationary, 
and Amove expresses the minimum value among maximum 
acceleration levels for days when the equipment is moved. 
This algorithm is designed in such a manner, because the 
transport equipment is always stationary during the stationary 
period, but during the moving period, it is both in motion as 
well as stationary. This algorithm judges the motion status of 
transport equipment only at daily intervals, but the interval is 
adequate for practical use in logistics. 
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Figure 5: Relation of PHS positioning error distance 

 to cell stations’ interval. 
 (3) Judgment of transport equipment using the threshold of 
acceleration level. 
After setting the threshold, the motion status of the equipment 
can be determined using only the acceleration level. The 

transport equipment is judged as moving if A1 is larger than 
Ath and stationary if it is lower. If judged as moving, a PHS 
terminal is powered on, the position of the transport 
equipment is located by PHS, and the located position is 
displayed. If judged as stationary, positioning by PHS is not 
carried out.  
Figure 6 shows an example of setting the threshold. The 
acceleration data are not actual measured data, but assumed 
data. On day 1, the transport equipment is stationary and the 
maximum absolute value of acceleration is A1(1). Since the 
initial value of Astop is infinity, the condition Astop > A1(1) 
applies, and the value of Astop is refreshed to that of A1(1). 
On day 2, the transport equipment moves and the maximum 
absolute value of acceleration is A1(2). Since the initial value 
of Amove is 0, the condition Amove < A1(2) applies, and the 
value of Amove is refreshed to that of A1(2). On day 3, the 
equipment is stationary and the maximum acceleration 
absolute value is A1(3). Because of the relationship A1(1) < 
A1(3), Astop < A1(3) applies, and the value of Astop is again 
refreshed to that of A1(3). On day 4, the equipment is 
stationary and the maximum absolute value of acceleration is 
A1(4). Because of the relationship A1(2) > A1(4), Amove > 
A1(4) applies, and the value of Amove is again refreshed to 
that of A1(4). The values of Amove and Astop are refreshed 
in this way and the threshold Ath is expressed as the average 
of these two values. The above sequence is repeated N times 
where N is the number of elapsed days during the time when 
equipment-moving days are counted. 

Day 1
(Stop)

Day 2
(Move)

Day 3
(Stop)

Day 4
(Move)

Initial value: Astop = ∞, Amove = 0
A1: Maximum value of acceleration in a day

Ath = (Astop + Amove) / 2  
Figure 6: Conceptual scheme of threshold setting. 
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Figure 7: Expected threshold refreshing. 
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Figure 7 shows a conceptual diagram of the threshold setting. 
The value of Astop is refreshed every time A1 is higher than 
Astop on a day when the transport equipment is stationary. 
The value of Amove is refreshed every time the value of A1 is 
lower than that of Amove on a day when the equipment 
moves. As a result, the value of Astop increases 
monotonously and the value of Amove decreases 
monotonously; thus, the two values approximate gradually. 
The value of Ath is the average of the two values (Astop and 
Amove) and its magnitude shows small oscillations after 
several days.  

 
4 APPLICATION OF THE ALGORITHM 

4.1 Sampling of acceleration 
Transport equipment was moved and stopped, based on the 
assumptions about its practical use. Its acceleration was 
measured by the attached accelerometer under several 
conditions of attachment. The output voltage of the dual-axis 
accelerometer (ADXL202E from Analog Devices, Inc.) was 
recorded with a data logger (ZE-DMR10 from Omron 
Corporation) at a sampling interval of 1 kHz. The following 
four cases represent differing combinations of attaching the 
accelerometer to transport equipment. In each case, 
accelerations along the travelling direction and the vertical 
direction of the equipment are measured. The four cases are: 
(1) the accelerometer is attached directly to the car floor, (2) 
the accelerometer is on a cushion attached to the car floor, 
(3) the accelerometer is attached directly to a dolly and, (4) 
the accelerometer is on a cushion attached to a dolly. 
 

 
Figure 8: Conditions of accelerator attachment. 

Figure 8 shows pictures of these four conditions. 
The results of acceleration analysis by fast Fourier transform 
for transport equipment motion for cases (1) and (3) are 
shown in Figure 9.  
The maximum acceleration of moving equipment measured in 
this experiment was 10 m/s2 and its average acceleration was 
5 m/s2. Considering the maximum acceleration on the floor of 
a container being carried by rail is 80 m/s2 and its average is 
15 m/s2 (for example) [2], the measurements in this 
experiment are taken under the condition that vibration level 
of the moving equipment is less than in an actual 
environment. It is assumed that the samples in this 
experiment are measured under conditions where the status 
of the equipment is more difficult to detect.  
 

 
Figure 9: Analysis by fast Fourier transform. 

4.2 APPLICATION OF THE ALGORITHM 
The threshold setting process using measured samples from 
the previous section was confirmed.  
Transport equipments with attached accelerometers were 
moved intermittently for 30 minutes; the accelerations along 
their traveling direction and vertical direction were recorded, 
and the absolute values of acceleration were calculated. This 
experiment was carried out on the assumption that the PHS 
positioning interval is 3 minutes (one day in actual use) and 
the values of Astop and Amove are refreshed every 3 
minutes. The days when equipment moved were 
distinguished manually from the days when they did not 
move. Figure 10a, 10b shows the process of setting the 
threshold for each case.  
Figure 10a shows the absolute value of acceleration along 
the travelling direction for case (1). The measurement time is 
divided into consecutive three minute spans; the shaded 
parts represent the times when the equipment was stationary 
and the other parts were the times when it moved. The initial 
values of Astop and Amove were set to 0 m/s2 and 20 m/s2, 
respectively; the initial value of Ath was 10 m/s2. The car 
moved in the first three minutes; the maximum absolute value 
of acceleration A1 in this period was 2.24 m/s2. The circles in 
Figure10 indicate points when A1 is generated. The value of 
Amove was refreshed to 2.24 m/s2 and Ath was refreshed to 
1.13 m/s2 after 3 minutes. In the period between 3 and 6 
minutes, the car was stationary and the value of A1 was 0.13 
m/s2; thus, Astop was refreshed when 6 minutes elapsed. In 
the period between 6 and 9 minutes, the car moved and A1 
was 2.50 m/s2; thus, Amove was not refreshed, since the 
value of A1 was higher than that of Amove. In the period 
between 9 and 12 minutes, the car was stationary and Astop 
was not refreshed, since the value of A1 was lower than that 
of Astop. In the period between 12 and 15 minutes, the car 
moved and Amove was refreshed, since the value of A1 (2.05 
m/s2) was lower than that of Amove (2.24 m/s2). In the periods 
between 15 and 18 , 21 and 24 , 27 and 30 , and between 33 
and 36 minutes, the car moved, and A1 was 2.35, 2.21, 1.80, 
and 2.17 m/s2, respectively; thus, Amove was refreshed by 
A1 between 27 and 30 minutes and when 30 minutes had 
elapsed. In the periods between 18 and 21, 24 and 27, and 
30 and 33 minutes, the car was stationary, and A1 was 0.14, 
0.09, and 0.09 m/s2, respectively; thus, Astop was refreshed 
by A1 in the period between 18 and 21 minutes and when 21 
minutes had elapsed. Ath changed until 30 minutes elapsed, 
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but changed little after 6 minutes elapsed; thus, the effective 
repeat count N mentioned above was 1. 
Figure 10b shows the acceleration level along the vertical 
direction for case (1). In the period between 0 and 3 minutes, 
the car moved and Amove was refreshed, since the value of 
A1 (5.08 m/s2) was less than that of Amove; thus, Ath was 
refreshed to 2.54 m/s2 when 3 minutes had elapsed. In the 
period between 3 and 6 minutes, the car was stationary and 
Astop was refreshed, since the value of A1 (0.18 m/s2) was 
higher than that of Astop; Ath was refreshed to 2.63 m/s2 after 

6 minutes had elapsed. In the periods between 6 and 9, 15 
and 18, 21 and 24, 27 and 30, and 33 and 36 minutes, the car 
moved and A1 was 2.73, 2.77, 2.07, 2.88, and 1.41 m/s2, 
respectively; thus, Amove was refreshed after 9, 24, and 36 
minutes. In the periods between 9 and 12, 18 and 21, 24 and 
27, and 30 and 33 minutes, the car did not move and A1 was 
0.09, 0.23, 0.10, and 0.10 m/s2, respectively; thus, Astop was 
refreshed after 21 minutes elapsed. Ath’s change lasted until 
the final period, but Ath changed little after 12 minutes; thus, 
the effective repeat count N was 2. 
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Figure 10: The result of the algorithm application. 
On the acceleration level along the travelling direction for 
case (2), Ath was not refreshed after 12 minutes; thus, the 
repeat count N was 2. On the acceleration level along the 
vertical direction for case (2), Ath was refreshed after 21 
minutes, but the value of Ath afterwards was sufficiently lower 
than the value of Amove before the time that the repeat count 
N was 2.  
On the acceleration level along the travelling direction for 
case (3), Ath was not refreshed after 15 minutes elapsed; 
thus, the repeat count N was 3. On the acceleration level 
along the vertical direction for case (3), Ath changed little 
after 9 minutes; thus, the repeat count N was 1.  
On the acceleration level along the travelling direction for 
case (4), Ath changed little after 12 minutes had elapsed; 
thus, the repeat count N was 2. On the acceleration level 
along the vertical direction for case (4), Ath changed little 
after 9 minutes elapsed; thus, the repeat count N was 1.  
As described above, the threshold becomes stable within 3 
days of the equipment moving. When a piece of equipment 
moves every other day, the learning process with this 
algorithm finishes in 6 days. After the threshold is set, the 
time when equipment starts to move can be detected—PHS 
positioning is carried out at that time, since the status is 
judged constantly. In this experiment, the thresholds were set 
with two accelerometer directions, with two attachment 
conditions, and with two kinds of transport equipment. The 
experiment was carried out under limited conditions, but 
transport equipments with low vibration levels were used and 
the algorithm was applied under conditions where equipment 
movement was more difficult to detect. As a result, the 
threshold setting is thought to be similar to that which would 
be required for other transport equipment.  
 
 

5 DEVELOPMENT OF A TERMINAL FOR JUDGING 
EQUIPMENT MOVEMENT STATUS 

5.1 Configuration of the terminal 
 

Microcomputer

・Receive PHS positioning data
・Set the threshold of movement
・Control power supply of a PHS module
・Detect the pattern of LED luminescence

PHS module

LED
Accelerator

Constant output

Intensity information of 
waves from cell stations

Call

Positioning
server

 

Figure 11: The composition of a terminal for judging the 
movement status of equipment. 

A PHS terminal, including an accelerometer, was developed 
to set a threshold for judging whether equipment is moving, 
using the algorithm explained in the previous section. The 
terminal locates the equipment position in conjunction with 
the PHS positioning server when the judgment result is 
“moving”. Figure 11 shows the terminal configuration. 
The terminal consists of a dual-axis accelerometer (ADXL202 
from Analog Devices, Inc.), a microcomputer (PIC-16F873 
from Microchip Technology Inc.), a PHS module (LC102 from 
Toshiba Corporation) and four AA alkaline batteries. 
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The PHS module receives a positioning request from the 
remote positioning server, sends measured strength of the 
wave from PHS cell stations surrounding it to the positioning 
server, and receives its status of movement, determined by 
the PHS positioning. Its LED lights show a specific pattern 
when it receives the status information “moving”. The 
microcomputer detects the LED light pattern, thus, the 
microcomputer knows the movement status during the 
learning process for the threshold setting algorithm.  
The microcomputer receives the output voltage of the 
accelerometer, calculates the threshold setting for the 
equipment movement status, judges the moving status 
accordingly, and controls the power of the PHS module. After 
a day when a piece of equipment moves three times, it 
completes the learning process in the algorithm and sets the 
threshold for judging the equipment’s movement status. After 
the learning process is finished, the equipment is judged to 
be “moving” when the absolute value of the acceleration, 
continuously sampled and processed by the microcomputer, 
becomes higher than the threshold. The PHS power is then 
turned on, and the terminal starts to locate the position in 
conjunction with the PHS positioning server.  

 

Figure 12: A picture of the movement judgment terminal. 
Figure 12 shows a picture of the terminal. It is 85×90 ×48 mm 
and weighs 110g.  

5.2 Operation of the terminal 
The developed terminal was set on the floor of a car and its 
operations were checked. In this experiment, the repeat count 
in the algorithm N was set to 2 and, during the algorithm 
learning process, daily PHS positioning was triggered 
manually via the remote positioning server. The car moved 
every other day. After the fifth day, the PHS module was 
powered on and PHS positioning was carried out on the 
remote positioning server at the time when the car moved. 

5.3 Applications for management of transfer equipment 
The terminal developed in this study connects to the remote 
positioning server and the server calculates the terminal’s 

position when the absolute value of measured acceleration 
exceeds the threshold set in the algorithm’s learning process. 
To reduce communication costs, the timing of communication 
to the positioning server needs to be determined to 
accommodate the purposes of the specific logistical 
management application.  
For management applications for confirming the positions 
within depots where transport equipment, such as containers 
and chassis stay, they should be positioned by PHS within 
half a day after they start to move because they are expected 
to stop within half a day. For position management 
applications for transport equipment that does do not move 
for several months, the communication cost should be 
reduced drastically. 
Transport equipment, such as construction equipment and 
heavy machinery, are often stolen [3]. Through constant 
tracking and providing alerts when they are judged to be 
“moving”, their paths can be traced. .  
 
6 SUMMARY 
An algorithm for judging whether transport equipment is 
moving, by detecting their vibrations, was devised to reduce 
communication costs and terminal power consumption. The 
algorithm judges whether a transport equipment is moving 
using position information provided by the PHS positioning 
server daily—it refreshes the maximum absolute acceleration 
value (when equipment is stationary) or the minimum 
absolute acceleration value (when moving), and then sets a 
threshold to the average of these two values. This study 
shows that learning acceleration levels of moving equipment 
for three days provides sufficient data for judging movement 
status (moving or stationary) for several kinds of transport 
equipment, without depending on the vibrational 
characteristics of the equipment and conditions of the 
attached accelerometer. 
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Abstract 
This paper describes basic research conducted of a robotic system that can support people in general domestic surroundings. 
The integration of robot with facilities for personal interaction are essentially important for robots. However it is technically and 
physically difficult to achieve those functions by using standalone robot. Proposed here is a way of accomplishing this using a 
system that combines ubiquitous microphone arrays with ultrasonic locators installed in the room ceiling. This paper 
describes a ubiquitous device, an autonomous locomotive function via cooperation with a robot, and the experimental results. 
The efficacy of the system is then clarified. 
 
Keywords: Service robot, Security, Sensing systems 

 
1. INTRODUCTION 
 

It is expected that service robots designed to support our 
everyday lives will be developed and introduced into society. 
For this purpose, basic research was begun here to develop a 
robot system that can provide this support. 

A system was first proposed and developed consisting of 
two subsystems: a robot with wheel-based locomotion 
capability and a ubiquitous sensor network composed of 
ubiquitous ceiling ultrasonic locators and microphone arrays 
[1]. A ubiquitous sensor network mounted within a house can 
provide information to facilitate human–robot interaction. The 
system’s main feature is that the robot’s processing load is 
reduced by distributing its intelligent processing to both the 
robot and the environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: System diagram 

 
After evaluating this first prototype, a second prototype was 

developed (Figure 1). Because the perception and planning 
parts of the intelligent processing could be shifted to the 
environment side, it was expected that robot hardware 
components would become smaller and lighter. Low power 
consumption was also expected. Maximizing these merits, a 
four-legged robot was introduced that could function as a 
moving intelligent sensor in a complete robot-environment 
system. 

A four-legged robot was introduced primarily because of its 
friendly appearance; people would not likely feel great 
difficulty in interacting with it. Another reason is the 
four-legged robot’s capability of traversing imperfectly flat floor 
in a house. It was expected that the robot could achieve the 
following scenarios. 
 
(1)If a family member calls the robot, it moves to the room 

where he/she is and identifies him/her. Then the interaction 
begins. 

 
(2)The robot can collaborate with a home security system and 

achieve highly reliable home security system. For example, 
once the security system sends an alarm to the robot due to 
something like a unexpected door opening, the robot 
hurries to the location of the alarm, tries to capture an 
image, and then sends the image to family members by 
e-mails. 

 
To realize these scenarios, it is indispensable that the robot 

can move robustly to the target location. This paper describes 
a ubiquitous device, the autonomous locomotive function 
featured in a four-legged robot, and its experimental results. 
 
2. Ubiquitous Devices in the Home 
 
2.1 Ubiquitous ceiling ultrasonic locators 

An ultrasonic tag system was developed in order to 
measure the three-dimensional tag locations. The system 
consists of the following three parts: a synchronous unit, 
which receives radio signals synchronously from tags 
mounted on the robot; a receiving line installed in the ceiling; 
and a tag(Figure 2). 

A synchronous unit transmits a tag’s ID via 315 MHz carrier 
wave, and the tag sends a 40 kHz ultrasound if its unique ID is 
received. A receiving line measures the time the ultrasound 
takes to reach the tag, and then transmits the time to the 
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server PC via RS485 bus. 
The server PC computes the three-dimensional location of the 
tags statistically from the arrival time to each receive unit. 
 
 
 
 
 
 
 
 
 
Figure 2: (Left) Ultrasonic tag. (Right, outer ring) 32-channel 
ceiling microphone array, and (right, inner cone) 15-channel 
ultrasonic receivers 
 
2.2 Ubiquitous ceiling microphone array 

This 16-bit system is laid out horizontally on the ceiling 
using an array of disks each 540 mm in diameter. A 16 kHz 
sound-source acquires data through 360-degree sampling, 
with a wave angle oriented perpendicularly 0 degrees 
horizontally to the array side and performed across a range of 
0–90 degrees. This hemispherical surface is split into 160 
cells. The sound pressure of each cell orientation is 
determined, and four cells are detected in order to calculate 
the optimal direction. 
Using the DSBF (delayed-sum beam forming) and FBS 
(frequency band selection) methods, the sound-source 
location was searched and the determined sound separated. 

After sound sequences from sources with augmented 
sound pressure ratio, the system transfer those sound 
sequences to a sound recognition system based on a Julian. 
Sound recognition system contains about 30 words to 
command destination location, user and motion of the robot. 
 
2.3 Experimental house ”Holone” 

A ceiling sensor setup comprised an ultrasonic receiving 
line of the above-mentioned 15 channels in a core, with a 
microphone array in a side part. The unit was installed in six 
locations in the experimental house ”Holone” (bedroom, living 
room, dining room, kitchen, a door, and study room, totaling 
approx. 106 m2) (Figure 3). 
 
 
 
 
 
 
 
 
 

Figure 3: Map of Experimental House “Holone” and sensor 
locations 

3. Four-legged Robot 
3.1 Structure 

The four-legged robot in Figure 4 was developed for the 
experiment. To aim a future-commercial use, a robot was to 
be a mounted cheap and lightweight general-purpose devices. 
 
 
 
 
 
 
 
 
 

 
Figure 4: Two-directional views of the four-legged robot 

Three control units are used for the control of sensors and 
motors. The block diagram of these controllers is illustrated in 
Figure 5. Also the specification of the whole robot hardware is 
shown in Table 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Block diagram of sensor/motor control units 
 

Table 1: Specification of the robot 
Item Specification Number

Controller 1 
(Sensor and locomotion 
control) 

AP-SH2F-５A 
SH7047 49MHz 
85×60 mm 

2 

Controller 2 
(Sensor control) 

AP-SH2F-４A 
SH7046 49MHz 
70x50mm 

1 

Zoom camera SONY: 
FCB-IX11A 1 

IR human sensor Matsushita: 
NaPion 5 

IR long distance sensor Sharp: 
GP2Y3A003K0F 8 

IR short distance sensor Sharp: GP2D12 12 
Compass Hitachi: HM55B １ 

Actuator 

ROBOTIS: 
RX-64 
ROBOTIS: 
DX-117 

12 
 
2 

Gyroscope 
Silicon sensing 
system: 
CRS03-04 

3 

Accelerometer CXL04LP3 １ 
 
3.2 Localization 
Here the aim is to develop an algorithm of detecting the 

position of the robot using the output of several sensors. As 
the basic algorithm for the detection of robot position taking 
sensor data and robot locomotion into consideration, the 
Monte-Carlo Localization method was adopted [5]. The 
algorithm has been developed in order to manage the different 
types of sensors efficiently. In our first algorithm, the generic 
part of the particle filter was in charge to decide whether or not 
it accepts or rejects the sensor as an incorrect data, based 
only on the posterior distribution of the robot pose. If the value 
was too low, the algorithm decided to reject the update. 
Afterward, given the number of rejected sensors, the robot 
was making the decision to continue to use this distribution or 
decided that it was lost. The algorithm improvement consisted 
in moving this decision from the generic part of the algorithm 
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to the sensor model. As a consequence, the algorithm 
updates the distribution of the robot pose update of the 
particle weight for each sensor and doesn’t reject any sensor. 
When the sum of the particle weight after the update is close 
to zero, the robot decides that it is lost. 
The Monte-Carlo Localization is a recursive Bayes filter that 
estimates the posterior distribution of the robot pose variable, 
called X given the sensor data [5]. The distribution of robot 
pose X at the time t, is called the belief and is related to the 
current data. 

Bel(Xt) = P(Xt | d0…t) 

When applied to the localization of a mobile robot, the data 
can be divided into 2 types. 

Actions: the movement the robot performed a0…an 
Observations: measurements provided by the sensors 
o0…on 

Assuming that actions and observations are successive 
events, that the data are independents from the previous 
status, the belief at time t is desctibed as: 

Bel(Xt) = n * P(Ot|Xt)* ∫P(Xt|Xt-1, at-1) * Bel(Xt-1) * dXt-1 

Where n = P(Ot| at-1,…o0)-1 is the normalization constant 

Since the model is time invariant and actions are described 
in discrete form (a walking step unit), we can express the 
update by this formula: 

Bel(Xt) = n * P(O|X)* ∫P(X’|X, a) * Bel(X) * dX 

In this formula, P(O|X) is the perceptual model which 
represents the probability of the observation given the pose. 
We have several observations for each localization, thus, the 
expression of P(O|X) will be: 

P(O|X) = ∏i P(Oi|X), where P(Oi|X) is the probability for one 
observation. 

The part P(X’|X, a) is the motion model which describes the 
probability of the next state density given current position 
and action.  

The algorithm updates its position in two steps. First, the 
belief of current pose is updated to the next pose given the 
action performed by the robot. Then, the probability 
distribution function is updated using the sensor data. To 
express the continuous probability density function for the 
robot pose is topical issue in mobile robotics. The 
representation will use a sampling-based approach, called 
particle filter.The continuous distribution is replaced by a set 
of particles, each particle being a copy of the robot pose with 
a weight (X, W). The weight represents the importance of the 
particle inside the set. Using a large number of particles, the 
set is a good approximation of the pdf. 
To estimate the pose given the particles, we will use the 
weighted mean: 

XEst = ∑i(wi * Xi) 

In the four-legged robot project, the robot pose X is 
expressed using 3 components [x, y, θ]t 

x, y : the robot position in the world coordinates 
θ: the robot orientation 

The observations are performed using several distance 
sensors, an ultrasonic locator and a compass. The model is 
provided in the following part. The movement the robot 
performed is provided by the robot status, and since the 
robot is only able to move of 1 step unit, the movement is 

described as an action type and the number of steps. The 
robot uses 2 movement patterns: a rotation on its center and 
a curved walk movement. 

This algorithm will cause the particle filter to decide that it is 
lost, if the noise on sensors is too large. We must filter the 
data before the localization to prevent the localization from 
failing. Furthermore, for each sensor type we will define the 
most suitable model. 
 

3.3 Sensor mode optimizations 
The evaluation of the posterior distribution of the robot pose is 
based on the evaluation of the deviation between the 
expected sensor value, given the position for each particle, 
and the current sensor value. If the particle position is a good 
estimate of the current robot pose, the error should be small. 
However, if there is a large deviation between expected 
sensor value and the current value, we assume that the 
particle pose is not a good estimate of the posterior 
distribution, and thus the weight of the particle will decrease. 
The evaluation of P(Obs | X) will vary given the sensor type. 
Example: Distance sensor 
To represent the probability P(Obs|X) for the distance sensor, 
we took into account several parameters: 
The valid range of the sensor: Outside the valid range of the 
sensor, the value is not used, we return the same probability 
for each evaluation. 
The noise on the sensor value: We assume that we have a 
white noise, independent from the distance measurement. 
Since the error is a white noise, the error is modelled using a 
Gaussian centred on expected value which standard deviation 
(σs) is fixed. The evaluation is performed by this formula: 

P = 1/(sqrt(2*pi) *σs) * exp(-(expectedVal-sensorDistance)2 
/2σs2 ) 

The sensor can intersect obstacles (the evaluation of the 
noise will fail): In that case, the previous probability evaluation 
will be close to 0. To prevent the sensor probability to come 
close to 0, we represent the obstacle as a uniform probability 
distribution (PLim) which is fixed. When the previous 
evaluation is lower than the fixed obstacle probability Plim, we 
will use this one instead of the probability P. 
 
3.4 Movement model 
The movement model is used to update the state density 

after an action. The robot platform provides the current 
number of steps the robot performed during the action. As a 
consequence, this variable is discrete and let us knows only 
when the step has been performed. There are 2 types of 
movement available in the localization as is shown in Figure 6. 

 
 

Figure 6: The translation model 
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The translation model consists in a forward or backward 
movement along the robot YR axis. The distance parameter 
describes the distance the robot moved within one step. The 
additional drift parameter describes the number of degree the 
orientation will be modified during one step. Using the drift 
parameter, the robot can approximate curved trajectory. 
The robot is acting in the real world. As a consequence, the 
robot movement will be modified by several parameters such 
as the slippery on the floor or the motor errors. Thus, the robot 
won’t move exactly the same distance from one step to the 
other and won’t keep the same orientation . It is necessary to 
represent the error on distance and drift in the model. 
Both errors will be assumed as a white noise centred on the 
average value. Thus, we will represent the translation using 
the average distance the robot will move during one step and 
the standard deviation on this distance. In the same way, the 
average for the drift will be the number of degrees the 
orientation varies during one step. 

translationMean, translationStDev 
driftMean, driftStDev 

We succeed to represent both forward and curved movement 
with the same description. Using this description we defined 4 
different actions the robot can use: 

Straight forward movement 
Backward movement 
Curved forward movement on the left 
Curved forward movement on the right 

3.5 The rotation model 
The rotation model consists in a modification of the robot 
orientation without modification of robot position. However, the 
robot is unable to perform a perfect rotation on its axis, due to 
the slippery of the floor and motor errors. As a consequence, 
the deviation on the position must be inserted in robot model. 
We will represent this error as a white noise on the position.  
The parameters for the rotation will be: 

rotationMean, rotationStDev 
distStDev  

Given the estimated pose [xk, Yk,θk] at time k, the update of 
robot pose will be: 

θk+1 =θk + randomNormal(rotationMean, rotationStDev) 
distDev = randomNormal(0, distStDev) 
orientDev = randomUniform(0, PI) 
xk+1 = xk + cos(orientDev) * distDev 
yk+1 = yk + sin(orientDev) * distDev 

The formula will generate a noise centered on robot position 
with a random orientation. 
Using this description, we defined 4 rotate actions: 

Small step rotation on the right 
Large step rotation on the right 
Small step rotation on the left 
Large step rotation on the left 

Yk 

YR 

Xk 

XR 
θ 

Xk+1 

Yk+1 

 
Figure 7: The rotation model 

Given the estimated pose [xk, Yk,θk] at time k, the update of 
robot pose will be (Figure7): 

θk+1 =θk + randomNormal (driftMean, driftStDev) 
dist = randomNormal (translationMean, 
translationStDev) 
xk+1 = xk – sin(θk+1) * dist 
yk+1 = yk + cos(θk+1) * dist 

(The translation is along the Y axis of robot coordinates.) 
3.6 Navigation 
To improve the execution speed, we concentrated our effort 
on improving the distance evaluation in the map. In order to 
check the distance between the estimated position of a sensor 
and the wall, we need to project the segment, defined by its 
origin, orientation and length, in the map. We start from the 
origin, and find the exit point for the first cell. Then, we perform 
the same operations for the next cell recursively, until we find 
a wall or reach the end of the segment.  
To improve the execution speed, we concentrated our effort 
on improving the function that evaluates the distance between 
a point and the wall in the map. Since the localization is 
performed on the static map (the map of the walls), and won’t 
be modified during the execution, we can optimize the 
structure of the map in order to decrease the number of 
intersection between a ray and the map. 
When the robot controller starts, the map of the wall is 
converted into a quadtree map. A quadtree map is a tree data 
structure, in which each node may contain 0 or 4 nodes. Each 
node represents a region of the map. A quadtree manages a 2 
dimensional area of 2N per 2 N cells (where n is the maximum 
length of a branch). If all the cells within an area have the 
same value, the node is a leaf of the tree. Otherwise, the area 
is divided into 4 regions and the same evaluation is performed 
on these cells. If the map is larger than the maximum size of a 
quadtree region (2N cells), then we split it into several trees 
and store them in a table. 
For each node, we can classify them into 3 types: 

A free node: all the cells inside this node are free 
An obstacle node: none of the cells inside this node are 
free. 
A mixed node: the node is compose of free cells and 
obstacles, and thus it include 4 child nodes. 

We decided to choose a quadtree structure, because it 
reduces the necessary information when representing uniform 
areas. Figure 8shows an example of a quadtee map 
representing a house where we carried out the evaluation. As 
we can see in Figure 8, the smallest node represents the case 
that the node is composed of one cell. The density for these 
nodes is really small. The only possibility to have a 
high-density of small cells would happen in the case that we 
had a succession of occupied and empty areas. The original 
map is composed of 144*128 cells. We generated the 
quadtree map using 6 levels of depth for each tree, which 
means that each side of the quadtree has 26-1 = 32 cells size. 
As a consequence, the map is split into a table of 8 per 9 
quadtrees. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: A map of a house represented as quadtree. 
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 real localization US device + compass

time x y Θ x y Θ deviation x y Θ deviation

589 540 525 47 537 522 49 4.243 560 551 70 32.80

644 534 527 89 533 526 95 1.414 551 565 105 41.63

1093 534 527 89 526 529 93 8.246 542 557 106 31.05

1181 363 544 81 365 530 87 14.14 NG NG 89 NG 

1627 363 544 81 390 545 83 27.02 NG NG 86 NG 

1707 198 589 75 198 576 80 13.00 224 584 82 26.48

2129 198 589 75 202 575 81 14.56 223 590 82 25.02

2188 198 590 30 203 576 39 14.87 217 595 38 19.65

2458 198 590 30 224 578 40 28.64 223 585 44 25.50

2547 121 738 27 127 733 32 7.810 120 727 37 11.05

2880 121 738 27 135 736 31 14.14 106 737 34 15.03

2949 120 741 74 134 738 78 14.32 87 765 80 40.80

3295 120 741 74 121 740 81 1.414 79 773 80 52.01

3359 14 777 68 8 777 74 6.000 30 773 64 16.49

 

×: US localization 
●: Localization ×: US localization 

●: Localization 

4. Experimental Results 
 
4.1 Experimental results of Localization 

 The effectiveness of the self-positioning estimation was 
experienced. Manual movement of the four-legged robot was 
conducted inside the experimental house, and the results of 
self-positioning estimation using a particle filter inputting 
ultrasonic positioning data, distance data, and bearing 
compass data, were compared with ultrasonic positioning data 
to obtain a true localization values. The results are shown in 
Table 2 and Figure 9. Error evaluation was performed using 
the Euclidean distance of the actual locations of each real 
coordinate and the presumed location. 

At corners and near entrances to rooms, the ultrasonically 
determined error was large, but as Table 2 and Figure 9 show, 
this can be corrected by a particle filter. Repeatable results are 
the goal. In these experiments, the mean ultrasonic 
positioning error was approximately 27.7 cm and average 
self-positioning estimation error was 19.9 cm. 

 
Table 2: Experimental results of Localization 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Experimental results of Localization 
 
 
4.2 Experimental results of Navigation 

To check the navigation’s effectiveness, verification tests 
were conducted. A test was set up for the robot to follow a line 
between the bedroom and the study within 180 s, and 
performed ten times. The duration times and position errors 
are shown in Table 3. The mean arrival time was 171 s, for a 
success rate of 70%. 
 
 

Table 3: Experimental results of Navigation 

 Direction Duration 
Deviation 

to goal 
position 

Result

1 Bedroom  
Study 2 min 21.6 s 9 cm OK 

2 Bedroom  
Study 2 min 32.1 s 13 cm OK 

3 Study  
Bedroom 2 min 59.6 s 26 cm OK 

4 Bedroom  
Study 2 min 59.9 s 9 cm OK 

5 Study  
Bedroom 2 min 42.0 s 27 cm OK 

6 Bedroom  
Study 2 min 50.5 s 11 cm OK 

7 Study  
Bedroom 3 min 26.4 s 12 cm NG 

8 Bedroom  
Study 2 min 21.6 s 9 cm OK 

9 Study  
Bedroom 3 min 12.1 s 15 cm NG 

10 Study  
Bedroom 3 min 5.1 s 28 cm NG 

 
The successful results of Test 2 are shown in Table 4 and 

Figure 10. The results show that a self-positioning estimation 
was performed, reducing error in the ultrasonic positioning 
from figures, an arc operation was performed, and the robot 
continues walking smoothly. 

 
Table 4: Experimental results of Navigation 

 Start point End point 
Goal — 600, 160 
Real position −298, 895 587, 160 
Error at goal position — 13 cm 
Localization result −318, 892 589, 152 
Error for localization 20 cm 8 cm 
Time 13:38:16.5 13:40:58.6 
Duration — 2 min 32.1 s 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: Experimental results of Localization 
 

The successful results in Table 5 and Figure 11 are derived 
from Test 9, which was not able to perform a movement within 
the target time. Narrow areas such as the entrance to a room 
required more time, preventing smooth movement from being 
performed. In narrow parts, sensors date from ultrasonic 
locators and distance sensors are not obtained precisely. 
Therefore, unable to perform a self-positioning estimation 
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×: US localization 
●: Localization 

correctly but able to acquire a bearing, repeating a turn could 
thus be set and folded and the robot able to recover. This may 
await some improvement. However, when location data are 
not obtained from the ultrasonic positioning system, only 
distance information is selected to perform continuous 
self-positioning estimation. In general, the proposed 
navigation practice for leg-type robots shown here is 
considered to be effective. 
 

Table 5: Experimental results of Navigation 
 Start point End point 

Goal — −300, 850 
Real position 600, 160 −301, 835 
Error at goal position — 15 cm 
Localization result 604, 159 −295, 843 
Localization error 4 cm 10 cm 
Time 16:15:10.5 16:18:22.6 
Duration — 3 min 12.1 s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: Experimental results of Localization 
 
 
 
 
 
 
 
 
 
             (a)                          (b) 
 
 
 
 
 
 
 
 
 

(c)                          (d) 
 
 
 
 
 
 
 
 
 

(e)                          (f) 

 
 
 
 
 
 
 
 
 
 

(g)                           (h) 
 
 
 
 
 
 
 
 
 

(i)                            (j) 
 
 
 
 
 
 
 
 
 

(k)                          (l) 
 

Figure 12: Snapshots of Navigation 
 
5. SUMMARY 
 

This paper described an autonomous locomotive function of 
a four-legged robot that utilized cooperative actions between 
ultrasonic locators and microphone arrays installed indoors. 
The results illustrate the efficacy of such a system, thus 
showing the objectives of this scenario to be realizable. 

 
<References> 
[1] Satoshi Kagami, Simon Thompson, Yoko Sasaki, 

Yoshifumi Nishida, Hiroshi Mizoguchi, and Tadashi 
Enomoto, 
“Calling from the Other Room by Ceiling Ultrasonic 
Locators and Microphone Array,” in Proceedings of the 
IEEE/RSJ 2007 International Conference on Intelligent 
Robots and Systems (IROS2007), pp. 2028–2034, San 
Diego, California, USA, October 2007. 

[2] Satoshi Kagami, Simon Thompson, Yoshifumi Nishida, 
Tadashi Enomoto, and Toshihiro Matsui, 
“Home Robot Service by Ceiling Ultrasonic Locators and 
Microphone Array,” in Proceedings of the 2006 IEEE 
International Conference on Robotics and Automation 
(ICRA2006), Orlando, Florida, May 2006, pp. 3171–3176. 

[3] Golubovic, D., Li, B., and Hu, H., 2003, A Hybrid Software 
Platform for Sony AIBO Robots. RoboCup 2003: Robot 
Soccer World Cup VII, 478-486. 

[4] Kerepesi, A., Kubinyi, E., Jonsson, G. K., Magnusson, M. 
S., and Kiklosi, A., 2006, Behavioural Comparison of 
Human-Animal (Dog) and Human-Robot (AIBO) 
Interactions, Behavioural Processes, 73/1, 92--99. 

[5] Thrun, S., Fox, D., Burgard. W., and Dellaert F., 2001, 
Robust Monte Carlo Localization for Mobile Robots, 
Artificial Intelligence, 128/1-2, 99-141. 

170



Development of Invisible Mark and Its Application to a Home Robot 
 

Sho Komai1, Tomomi Kuroda1, Masaharu Takano1, Seiji Aoyagi1, and Eiji Fukui2 
1 Dept. of Mechanical Engineering, Kansai University, Osaka, Japan 

2 R&D Headquarters, OG Corp., Tokyo, Japan 
 

Abstract 
To develop a practical multipurpose robot, the authors have previously proposed the RECS (Robot-
Environment Compromise System) concept, which means the technology to compromise a robot and its 
environment in order to increase the robot’s performance. As the modification in the environment side, the 
author gave a mark made from a commercial retro-reflective sheet to the tableware: however, this mark was 
slightly visible to a human. Moreover this mark was not resistant to the dishwashing. To overcome the above-
mentioned problem of the previous mark, the present paper reports the development of a completely invisible 
mark. 
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1 INTRODUCTION 
In the near future a multipurpose robot performing domestic 
tasks should be indispensable for social needs, and this type 
of robot requires high robot technologies. A humanoid robot is 
not really practical at present to the extent that it could be 
actually employed in a home or a hospital, considering its 
reliability and cost. To develop a practical multipurpose robot, 
the authors have previously proposed the RECS (Robot-
Environment Compromise System) concept, which means the 
technology to compromise a robot and its environment in 
order to increase the robot’s performance [5]. This concept 
aims to share the technical difficulties with the robot and the 
environment in order that robot tasks would be possible and 
easy. As the modification in the environment side, the author 
gave a mark made from a commercial retro-reflective sheet to 
the tableware [2]: however, this mark was slightly visible to a 
human, and the surface of tableware was made rugged, 
giving the discomfort to a human during eating the meal. 
Moreover this mark was not resistant to the dishwashing. 
To overcome the above-mentioned problem of the previous 
mark, the present paper reports the development of a 
completely invisible mark. As the modification in the 
environment side based on the RECS, this mark is given to 
the tableware and the ceiling of the room. The former makes 
the home robot task of clearing the table easy [4], and the 
latter makes the localization of a mobile home robot in the 
room easy [3]. This mark is invisible at usual state and only 
colored illuminated by an ultraviolet light when the robot 
recognition process is necessary, so the human is not aware 
of it while doing his/her daily home work. The emerging color 
is extracted from the raw image data captured by a CCD 
camera, and it is binarized by setting an appropriate 
threshold. Eventually, almost only the mark exists in the 
image, the extracting of which is much easier than the usual 
image recognition dealing with raw data, i.e., the robot task of 
visual recognition is simplified by applying the RECS. 
First, as the material of the invisible mark, photochromic 
material (OG Corp., “stealth pigment”, type INOR-1 and 
INOG-1, turning rose and green, respectively) is employed, 
which is usually colorless and transparent, and is only colored 
when illuminated by ultraviolet rays. For the task of clearing 
the table, first, the mark turning rose is added to the edge of 
the tableware. The marked tableware is coated by polymer 

Parylene film. This polymer is biocompatible, i.e., safe for the 
human. The film-coated tableware is confirmed to be 
washable, and be available for the microwave cooking. The 
shape of tableware is assumed to be circular. As the image 
recognition, the rose color is extracted from the image, 
followed by excluding the apparently too large or small areas. 
Then, the procedure of fitting ellipse to the image is carried 
out. The four intersection points between the elliptic line and 
the major/minor axes are extracted. Using their data, the 
position and orientation of the tableware with reference to the 
camera coordinate system can be calculated, provided that 
the radius of the tableware is known in advance. 
Second, by using two colors, i.e., rose and green, a barcode 
mark is achieved, which includes the radius information 
necessary to calculate the position and orientation of the 
tableware as mentioned above. Other information effective for 
handling task of the tableware could be included in this 
barcode mark. 
Third, an invisible barcode landmark is also developed, many 
of which are attached to the ceiling. They are effective for 
localization of a mobile home robot in the room. Finally the 
effectiveness of the proposed invisible mark was 
experimentally confirmed, in which a mobile robot equipped 
with a 7-DOF manipulator was navigated to the table position 
using the landmark image, and the tableware was handled by 
a robot hand using the tableware image. 
 
2 EXPERIMENTAL SYSTEM 

2.1 Mobile robot 
A mobile robot is developed, which has two independently 
driving wheels in the front, and passive two casters in the 
rear, as shown in Figure 1. As a vision sensor, a USB 
camera of 300,000 pixels is employed. The performance of a 
board computer (PC) for controlling the mobile robot is as 
follows: CPU PentiumMobile 1.3 MHz, memory: 512 MB, 
slots: PCIx8, OS: Linux FedoraCore6.0. A counter board is 
inserted to the PCI slot, for receiving pulses from encoders 
attached to the driving shafts, which are used for odometry 
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(dead reckoning). A D/A board is also inserted to the PCI slot, 
for sending control voltage to servo-amplifiers of the driving 
motors. The board computer also controls an image 
processing board. As the image processing software, 
HALCON (Linx Crop.) is employed, which is used to extract 
marks from a captured image.  

2.2 Invisible mark 
In this research, the effect of photochromic material is 
investigated, which is usually transparent and colorless and it 
is only colored when illuminated by ultraviolet rays.  
As the result of testing samples made by various companies, 
photochromic material (OG Corp., “stealth pigment”, type 
INOR-1) is employed. Figure 2 shows the results of turning 
color of the photochromic material.  
This coating material is colored to rose with fast response 
time of approximately two seconds after ultraviolet rays are 
irradiated. As an ultraviolet source, a black-light shown in 
Figure 3 (TOSHIBA Corp, type: H400BL-L, glass tube 
diameter: 150mm, its length: 370 mm, 400W) is employed.  
Although it is not declared that ultraviolet rays are completely 
safe to the human body, there is a possibility of practical use 
of the black-light, considering two reasons: one is that the 
wavelength of it is within near ultraviolet rays area (365 nm), 
which is safety area to the human body: another is that the 
robot irradiates the rays in a short duration only when the 
robot needs recognition of the environment.  
 

3 INVISIBLE BARCODE MARK ON THE TABLEWARE 

3.1 Coating using polymer membrane (Parylene) 
The ingredient of photochromic material has not been 
announced. Therefore, it cannot be declared that it is 
harmless to the human body, although it is generally used for 
sun glasses, etc. Considering these circumstances, we coat 
polymer Parylene film on the tableware which is given circular 
invisible mark of photochromic material [1].  
Parylene is colorless, transparent, biocompatible, heat 
resistive, and corrosion resistive. Parylene has obtained 
authorization as a coating material of the medical equipment 
in the United States. In addition, CVD (Chemical Vapor 
Deposition) can realize a conformal deposition (that is, the 
deposition is performed not only on the top surface of a target 
object but also on the back/side surface of it).  
Ultraviolet rays are irradiated to the tableware, which is 
coated by Parylene (film thickness 5 µm) using a CVD 
apparatus. Then, it is observed that the photochromic mark is 
surely recognized without any degradation on visibility 
compared with non-coated tableware. Figure 4 shows the 
effect of Parylene coating on visibility of mark.  
To investigate the practicability of the developed invisible 
mark, we tried using the tableware in a microwave oven, and 
washing the tableware with the detergent. As a result, 
problem was not confirmed at all. 

3.2 Four point mark method 
In this study, the photochromic material is coated on the 
whole circular edge of the tableware. So, assuming that the 
tableware is circle, the image of the invisible mark is ellipse. 
HALCON of Image processing software is used to fit ellipse to 
the image. Then, the major/minor axes of the ellipse are 
obtained. Next, the four intersection points between the 
elliptic line and the major/minor axes are extracted.  
As shown in Figure 5, it is assumed that the coordinates (X, 
Y, Z) is based on the tableware coordinate system ΣT, and it 
is assumed that they are projected to (x, y) in the camera 

Before 

After 

Figure 2: Ultraviolet rays is 
irradiated. Edge turns rose
color. 

Figure 1: Mobile robot. 

Figure 3: Black-light. 

Wavelength 
λ = 365 nm 

100 mm 

Figure 4: Effect of Parylene coating. 

not coated 

coated 
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coordinate system ΣC. Then the relationship between them is 
expressed as follows [6]:  

11 12 13
31 32 33

21 22 23
31 32 33

( )

( )
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where (l, m, n) is the coordinate origin of ΣT, based on ΣC, and 
(θ, φ, ϕ) is the Euler angle which expresses the relative 
orientation of ΣT  to ΣC , f is focal length of the camera 
(assumed to be known in advance). 
We set the coordinate origin of ΣT  to the center position of 
the tableware, then, the four mark positions based on this 
coordinate system are (X, Y, Z) = (r, 0, 0)， (0, r, 0)， (−r, 0, 
0)，(0, −r, 0), assuming the radius of the tableware is r. By 
measuring the four 2-D positions in the image corresponding 
to their 3-D position, 2×4=8 equations are obtained according 
to Eq. (1). Then, the parameters of (l, m, n, θ, φ, ϕ) are 
calculated so as to satisfy the 8 equations most accurately by 
the nonlinear least square method. As the result, the center of 
the tableware based on ΣC can be acquired as (l, m, n), and 
the orientation of the tableware based on ΣC can be acquired 
as  (θ, φ, ϕ).  
The feature of this four point mark method is that the position 
and orientation of the object (tableware in this case) can be 
obtained by using one camera, whereas two cameras must 
be required for stereovision.  

3.3 Estimation of accuracy in position measurement of 
the tableware 

Under the condition shown in Figure 6, the accuracy in 
position measurement of the tableware based on the 
proposed method was estimated.  
The tableware is positioned at the grid points on the table one 
by one, where the position of the tableware was calculated by 

using CCD camera based on the proposed four point mark 
method, which is already explained in the previous Section 
3.2.  
The results are shown in Figure 7 and Table 1. Looking at 
this figure, considerable large error of 10 mm at the maximum 
arises in case that the angle between the camera and the 
table is 30 deg. However, in case that the angle is 60 or 90 
deg, the measurement can be performed with the error less 
than 1 mm, which is finely accurate. Adding to say, this error 
is absorbed later in the handling task, since the mechanism of 
the robot hand can accept such a small error.  

Figure 5: Relationship between camera coordinate 
system and tableware coordinate system.  
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Mark Tableware

CCD camera

Direction of irradiate light 
 

X

Y

Z

z 

y 

x 

ΣC 
ΣT 

Position 30°[mm] 60°[mm] 90°[mm] 
①(-200, 150) (9.1, 7.5) (2.0, 1.6) (0.1, 0.1)
②(0, 150) (5.3, 6.6) (-0.8, 1.3) (-1.1, 0.2)
③(200, 150) (4.1, 8.7) (-0.2, 1.0) (0.3, 1.5)
④(-200, 0) (6.5, 7.9) (-1.6, 1.1) (-1.3, 0.0)
⑤(0, 0) (4.2, 14.1) (-1.0, 1.0) (-0.2, -0.4)
⑥(200, 0) (8.8, 11.3) (0.1, 0.3) (0.4, 0.4)
⑦(-200, -150) (5.7, 4.0) (-1.8, 0.3) (-1.0, -0.1)
⑧(0, -150) (8.4, 3.5) (-0.6, 0.1) (-0.2, 0.0)
⑨(200, -150) (5.5, 4.6) (1.0, 1.3) (-0.0, 0.0)

 

Table 1: Measurement error for each point. 

Figure 7: Measuremet error for 400×300 mm area.

θ=30° 
θ=60° 
θ=90° 

① ② ③ 
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θ 
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Error magnification
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Figure 6: Experimental condition. 
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Green line is estimated ellipse. 
Black line is estimated axes of ellipse. ΣC 
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3.4 Barcode mark using two colors 
In the four point mark method, the radius of tableware should 
be known in advance. In this research, the invisible barcode 
mark is developed, and the information of the radius is 
embedded to this barcode.  
If the barcode mark is provided on the edge by using only one 
color, the color is lost at the area of “0” code. For example, if 
the barcode is 4 bit and it is “0000”, then, almost the mark 
disappears: thus the fitting of ellipse to the tableware image is 
almost impossible. 
To address this problem, in this study, besides the 
photochromic material turning rose color (OG Corp., INOR-1), 
that turning green color (OG Corp., INOG-1) is also used.  
First of all, a green coloring material is applied to all 
circumference on the edge of the tableware. Next, the rose 
coloring material is applied to the number bars corresponding 
to “1” bit, and it is also applied to the base bar, which 
indicates that the number bar exists in the right-hand side of 
it. The number bar and the base bar are schematically shown 
in Figure 8. 
Figure 9 shows the barcode mark (number bar and the base 
bar) on the tableware, when the ultraviolet rays are irradiated. 
The procedures of image processing are as follows: the 
captured image is binarized by using the color information of 
both rose and green. Then, the all circumference of the edge 
is extracted. The ellipse is fitted to the extracted image, as 
shown in Figure 10. Next, the extracted image is further 
binarized by using the color information of only rose. Then, 
the barcode is extracted, as shown in Figure 11. 

In addition, for example, it is possible to embed such 
information as shown in Table 2 to the barcode. By reading 
the barcode, the robot can easily acquire information on how 
and where to grasp the tableware. Examples of the 
information are as follows: if the tableware is a tea cup, the 
side surface is easily grasped by a gripping type hand. If the 
tableware is a plate, the edge area is easily grasped by a 
scooping type hand. Figure 12 shows an example situation 
that the robot grasp a dish plate by using a scooping hand. 
 
4 INVISIBLE BARCODE LANDMARK ATTACHED TO 

CEILING 

4.1 Localization of mobile robot by landmark 
Caused by the slip or/and friction between the wheel and the 
floor surface, odometry is not sufficient for localizing a mobile 
in indoor environment. Here, localization means to get 
information of mobile robot’s position accurately based on the 
coordinate system, which is set in the environment. To realize 
accurate localization, employing landmarks, absolute 
coordinate of which are known in advance, is very effective. 

4.2 Barcode landmark 
In this research, invisible barcode landmark is developed, 
which consists of recognition bar, base bar, and number bars 
of 7 bits, as shown in Figure 13. Photochromic material (OG 
Corp., type INOR-1, turning rose) is painted on each bar.  
Information on absolute coordinate of the mark in the room is 
embedded to the barcode. Many invisible barcode marks are 
set to the ceiling. They are obtrusive, i.e., colorless and 
transparent, at usual state. When the robot irradiates 
ultraviolet rays, their colors turn to rose. By image processing 
these landmarks, localization of the robot would be possible. 

Figure 9: Barcord mark illuminated by ultraviolet rays.

Figure 8: Schematic of barcode mark. 
Number bars 

Base bar 

Figure 10: Extracted barcode of tableware (rose and 
green colors are used). 

Extracted ellipse 
ID Tableware Height Approach Hand Radius
1 dish low side grip 75 mm
2 cup high edge scoop 45 mm

 

Table 2: Example Information embedded in RF tag. 

Figure 12: Robot hand grips a dish. 

Figure 11: Extracted barcode (only rose color is used). 
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Figure 14 shows barcode landmarks attached to the ceiling 
when irradiated by an ultraviolet light. Figure 15 shows 
extracted barcodes by image processing, i.e., binarization 
using rose color, excluding the apparently too large or small 
areas, etc. 
How to read the barcode is described herein. The role of each 
bar is judged by using the area information of each bar. 
Namely, the bar having the biggest area is judged to be the 
recognition bar. The bar having the second biggest area is 
judged to be the base bar. The number bars are read clock-
wise from the right-hand side of the base bar.  

4.3 Estimation of accuracy in position measurement of 
the mobile robot 

If at least the two barcode landmark images are included in 
the captured image, the robot absolute position in the room 
can be calculated by using the information of barcode 
landmarks’ positions, which can be obtained by reading 
barcodes. 
Figure 16 shows the experimental data in 500x500 mm area, 
in which the accuracy of the proposed system using barcode 
landmarks is estimated. Table 3 also shows the same results. 
From these results, the error of approximately 50 mm at the 
maximum arises.  
The reason for somewhat large error is supposedly caused by 
the inclination of the robot, since the calculation of the mobile 
robot’s position is assuming the parallelism between the floor 
surface and the ceiling surface, and assuming the verticality 

Figure 13: Localization system for mobile home robot. 

 

Recognition 
bar 

Base bar

Number 
bars

mm 

Barcode landmark including 
position information. 

Mobile robot 

Figure 14: Bar-cord landmarks attached to the ceiling 

Figure 15: Bar-cord landmarks attached to the ceiling 

Position Landmark[mm] Localization[mm] Error[mm] 
① (500, 0) (533.2, -18.0) (33.2, -18.0)
② (250, 0) (271.4, -21.0) (21.4, -21.0)
③ (0, 0) (47.3, -14.2) (47.3, -14.2)
④ (500, 250) (503.6, 229.6) (3.6, -20.4)
⑤ (250, 250) (270.7, 231.4) (20.7, -18.6)
⑥ (0, 250) (53.7, 240.8) (53.7, -9.2)
⑦ (500, 500) (528.1, 463.1) (28.1, -36.9)
⑧ (250, 500) (278.2, 474.4) (28.2, -25.6)
⑨ (0, 500) (51.5, 481.0) (51.5, -19.0)

 

Table 3: Results of localization using ceiling landmarks.  

① ② ③ 

（500,500） （250,500） 

（250,0） 

（500,250） （250,250） 

（500,0） 

⑦ ⑧ ⑨ 

④ ⑤ ⑥ 

（0,0） 

（0,500） 

（0,250） 

Error  
magnification
10 mm

Figure 16: Error distribution in localization using ceiling 
landmarks.. 
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of CCD camera. However, these assumptions are not strictly 
satisfied in the real environmental condition. By employing an 
inclinometer, compensating the inclination of the mobile robot 
is ongoing work. 
 
5 CONCLUSIONS 
A completely invisible mark is developed by using 
photochromic material. As the modification in the environment 
side based on the RECS (Robot-Environment Compromise 
System), this mark is given to the tableware and the ceiling of 
the room. This mark is invisible at usual state and only 
colored illuminated by an ultraviolet light when the robot 
recognition process is necessary, so the human is not aware 
of it while doing his/her daily home work. 
The emerging color is extracted from the raw image data, and 
it is binarized. Eventually, almost only the mark exists in the 
image, the extracting of which is much easier than the usual 
image recognition dealing with raw data. 
First, as the material of the invisible mark, photochromic 
material is employed. The position and orientation of the 
tableware with reference to the camera coordinate system 
can be calculated. 
Second, by using two colors, a barcode invisible mark is 
achieved, which includes the radius information necessary to 
calculate the position and orientation of the tableware. Other 
information effective for handling task of the tableware could 
be included in this barcode mark. 
Third, an invisible barcode landmark is also developed, many 
of which are attached to the ceiling. They are effective for 
localization of a mobile home robot in the room.  
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Abstract 
Augmented Reality (AR) is a technique that synthesizes and displays virtual objects such as CG in images of 
real environments. It is important to harmonize real environment with CG and to render the harmonized scene. 
In this research, we propose a method for rendering virtual objects by using Image-based Lighting (IBL) that 
uses polyhedral subdivision in AR. We confirmed that hierarchical light source map constructed by polyhedral 
subdivision reduces the computation cost and maintains the effect of IBL.  
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1 INTRODUCTION 
Augmented Reality (AR) is a visual integration technique 
capable of fusing virtual and real scenes by overlaying 
computer-generated information onto real scenery images. 
Computer graphics (CG) is often used for representing digital 
contents such as additional information related to the physical 
object in front of the user. The AR technique is gathering 
attention and has come into use in various fields. In a factory, 
for instance, virtual products are superimposed on an existing 
production line for simulating the working situations and 
extracting the possible problems beforehand [1]. A marker-
based image fusion technique allows on-line process and 
geometrically accurate image overlaying, that is used in TV 
shows such as weather forecasts [2].  The marker-based AR 
especially enables an interactive application with a single 
USB camera instantly. The ARToolKit [3] is a good example 
for implementation of a realtime AR/MR application software.  
Visual fusion of CG and a real scene is known as mixed 
reality (MR) as well [4,11,12]. In terms of “natural” 
appearance of the synthesized object, as if it really exists in 
front of you, a key issue is managing consistency between 
virtual and physical space, including geometry, illumination 
and time conditions. As for illumination conditions, image-
based lighting (IBL) is an effective approach for constructing 
lighting conditions, taking existing lighting situations into 
account [5]. IBL constructs a light source distribution from 
skylight images. Every single pixel on the image can be a 
reference of a single light source, which illuminates the CG 
object. The intensity or the colour of the pixel can be the one 
of the light sources. The pixel position indicates the direction 
of the incoming light. Since coverage of the light source 
directions are supposed to be preferably wide, the skylight 
images are captured with a wide-angle or an omni-directional 
camera.  
Since each pixel of the image is used as a light source, IBL 
requires costly computation even applying a local lighting 
model that uses only straight lines for the light paths from the 
sources to the object. To determine a colour of a single point 
on the object needs summing up all the effects of the light 

sources visible from the point. Needless to say in the case of 
global lighting model, that takes into account multiple light 
paths reaching the object from the light source through 
reflections and/or refractions.  
Several methods have been proposed for decreasing the 
computational cost, and the down-sampling of pixels instead 
of using all pixels. The K-means method can be applied for 
dividing the light source area by clustering the pixels of light 
source [6]. The number of light sources is decreased by each 
area to a single light source. However, since the whole area 
is evenly divided, decreasing the number of light sources 
directly affects the rendering results. Importance sampling 
techniques are applied hierarchically, which divide the light 
source area, clustering with an index named an importance 
metric, which is most likely the brightness of the pixels [7,10]. 
Consequently, since the division number of the area is 
different according to the importance metric in the area, an 
efficient sampling light source can be done.  
In this research, we propose a geometrically hierarchical 
approach for constructing light source distribution. The aim is 
to decrease the number of light sources and to automatically 
suggest an appropriate level of detail of the light sources 
based on rendering results.  
 
2 PROPOSED APPROACH 

2.1 Overview 
In our approach, the lighting environment map is 
approximated by the polyhedral subdivision of the sky dome, 
and each face of the polyhedron is treated as a source of 
light. The mechanism to adaptively divide faces is based on 
the hierarchical structure of the polyhedron. The subdivision 
of a certain face creates detailed light source distribution 
within the face. The detailed lighting improves rendering 
accuracy, reflecting actual illumination conditions captured by 
the input image. Considering that intense light sources 
drastically effect the rendering results, faces containing 
brighter light sources must be subdivided independently. The 
subdivision process can be monitored in terms of contribution 
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for the rendering quality. Taking the computation cost for the 
rendering and processing frame rate into account, the system 
performance is adjustable. The following describes the 
overview of the proposed method that applies a polyhedron 
subdivision to IBL.  
First, the light source distribution of the surroundings is 
obtained from an omni-directional image as shown in Figure 1 
(a). An initial light source map is shown in Figure 1 (b). The 
initial light source map is made by projecting the light source 
image onto to a hemisphere that shows the directional 
distribution. The light source map is re-sampled, according to 
subdivided polyhedron faces as shown in Figure 1 (c), in 
which each face can be referred as a source of light. Finally, 
virtual objects are rendered based on the light source 
information obtained above.  

2.2 Light Source Mapping to Polyhedron 
A light source map is a distribution chart of light sources 
mapped on a hemisphere whose direction is the same as the 
physical environment in AR application. The map is 
constructed by projecting each pixel on a captured image, or 
an image probe [5] onto a 3D hemisphere. An omni-
directional image is taken with a fisheye camera that has 180 
degrees of view angle. Conversion from the image plane to 
the 3D polar coordinate system is specified in each lens type. 
This paper uses equi-solid angle representation. The position 
on the environmental map of the point with the image in this 
case is computable as follows: 

( )221,, yxz
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where, P(x, y) is a single point on the image plane, vector 
e(ex, ey, ez) is a mapped direction on a unit hemisphere. 
Each light source is supposed to be settled at infinite distance 
on the direction e. This research applies the local lightning 
model with the point light sources referring to this map. The 
vector e intersects one of the faces in the geodesic dome. 
Finding the intersecting face specifies the pixel and the 
direction where the incoming light comes from. Interction 
between a triangle face ABC and a vector ei can be detected 
as follows:  

( ) ( ) ( ) 0=−+−+− zyx azayax γβα  (2) 

( )( ) ( )( ){ }zzyyzzyy abacacab −−−−−=α

 ( )( ) ( )( ){ }xxzzxxzz abacacab −−−−−=β

 ( )( ) ( )( ){ }yyxxyyxx abacacab −−−−−=γ

 where, equation (2) reparents a plane which contains three 
vertex A(ax, ay, az), B(bx, by, bz), C(cx, cy, cz). The intersecting 
point P of the plane and e P is expressed as equation (3) with 
a paremeter t shown in equation (4). 
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where γβα ,,  are constant coefficients. If three normal 
vectors, NABP, NABP, NABP of the triangle ABP, APC and PBC 
respectively are identical, intersectio P is located withing the 
triangle ABC. 

PBCAPCABP NNN ==  (5) 

2.3 Hierarchical Lighting Map with Geodesic Dome 
The geodesic dome is used for structural construction such 
as a domed roof. In general, it indicates the polyhedron 
structure composed of triangles inscribed to a sphere. The 
geodesic dome is constructed by approximating sphere 

(a) (b) (c) 

Figure 2 : Division procedure in each face. A face of  
the polyhedron(a) is divided into four area(b). New 
vertices are moved to the surface of the sphere (c). 

(c)

(a) (b) 

Figure 1 : Light source map by polyhedron subdivision  

(a) 

(b) 

(c) 

Figure 3 : Light source mapping from a photo : photo 
Image of a ceiling(a), mapped pixels onto a dome((b), (c)) 
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shape by starting from a regular icosahedron and then each 
initial face is equally subdivided into new faces until reaching 
a required approximation criterion. Since the face area is 
constant anywhere, a geodesic dome can be a base grid for 
evenly sampling light energy from every direction. In this 
research, we utilize the base grid and the approximation 
process of the geodesic dome for hierarchically re-sampling 
the light sources. The faces are divided according to the 
following procedure. The initial dome is an icosahedron as 
mentioned above. Each face is a regular triangle, whose 
sides are evenly divided by n equally-spaced points. New 
sides pass through the points parallel to the original sides. 
New sides form 2n new triangles, which are projected onto 
the hemisphere surface from the center. Finally, projected 
vertices are connected to form a new triangle mesh. By doing 
the processing above over the dome, faces are divided into n2 
sub faces.  

2.4 Hierarchy Control based on Light Source 
Brightness 

Since all the new faces are included in the existing face 
before division, an inclusion relation can be expressed as a 
hierarchical structure. We call the number of division m the 
number of the hierarchy. An optimal number of hierarchies 
can be determined considering the processing speed of 
hardware, required rendering quality and complexity of light 
source image. The area including a higher luminance source 
strongly influences the rendering result. Therefore, 
subdividing the faces containing higher luminance points 
enhance the rendering accuracy, since the direction of the 
light source is settled more accurately after the division. In the 
procedure, light source distribution for each face is examined, 
then the highest luminance source included in each face is 
picked up. By thresholding, faces with higher brightness are 
divided into deep hierarchies. On the other hand, faces with 
only dark sources are not used for the following processing 
because of less influence in the total luminance calculation. 
The procedure above can be express in a pseudo-code as:  

Repeat the following 
For each light source  { 

For each polygon  { 
Calculate t so that t*(light source vector) is on 
the polygon plane  
If  ( t <=0 )  { 

search in the next face.  
} 

P = t*(light source vector)  
If  ( P is within the polygon ){ 

Add the light source in the polygon 
Break 

}  
} 

} 
For each polygon { 
  If (maximum intensity in the face > threshold ) 

&&(division number < max hierarchy number ){ 
   divide the polygon 

}else{ 

 Exit 
} 

} 

2.5 Rendering 
Using every single pixel on the lighting map as a light source, 
a CG object is illuminated and rendered. We use local 
illumination that uses rays directly reached from the light 
source. Every ray is used for computing specular and diffuse 
reflection, and for each vertices on the CG object, the color to 
be rendered is determined as in the equation below. 
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where, I is the colour of the vertex, K represents the  
reflectance coefficient, and N denotes the normal vector on 
the vertex. V is a vector from the vertex to the viewpoint. μ 
denotes a sharpness coefficient for the specular. Face m on 
the dome emits light of intensity Lm. The total number of light 
source is M. Suffix s and d denotes the component of 
specular and diffuse reflection, respectively.  
 
3 IMPLEMANTATION AND DISCUSSION  
We implemented the process mentioned above using C++ 
with graphics libraries, OpenGL and GLSL. A CG object 

 
(40,000 vertices) is rendered using fisheye pictures as light 
source images (120x120 pixels) (Figure 4). The division 

(a)

(b) (c)

Figure 4 : Rendering materials ; CG object, ‘happy 
budha’[9](a), Light source images of ceiling with 
daylight (b), with 2 lights (c) and 4 lights (d)  

(d)
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numbers and rendering results are shown in Tables 1, 2 and 
3. Figure 7, 8 and 9 show the lighting map for each hierarchy 
and its rendering results. The higher hierarchy shows more 
intense highlights and the specular reflection varies in its 
position. The increase in bright light sources lifts the total 
image brightness. Table 5 shows absolute average of pixel 
value differences between rendered images of adjacent 
hierarchies. Table 6 shows pixel value differences between 
the proposed method and the original light map. The depth of 
the hierarchy clearly changes the rendering quality. 
Systematic subdivision may automatically show the optimized 
balance between process time and output quality, according 
to the application demands.  
 
4 SUMMERY 
This paper proposed a hierarchical subdivision approach for 
re-sampling image pixels that can be systematically used for 
IBL. Experimental results showed that the depth of the 
hierarchy might control the LOD of the light source 
distribution. Our future work will be focused on optimization 
criteria for re-sampling, considering the user’s intention to 
control the dynamic range of the camera to render CG objects 
and demonstrate  real-time AR/MR applications.  
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Table 1: Processing time and division number 
for daylight image (from Figure 4(b)) 

Hierarchy 
Number 1 2 3 5 

processing 
time  
(Sec/ frame)

2.797 3.703 4.188 6.031

creation 
time(Sec) 2.641 3.422 3.891 4.828

division 
number 65 131 281 1742

 
Table 2: processing time and division number 

for 2 lights image (from Figure 4(c)) 

Hierarchy 
Number 1 2 3 5 

processing 
time  
(Sec/ frame)

0.157 0.250 0.281 0.671

creation 
time(Sec) 0.328 0.406 0.484 0.375

division 
number 47 80 119 281

 
Table 3: processing time and division number 

for 4 lights image (from Figure 4(d)) 

Hierarchy 
Number 1 2 3 5 

processing 
time  
(Sec/ frame)

0.250 0.313 0.391 0.547

creation 
time(Sec) 0.406 0.500 0.609 0.906

division 
number 50 86 143 398
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Figure 6 :Rendering difference between 
subsampled and original light map (dark room) 

Figure 5 : Rendering difference 
 between adjacent hierarchies (dark room) 

(a)

(c)

(e)

(b) 

(d) 

(f) 

Figure 7 : light map for daylight image (left column)
 and rendering results (right column) 

(g)

(i) 

(h) 

(j) 
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(a) 

(c) 

(e) 

(b) 

(d) 

(f) 

(g) 

(i) 

(h) 

(j) 
Figure 8 : light map for 2 lights image (left column) 

and rendering results (right column)  

(a)

(c)

(e)

(b) 

(d) 

(f) 

(g)

(i) 

(h) 

(j) 
Figure 9 : light map for 4 lihgts image (left column) 

and rendering results (right column)  
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Abstract 
The authors have proposed a driving method of a piezoelectric actuator by using current pulses for the high 
resolution. It was compared with the voltage drive with a linear amplifier. For a step input, the linearity of the 
steady-state values by the current pulse drive was better than that by the voltage drive because the hysteresis 
of the displacement to the applied voltage was small. The direction of the creep was in reverse each other. 
The leak current also affects the stability of the displacement. 
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1 INTRODUCTION 
Piezoelectric actuators extend several tens of micrometers in 
maximum, and they have a potential of a nanometer-order or 
finer resolution. The deformation of the piezoelectric actuator 
is generally controlled by adjusting applied voltage [1]. In a 
simple feed-forward control, the hysteresis and creep of the 
displacement to the applied voltage to the piezoelectric 
actuator is observed. The displacement is sometimes fed 
back for the precision positioning to avoid the hysteresis [2]-
[4]. A linear current drive circuit is usually complicated and 
neither the terminals of a piezoelectric actuator are generally 
connected with the ground [5]. 
On the other hand, a charge control by supplying continuous 
current or detecting induced charge on the electrode attached 
at the ends of a piezoelectric actuator has been proposed in 
which the hysteresis of the displacement is not observed 
[6][7]. This method also has the same problem as the voltage 
source because it uses a digital to analogue converter. 
The Δ or ΣΔ conversion and the pulse density modulation 
(PDM) of the applied voltage to the actuator as input and 
output methods have ensured simple configuration of control 
system and high resolution [8]. It is expected that a series of 
current pulses may allow better performance because the 
piezoelectric actuator is a capacitive load. The authors have 
proposed a driving method by using a series of current pulses 
[9]. A piezoelectric actuator can be regarded as a linear 
device by driving this method because it is a kind of charge 
control.  
The performance of the current pulse drive has been 
compared with that of the voltage drive through a simulation 
with a Martin’s model [10]. This model does not represent the 
hysteresis [11]. Some models that can represent the 
hysteresis by using Preisach or generalized Maxwell model 
[12][13]. Their parameters are experimentally identified and 
adjusted for the voltage drive. Therefore, experimental 
evaluation is easier than theoretical one for the hysteresis 
and creep performance  

In this paper, a driving performance of a piezoelectric 
actuator by using the current pulse is compared with a 
voltage linear drive through experiments. At first, the principle 
and results by the driving method by using the current pulse 
is introduced. Then the comparisons between them are 
described. 
 
2 DRIVING PRINCIPLE 

2.1 Configuration of Driving Circuit 
Figure 1 shows a driving circuit of the piezoelectric actuator 
by current pulse [9]. It consists of n current souses, Ip1 > Ip2 > 
… > Ipn, and m current sinks, Im1 > Im2 > … > Imm, connected 
by switches Sp1, Sp2, …, Spn, Sm1, Sm2, …, Smm in parallel 
where m, n=1, 2, … Each switching duration is Tp1, Tp2, …, 
Tpn, Tm1, Tm2, …, Tmm. The output current pulse from the 
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Figure 1: Configuration of driving circuit. 
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driving circuit follows the driving signals to select one of the 
current sources or sinks provided by the controller. 

2.2 Driving Method 
Figure 2 shows a schematic displacement of the piezoelectric 
actuator [9]. If the error against a reference value is large, the 
driving circuit provides Ip1 or Im1, for a quick deformation. Then 
the corresponding current with the error is provided. If the 
error is smaller than the deformation driven by Ipn or Imm, the 
driving circuit is disconnected from the piezoelectric actuator 
with a high output impedance and does not provide any 
current pulse. 
This method is a kind of the charge control because the 
charge amount is represented by the product of the pulse 
duration by the current value. Consequently, the 
displacement with little hysteresis in any range of the applied 
voltage is promised. The displacement can be predicted by 
counting the given pulses without the displacement feedback. 
The ΣΔ conversion is generally more preferable than the Δ 
one [14] for the generation of the driving signals. Because the 
piezoelectric actuator performs as an integrator of the current 
pulse, the driving signal was generated based on the Δ 
conversion for pulse density modulation (PDM) shown in 

Figure 3 [9], implemented as the software. The driving pulse 
signals were separately provided to each source and sink. 
3 EXPERIMENTAL SETUP 
Figure 4 illustrates an experimental setup. The driving circuit 
consists of three sets of the current sources and sinks: 
coarse- (1 A), medium- (20 mA) and fine-step ones (0.5 mA) 
as shown in Table 1. The thresholds are used in the feedback 
control to switch the current pulse values. 
Figure 5 shows a brief circuit diagram of a set of a current 
source and sink. A set of the current source and sink were 
mounted on a board and three sets were connected in 
parallel. N-channel MOS-FETs were used for switching 
devices. The output current I is regulated to: 

f

ref
R

V
I =  (1) 

where Vref and Rf are a reference voltage and feedback 
resistor. The high-side gate circuit is isolated with a photo 
coupler and DC-DC converter. The measured minimum pulse 
duration of the current sources and sinks was 16 μs. 
The displacement of a stacked piezoelectric actuator with a 
capacitance of 1.4 μF (AE0505D16 by NEC-Tokin) is 
magnified by a flexure hinge mechanism made of aluminium. 
It deforms 70 μm at an applied voltage of 100 V with a 
hysteresis of 14 %. The first and second natural frequencies 
were 770 and 1800 Hz, and the anti-natural frequency was 
1200 Hz in the case of attached a small steel plate as a 
sensor target. The space around the piezoelectric actuator 
was filled with gel to passively suppress the residual 
vibration. The damping ratio measured by the logarithmic 
decrement method [15] was 6.25×10-2.  

Driving pulse
signals

Coarse-sink

Fine-sink

Coarse-source

Fine-source

Displacement

Figure 2: Driving signals and displacement of piezoelectric 
actuator. 
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Figure 3: Δ converter. 
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Piezoelectric
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Figure 4: Experimental setup. 

Table 1: Peak and duration of current pulse. 

Resolution Current 
mA 

Pulse 
duration 

μs 

Step 
nm 

Threshold 
nm 

Coarse 1000 16 3000 4500 

Medium 20 20 112 224 

Fine 0.5 50 7 14 
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A digital signal processor (DSP) was used as a controller. 
The control program was written in C language. A desired 
number of the current pulses for a reference were 
sequentially given in the current pulse drive. 
Because the current sources and sinks have a high output 
impedance, the displacement was kept unless additional 
current pulse was given. Therefore, the piezoelectric actuator 
was initialized by discharging through a resistor of 100 kΩ 
after each experiment. 
For the voltage linear drive, a reference was provided from a 
14-bit D/A converter and then was magnified 20 times with a 
power amplifier with a band width of 500 kHz and the 
maximum peak current of 5.7 Ap-p. Because the maximum 
current of the voltage linear amplifier is larger than the current 
pulse drive, its slew rate is larger than that of the current 
pulse drive. 
The displacement was measured with a capacitance 
displacement sensor with a measurement range of 50 μm, a 
resolution of 10 nm and a bandwidth of 20 kHz. It was used 
for the evaluation of the performance in the feed-forward 
control and for the displacement measurement in the 
feedback control. The signals were recorded with a 10-bit 
digital oscilloscope (its input impedance: 10 MΩ). 
 
4 EXPERIMENTAL RESULTS 

4.1 Example of displacement control 
Figure 6 shows a comparison of displacement by the current 
pulse drive with that by a voltage linear drive. The reference 
displacement was set to the sinusoidal wave with a frequency 
of 0.5 Hz and an amplitude of 20.0 μm. The cycle time of the 
every current pulse was set to 100 μs. The hysteresis was 
negligible in the current pulse drive. The average step a pulse 
was 6 nm/pulse, which is equivalent to a 13-bit DAC. 
The frequency elements of the noise in the Δ conversion are 
squeezed out of the low frequency range in principle. In 
addition, the current pulse is integrated by the piezoelectric 
actuator. Therefore, the displacement mainly contained a 

frequency element of 0.5 Hz though the driving signals 
contained higher ones [9]. 
The dielectric loss by the current pulse drive is equal to that 
by the voltage linear drive and smaller than that by the 
voltage pulse drive [16]. 

4.2 Linearity 
Because the step heights varied a little depending on the 
ambient conditions, the step heights were adjusted in each 
experiment at an amplitude of 20 μm both in the current pulse 
drive and voltage linear drive as shown in Table 1. All cycle 
times were set to 100 μs by adjusting the intervals. 
The reference was changed from 5 to 40 μm. Figure 7 (a) 
shows displacements by step inputs. The displacement was 
linearly increased by the current pulse drive with the small 
and medium pulses. The resolution of the displacement by 
the large pulse is too coarse to drive the piezoelectric 
actuator precisely. The displacement by the voltage linear 
drive followed the hysteresis curve. Figure 7 (b) shows 
linearity errors. The errors were almost within the steps by the 
current pulse drive. The capacitance of the piezoelectric 
actuator is decreased with an increase of the terminal voltage 
or displacement. This also affected the linearity. 

4.3 Creep 
Figures 8 and 9 show the creep of the piezoelectric actuator 
with a rising and falling step input, respectively. To equalize 
the displacement each other, a step of 30 V was applied by 
the voltage linear drive and small pulses for 280 ms were 
provided by the current pulse drive. 
The creep by the voltage linear drive was large at the 
beginning but became smaller after 30 s as shown in each 
Figure (a). The directions of the creep by the current pulse 
drive were in reverse as shown in each Figure (b). The creep 
in the initial 10 s was smaller than that by the voltage linear 
drive. In the case that the voltage amplifier was disconnected 
just after the rising or falling of the step voltage, the direction 
of the creep was similar to that by the current pulse drive as 
shown in each Figure (c). The decrease of the displacement 
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in each Figure (b) was larger than that in each Figure (c). The 
leak current in the driving circuit affected the stability of the 
displacement even though its output impedance is very high. 
The leak current to cancel the spontaneous polarization flows 
inside the piezoelectric actuator so that the displacement was 
decreased as shown in Figures (b) and (c). 
The delay of the polarization causes the creep, and the 
reverse piezoelectric effect by the deformation of the 
piezoelectric actuator generates spontaneous charges. 
Because the voltage amplifier always provides the charge 
after the change of the applied voltage is ended, the 
spontaneous charges are cancelled. On the contrary, the 
charges are not cancelled by the current pulse drive because 
its output impedance is very high. Because the combination 
of the phenomena mentioned above with the leak current 

caused the displacement shown in Figures (b) and (c), the 
change was not monotonic. 
 
5 SUMMARY 
In this paper, a driving performance of a piezoelectric 
actuator by using the current pulse was compared with a 
voltage linear drive through experiments. Conclusions can be 
drawn as follows. 
1. For a step input, the linearity of the steady-state values by 

the current pulse drive was better than that by the voltage 
drive because the hysteresis of the displacement to the 
applied voltage was small. 

2. The direction of the creep was in reverse each other. 
3. The leak current also affects the stability of the 

displacement. 
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Steady State Analysis of Gyroscopic power Generator 
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Abstract 

Supplying electric power to information and communication devices is a critical issue for both current mobile 
networks and coming ubiquitous systems. To achieve this, we focus on dynamic energy conversion systems 
that utilize human vibrations in daily life. The gyroscopic power generator has a rotor, which moves three 
dimensionally and spins at a high speed from low frequency vibrations, such as human movements. In this 
paper, simple equations that indicate the relationships among input vibration, rotor movement, impedance of 
the output circuit, and the critical conditions for stable rotation are derived. Next, by measuring the phase 
difference between input vibration and rotor precession angle, and critical conditions for stability using 
prototype generators, validity of the theory is verified. 
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Gyroscopic power generator; Phase difference; Stability analysis 

 
 
 
 
 
1 INTRODUCTION 

To solve energy supply problems for mobile and ubiquitous 
equipment, many power generation systems utilizing energy 
in nature have been studied [1]. Generators using vibration of 
moving bodies is a prospective technology because low-level 
vibrations occur in many environments and they can generate 
electric power at various locations.  
In general, their potential power is proportional to their 
oscillatory mass and the square of the oscillating velocity. 
Thus, it is difficult to produce generators that are small in size 
and can generate high power at a low vibration level.  
To solve this problem, we focus on a gyroscopic power 
generator utilizing precession and friction of a rotating 
cylinder [2]. This generator can generate a large amount of 
power (>1 W) but has difficulty in achieving stable rotation. 
Thus, it is necessary to study its rotating state both 
theoretically and experimentally to clarify the stability design 
conditions and develop a practical device. 
In this paper, the structure and power generation principle of 
the generator is explained. Next, a dynamic model of the 
device is presented and the relationships among input 
vibration, rotor movement, damping force to the rotor, and the 
critical conditions for stable rotation are derived. Finally, by 
measuring the phase difference between input vibration and 
rotor precession angle and critical conditions for stability 
using a prototype generator, validity of the theory is verified. 
 
2 CONFIGURATION 

In this section, we describe the principle of the gyroscopic 
power generator (Figure.1). There is a rotor with magnets that 
rotates about the y-axis at ωy and about the z-axis at ωz. The 
shaft of the rotor is supported by tracks convolved with the 
coil. The track gap is slightly larger than the diameter of the 
shaft. When the track is rotated about the x-axis at ωx, torque 
is produced in the rotor in the direction of ωx, and the rotor 

starts precession movement at ωz by the law of angular 
momentum. Then, the frictional force from the track is applied 
to the shaft. Figure 2 shows the generator as seen from the x-
axis. The shaft contacts only one of the track sides because 
of the space between tracks. The frictional force generates 
torque in the direction where rotation ωy of the rotor is 
increased. As a result, the rotor spinning speed increases as 
the track is rotated and vibrated. This principle of operation is 
used in the toy called Dynabee [3][4]. Figure 3 shows the 
generator as seen from the y-axis. Since the rotor shaft 
changes direction by precession, the coil and the rotor are 
arranged perpendicularly. By rotating the magnets, the 
magnetic field in the coil surface is changed and an 
alternating voltage is generated in the coil. 
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Fig, 1: Structure of the gyroscopic generator. 
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3 THEORY 

To analyze the intricate rotation, we define some coordinate 
systems (Figure.4). The right-handed orthogonal coordinate 
system E is an inertial coordinate system that consists of 
vectors E1, E2, and E3. The center of E is O, which is fixed at 
the center of the tracks. E1 and E2 are aligned in a horizontal 
plane and E3 is vertical to them.  The track swing rotation by 
angle θ around E2 is expressed as  

t sin0                                                                    (1) 

where θ0 is the amplitude, and  is the frequency of the input 
vibration. We defined vectors et1,  et2,and et3 from a right-
handed orthogonal coordinate system et, which corotates with 
the track. Vector et2 is matched to E2, and et3 is aligned 
normal to the track’s plane. 
The rotor precesses around et3. We defined vectors e1, 
e2,and e3 from a right-handed orthogonal coordinate system 
e, which corotates with the rotor precession. Vector e3 is 
matched with et3, and e2 is located on the shaft. The top of 
the rotor axis contacts with an upper track at point P (Fig.5). 
The esystem is rotated e by –β—the angle between OP and 
e1 around e2. eπ2 is matched to e2, and e1 is matched with 
OP. We define ξ as 




tan

1


a

t

R

R
                                                           (2) 

where Ra and Rt are the rotor shaft and the track radii, 
respectively. If it is assumed that the shaft rolls the track 
without sliding, the relationship between γ and α is 

                                                                                (3) 

where γ is the spin angle, and α is the precession angle. The 
angular velocity of the rotor ωr is given by the sum of the 
three rotation vectors;  rotation of the et-system in the E-
system, rotation of the e-system in the et-system and rotation 
of the rotor in the e-system.  By transforming the result into e-
system, ωr is given as follows.   

     321 cossin eeer            (4) 

 

The angular velocity Ω of the e-system to E-system is  

    321 cossin eee                           (5) 

Because the e-system corresponds to the principal axes of 
inertia of the rotor, the rotor angular momentum L is 

    322211 cossin elelelL     (6) 

 
  

 
 
 

 
 
where I1 and I2 are the principal moment of inertia about the 
rotor principal axis and the orthogonal axis. The torque 
applied to the rotor from the track is given by 

ta RF22                                                                      (7) 




cos

2
3

tb RF
                                                                    (8) 

where Fa is the normal component of reaction, and Fb is the 
frictional force(Fig.5). The torque is represented by Eq. (9) 
using the moment against the rotation, 

13322 eeeM  
                                         (9) 

 
 
 

Fig, 5: Definition of the eπ coordinate system 
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where σ is a damping coefficient for rotor spin caused by the 
electromagnetic force and mechanical resistance. 
Substituting Eqs. (3), (5), (6), and (9) into Euler’s equation 

Eq. (10) gives Eq. (11).  

L
t

L
M 




                                                   (10) 
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 This is a nonlinear differential equation; although, an 
analytical solution is not obtained, an approximate solution in 
the steady state is obtained. In the steady state, the track 
vibration synchronizes with the rotor precession movement. If 
it is assumed that the rotation speed is constant, then 

t                                                                       
(12) 
is obtained, where  is the phase difference between α and t 
and a constant value. Substituting Eq. (12) and the 
relationship that the first and second differentials of  are 0 
into the first equation of Eq. (11) and integrating it in a 
vibration cycle, the following equation is obtained.  

01

2
cos






I
                                                         (13) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Other unknowns, κ2 and κ3, are determined from other 
equations obtained from of Eq. (9), which give the condition 
for non-slip rotation. This condition, however, stands 
automatically when the static friction coefficient is sufficiently 
large. Thus, we consider only Eq. (13) from now on. The next 
expression is necessary for Eq. (13) to have a solution, as 
cos ≤ 1. 






2

01I
                                                                     (14) 

 
This expression gives the condition that the stationary 
rotation exists.  Since the generated electric power is 
proportional to the damping coefficient when mechanical 

loss is neglected, the maximum  given by Eq. (14) decides 
the optimum  for the maximum power generation.  
 
4 EXPERIMENTAL APPARATUS 

To verify the theory in the preceding section, an experimental 
apparatus that generates sinusoidal vibration and measures 
precession angle of the rotor is constructed. A servomotor is 
used to give the generator a sinusoidal input vibration (Fig.6).  
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Motor controller 
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Figure 6 : Photo of the measurement system 
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Fig, 7: Sinuisoidal input oscillation device 

To capture an instant position of gyroscopic precession, we 
developed stroboscope light from a servomotor pulse.  If the 
rotor movement is in a steady state and the strobe flashes 
synchronized with the input vibration, we can see the rotor as 
if it were in a stationary state at a particular vibration phase.  
Using this apparatus (Figs.7 and 8), we set various 
parameters for rotation and study steady state operation. 

 
Fig, 8: Outline of the measurement system . 

 
5 EXPERIMENTAL AND CALCULATED RESULTS 

5.1 Phase difference 

To verify Eq. (13), we measured the phase difference  in the 
apparatus of Figs. 7 and 8 by changing the external 
resistance, number of coil turns, and servomotor vibration 
amplitude and frequency. The resistance and coil turns affect 
σ in Eq. (13). When each parameter meets the requirements 
of Eq. (14), the rotor can reach the steady state. Figures 9 
and 10 show photographs taken at a steady state and when 
the input phase was zero (t = 2n), where θ0 was 35 
degrees, τ was 2.5 Hz, and the external resistance Ro was 10 
Ω. There are 150 coil turns N in Fig.9 and 25 in Fig.10. 

 
Fig,9: Photo at θ = 0 for N = 150. 

 
Fig, 10: Photo at θ = 0 for N = 25. 

Figure.11 shows a graph in which the measured phase 
difference is plotted when the input amplitude and frequency 
are changed. In this graph, the plot number is different in 
each parameter grouping. We can assume that the 
gyroscopic generator exceeds the stability limit in such cases. 
In the curves connecting measured points, cos decreases as 
the input amplitude and the frequency increase. These results 
qualitatively agree with the theoretical result shown by Eq. 
(13).   

 
 
 

       Fig, 11: Relationships between Input amplitude and 
phase difference for various input frequency. 
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Next, to compare the experimental and the theoretical results 
quantitatively, we calculate σ using the voltage wave pattern 
of the generator (Fig,12). When T is the period of the rotor 
spin cycle and Ri is the internal resistance, the averaged 
electrical damping σe in a spin cycle is given by Eq. (15).
Furthermore, mechanical damping σm is calculated as in Eq. 
(16) by using the measured phase difference o at the open
circuit condition.  Then the total damping  is given by Eq. 
(17).

 
 


T

oi
e dttV

TRR 0

2
22

1


                        (15)

0
01 cos

2







I
m                                                   (16)

me                                                                  (17)

Figure 13 shows the measured and theoretical values of 
cos.  In the experiment, the number of coil turns N and the 
outer resistance Ro are changed to change electrical damping 
e. e increases as N increases and Ro decreases. In the 
calculation,  was given by Eqs. (15) to (17) and the results 
are shown for Ro = 10.  In the experimental results, 
cos increases as N increases and Ro decreases, that is as e

increases. This agrees qualitatively with Eq.(13). 
Furthermore, at Ro =10 , the calculated results agree 
quantitatively with the experimental ones. 

Time 
Figure 12: Generator output valtage . 

    

Figure 13: Relationchips between electrical Impedance and 
phase difference. 

5.2 Stability limit 

Finally, we verify the stability condition. From the equality 
condition of Eq. (14), Eq. (18) is obtained as a critical 
condition for stability.  






2
min01I

                                                                (18)

Since σ is obtained under both dynamic and electrical 
conditions, we verify the validity of Eq. (18) by comparing σ
obtained by the two methods. σ is calculated dynamically by 
measuring I1, θ0, τ and ξ at the critical conditions. First, we let 
the servomotor produce vibrations large enough to provide 
stable rotation. Next, τ is maintained constant, and θ0 is 
decreased gradually until stability is lost. At that moment, θo

gives θ0min, and σ is calculated from Eq. (18). Also σ is 
obtained electrically by Eqs.(15)-(17).   
Figure 14 shows the damping constant σ at the critical 
conditions for various output resistances Ro at τ = 2 Hz.  In 
both results,  decreases as Ro increases and they coincide 
well. 

Figure 14:  Relationships between damping constant and 
external resistance at critical condition  

6 CONCLUSION 

To realize a compact and high-power electric generator for 
mobile and ubiquitous equipment, we studied the dynamic 
characteristics of a gyroscopic generator. First, simple 
equations indicating the relationships among input vibration, 
rotor movement, damping constant, and the critical condition 
for stable rotation were derived. Next, by measuring the 
phase difference between the input vibration and rotor 
precession angle and the critical conditions for stability using 
a prototype generator, validity of the theory is verified. 
These results show that the phase difference changes from 
90 degrees to 0 as the dynamic conditions, such as the input 
vibration, and mechanical and electrical damping, come close 
to the stability limit.   
The output power of the generator increases as the electrical 
damping increases. Thus, the electrical damping should be 
increased as much as possible and set to the stability limit. 
However, the critical damping is not constant and cannot be 
known beforehand, as the total damping includes mechanical 
damping, which changes with the driving conditions.  
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This study implies that the phase difference indicates the 
stability margin, and electrical damping should be set such 
that phase difference is slightly larger than zero. By 
measuring the phase difference, electrical damping is set to 
the optimum value without knowing the mechanical damping 
and other parameters. The electrical damping of the 
generator can be easily changed by changing the number of 
coil turns [5]. This characteristic is useful for driving the 
generators efficiently even when environmental and input 
conditions vary.  
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Characterization of Shape Memory Piezoelectric Actuator and 
 Investigation of the Origin of the Imprint Electrical Field 
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Abstract 
Shape memory piezoelectric actuator had been fabricated by inducing the imprint electrical field by applying dc 
field of 3.5 kV/mm in 150 ˚C environment for several hours. The actuator was operated by pulse shaped 
voltages of 100 ms width and ±130 V amplitude alternately. The actuator kept more than 150 μm shape 
memory even after 104 cycling. Moreover, a detailed investigation about the origin of this asymmetric 
phenomenon was carried out by measuring the strain hysteresis and polarization hysteresis simultaneously. 
These observations suggest that the irreversible polarization  takes a major role for the asymmetry and imprint 
electrica field. 
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1 INTRODUCTION 
Ferroelectric materials are widely utilized for various 

applications due to their multifunctional properties, such as 
ferroelectric random access memories (FeRAMs), 
piezoelectric actuators, sensors, and so on [1-4]. These 
applications are fall into two general categories in terms of 
switching of its polarization. One is FeRAM application that 
uses switching of their remnant polarization as 1-bit 
information. The other application is the application that never 
utilizes their polarization switching after the poling process. 
These applications use quite different principles of 
ferroelectric materials. In the latter case, for example, 
piezoelectric actuators use converse piezoelectric effect and 
are applied for precision positioning systems, fuel injection 
systems, ultrasonic actuators, micro actuators and etc [5-7]. 
In recent years, piezoelectric actuators are expected to be 
potential candidates for micro-electro-mechanical-system 
(MEMS) actuators because of their simple structure and high 
energy density [8-9]. However, there are some problems of 
piezoelectric actuator for application to MEMS device. One is 
that they need high operating voltages. Another one is that 
they need continuous driving voltage to keep a certain 
piezoelectric displacement.  
To solve these problems, we have proposed the shape 

memory piezoelectric actuator which is operated by pulse 
shaped voltage reversing its polarization. This actuator is able 
to keep a certain piezoelectric displacement without any 
operating voltages. The pulse shaped voltage can be easily 
fabricated with one capacitor and transducer from low voltage 
source; then this actuator realizes low voltage operation and 
low energy consumption. 
In the previous paper [10-11], the detailed characterization 

of the actuator and the exact origin of this phenomenon are 
not discussed yet. Therefore there is no design consideration 
to fabricate the shape memory piezoelectric actuator. In this 
report, the origin of the phenomenon was investigated and 
discussed using the results about the strain hysteresis curve 
measured with polarization hysteresis curve simultaneously. 
 

2 PRINCIPLE 

2.1 Memory effect with imprint electrical field 
 The principle of the shape memory piezoelectric actuator is 
based on the memory effect caused by imprint electrical field 
in ferroelectric materials. The principle of the memory effect is 
shown in Fig.1. Field dependence of the ferroelectric 
properties, polarization and strain, are shown with or without 
imprint electrical field. In the case of conventional 
ferroelectrics, spontaneous polarization is used for memory 
effect. On the other hand, their strain does not, because their 
strain hysteresis curve (butterfly curve) is symmetric and has 
only one stable strain condition regardless of the direction of 
its polarization. On the other hand, if the imprint electrical field 
exists in the ferroelectric materials, this property changes. 
The imprint electrical field is well known phenomenon in the 
field of ferroelectric thin film [12-14] as an offset inner field. 
This phenomenon causes serious failure of FeRAMs. Thus, 
the researches to prevent imprint behaviour have been 
intensively studied. However its origin is unclear yet. With 
imprint electrical field, the D-E hysteresis of the ferroelectric 
shifts to the direction of field axis and become asymmetric. At 
the same time, not only their D-E hysteresis, but also their 
butterfly curve shits to the direction of field axis and become 
asymmetric. With this asymmetricity, the ferroelectric 
materials become to have two distinct stable values of their 
strain at the point of zero fields according to their polarization 
state; this means memory effect of strain. Thus it can be the 
shape memory piezoelectric actuator by reversing its 
polarization.  
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Figure 1. Principle of the memory effect with imprint electrical 
field 
 

2.2 Pulse driving of the actuator 
The operating sequence of the shape memory piezoelectric 
actuator by pulse shaped voltage is shown in Fig.2. In this 
illustration, a bending type piezoelectric actuator is shown. 
First, if the conventional ferroelectric actuator, which has 
symmetric butterfly curve, is operated by the pulse shaped 
voltage plus and minus alternately (the amplitude should be 
enough large to switch its polarization), the displacements at 
the point of zero voltage are same regardless of the 
polarization. Thus, the actuator doesn’t have memory effect. 
On the other hand, if the actuator with imprint electrical field, 
which has asymmetric butterfly curve, is operated in the same 
fashion, the actuator has two distinct stable displacements at 
the point of zero voltage according to its polarization state. As 
a result, the actuator realizes the shape memory for the 
difference of two stable displacements.  
 

 
Figure 2. Pulse operation of shape memory piezoelectric 
actuator. 

3 EXPERIMENTAL SET UP 

3.1 Experimental instruments  
 Commercially available soft type PZT unimorph actuators 
(Nihon Ceratec, LPD3713X) were used for the experiments. 
The actuator is composed of a metal pate (0.2 mm thick, 37 
mm long, 13.4 mm wide) and soft type PZT (0.2 mm thick, 28 
mm long, 13.4 mm wide) on one side of the metal plate. To 
measure the butterfly curve of the actuator, one side of metal 
plate was clamped and was operated. The displacement of 
the actuator was measured by laser displacement sensor 
(Keyence, LC2450). Simultaneously, its polarization was 
measured by ferroelectric tester (Radiant, Precision LC). The 
picture of experimental setup is shown in Fig.3. 

 
Figure 3. The picture of experimental setup 
 

3.2 Imprint treatment  
To induce the imprint electrical field to the actuator, high dc 

voltage of 3.5 kV/mm was applied for several hours in high 
temperature oven set at 150˚C. The actuator was put into the 
oven set at 150˚C and was electrically shorted to avoid the 
charges that were appeared by pyroelectric effect. Then, high 
voltage was applied, gradually increasing the voltage to +700 
V. When the voltage became to +700 V, the time was started 
to be counted to set hours. After that, the oven was turned off 
and the actuator was cooled down to about 60˚C. It took 3 
minutes for cooling. After cooling down, the applied voltage 
was gradually decreased to zero. It took about 1 minute. 
Then, the actuator was aged in room temperature before the 
measurement. For all experiments, the direction of the 
applied high field was from the top electrode to the bottom 
electrode.  
 
4 CHARACTARIZATION OF ACTUATOR 

4.1 Change of the polarization hysteresis and butterfly 
hysteresis of the actuator by imprint treatment 

A shape memroy piezoelectric actuator was fabricated by 4 
hour imprint treatment. The actuator was operated by 260 Vpp 
ramp wave. The butterfly curve of the actuator just after the 
imprint was changeable by the applied field. Therefore, the 
history of the applied field is notable. To measure its butterfly 
curve and polarization hysteresis, the actuator was operated 
with two sequence of 260 Vpp ramp wave after several sets of 
pulse shaped voltages of 100 ms width and ±130 V amplitude 
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had been applied. The results are shown in Fig.4 with the 
initial (unpoled) ones. The initial butterfly curve was 
symmetric and didn’t have a memory effect of displacement. 
On the contrary, after the imprint treatment, its butterfly curve 
became asymmetric and had memory effect of piezoelectric 
displacement.  
From the polarization hysteresis results, it was shown that 

the imprint electrical field had been induced by the high dc 
voltage treatment. However, it should be noted that the 
imprint treatment reduced the switchable polarizatoin of the 
actuator. This result indicates the origin of the asymmetric 
behavior is not only the imprint electrical field but also the 
change of switchable polarization. The origin of this 
phenomenon is discussed in the latter section.  
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Figure 4. Butterfly curve of piezoelectric displacement(a) and 
polarization hysteresis (b) before and after the imprint 
treatment.  
 

4.2 Pulse operation and time dependece 
The fabricated shape memroy piezoelectric actuator was 

operated by the pulse shaped voltage of ±130V amplitude, 
100 ms width. Fig.5 (a) shows the result of the pulse 
operation after some dozen times of ramp wave and pulse 
application. It is confirmed that the actuator had two stable 
displacements at the point of zero voltage and could keep the 
displacement without any applied voltages. This actuator 
realized the shape memory of 200 μm.  

 The time dependent change of the displacement is also 
shown in Fig.5 (b). After the application of plus pulse voltage 
of 130 V, the actuator could keep the displacement at least 
500 second. The long range time dependence of the memory 
effect is on going work.  
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Figure 5. Pulse operation of the shape memory piezoelectric 
actuator. 
 

4.3 Fatigue behavior by continuous cycling  
That is already noted that the butterfly curve after the imprint 

treatment is changeable by the applied field. Therefore, it is 
reasonable that the shape memory gap changes during the 
continuous cycling of the polarization switching by the pulse 
shaped voltages. Then, the fatigue test was carried out with 
several hour imprint treated actuators. The actuators were 
operated by the continuous cycling of the pulse shaped 
voltage of ±130 V amplitude and 100 ms width. During the 
operation, the shape memory gap was measured. Fig.6 
shows the results the dependency of the imprint treatment 
conditions. Almost all the sample showed similar fatigue 
tendency. The shape memory gap reduced in proportion to 
the logarithm of cycling number in the first stage of fatigue  
and after about several thousands cycling, the shape memory 
gap become to be stable at least about 5x104 cycling. 
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Moreover, it was found that the longer impirnt time is 
important to reakuse stable shape memory gap. 
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Figure 6. Fatigue propetis of shape memory gap  by 
continous cycling of the polarization switching. 
 
5 INVESTIGATION OF THE ORIGIN OF THE 

ASYMMETRIC BEHAVIOUR OF THE ACTUATOR 

5.1 Imprint electrical field characteristics due to the 
applied field  

In the above chapter, the shape memory piezoelectric 
actuator was characterized and the fatigue behaviour showed 
on the dependency of the imprint conditions or operating 
conditions. Therefore, there should be the optimum condition 
for realizing the high performance, such as large shape 
memory gap, high tolerance to fatigue, low voltage operation. 
To design the shape memory piezoelectric actuator, the 
detailed understanding of the imprint electrical field 
phenomenon is absolutely imperative. Thus, in this chapter, 
the detailed investigation of the asymmetric behaviour of the 
strain butterfly curve is discussed. 
For the first step, the electrical field dependency of the 

piezoelectric strain and polarization were measured using the 
imprint treated sample and the virgin sample. For the whole 
measurement, the frequency of the applied ramp wave was 
fixed to 0.25 Hz and each wave was applied two times for 
each amplitude. The amplitude of applied voltages were from 
200 Vpp, 260 Vpp, 270 Vpp, 280 Vpp, 290 Vpp, 300 Vpp, 310 Vpp, 
320 Vpp, 340 Vpp, 400 Vpp and 500 Vpp. The results with 
applied voltage amplitude of 200 Vpp,  280 Vpp, 300 Vpp and 
500 Vpp are only shown in Fig.7.  
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(d) 
Figure 7. Piezoelectric displacement butterfly curves and 
polarization hysteresis of various applied voltage, (a), (b) after 
imprint treatment, (c), (d) initial condition. 
 

5.2 Results and discussions about the imprint electrical 
field and polarization 

Based on the displacement and polarization measurements 
of imprinted actuator shown in Fig.7, both of the hysteresis 
changed drastically in accordance with the incrementation of 
the applied voltage from 280 Vpp to 300 Vpp. When the applied 
voltage was 200Vpp, the displacement hysteresis  didn’t 
show polarization reversal. However, in the case of 280 Vpp 
their displacement hysteresis showed polarization reversal, 
which results in asymmetric butterfly curves. Moreover, the 
butterfly curve with application of 300 Vpp was remarkable 
because its butterfly curve suddenly returned to symmetric. 
Over 300 Vpp operation, all of the measured butterfly curves 
are nearly symmetric. Considering the measured polarization 
hysteresis, with over 300 Vpp application, the hysteresis were 
almost saturated. On the other hand, in the case of the virgin 
sample, almost all the measured butterfly curves were 
symmetric even from 280 Vpp to 300 Vpp. These results 
indicated that to realize the asymmetric butterfly curve, partial 
reversal of the polarization after imprint treatment plays an 
important role. 
 Next, the imprint electrical field was measured from the view 
of the polarization hysteresis. The imprint electrical field was 
defined as 

2

−+ +
≡ cc

c
EE

dE  

where, Ec
+ is the positive coercive field and Ec

- is the negative 
coercive field, which were measured at the point of zero 
polarization in the polarization hysteresis curve. The 
relationship between the applied field and the imprint 
electrical field is shown in Fig.8 (a). It is apparent that the 
imprint electrical field didn’t exist in the virgin sample but did 
in the imprint treated sample. Moreover, the imprint electrical 
field of the imprint treated sample had changed due to the 
amplitude of the applied voltages. Fig.8 (a) shows that the 
large imprint electrical field appeared when the applied 
voltage was near 270 Vpp. Furthermore, the imprint electrical 
field decreased drastically over 300 Vpp. This result related 

with the drastic change of the butterfly curve and polarization 
hysteresis. The difference of the imprint electrical field 
between the virgin sample and imprint treated one came from 
the existence of the offset polarization which didn’t reverse 
under 300 Vpp. With the imprint treatment, the polarization of 
the sample was totally aligned.  After that, the polarization 
partially switches with the application of about 270 Vpp. Then, 
the unswitchable polarization remained and it affected the 
behaviour of the imprint electrical field.  
 The offset polarization is defined as 

roffset PPP −= max , 

where, Pmax is the switchable polarization with the application 
of 500 Vpp, Pr is the switchable polarization for each applied 
voltages. The relationship between the offset polarization and 
the imprint electrical field is shown in Fig.8 (b). The imprint 
electrical field indicated an approximately linear relationship 
with the offset polarization. The exceptions were the points 
with application voltage of 200 Vpp and 260 Vpp. In these 
cases, the switchable polarization was so small, then, the 
accurate determination of the imprint electrical field was 
difficult. 
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Figure 8. Relationships between the imprint electrical field 
and (a) applied, (b), offset polarization. 
 
6 SUMMARY 

In this paper, a detailed characterization of the shape 
memory piezoelectric actuator was performed. The shape 
memory piezoelectric actuator was fabricated by the imprint 
treatment and realized 200 μm shape memory operated by 
pulse shaped voltage of ±130 V amplitude and 100 ms width 
alternately. The shape memory effect continued for at least 
500 seconds. The fatigue behaviour by continuous driving 
was investigated. In the first stage of fatigue, the shape 
memory gap of the actuator decreased proportional to the 
logarithm of cycling numbers. However, after 104 cycling, the 
change of the shape memory gap became to be stable and 
continued at least 5x104 cycling. 

The origin of the asymmetric butterfly curve and the imprint 
electrical filed was discussed using results of the butterfly 
hysteresis and the polarization hysteresis. It was suggested 
that there is offset polarization in the imprint treated sample 
and it takes major role for the imprint electrical field and the 
asymmetric butterfly curves.  
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Abstract 
A real-time scheduling method based on utility values has been proposed and applied to the holonic 
manufacturing systems (HMS), in the previous paper. In the proposed method, all the job holons and the 
resource holons firstly evaluate the utility values for the cases where the holon selects all the candidate holons 
for the next machining operations. The coordination holon secondly determine a suitable combination of the 
resource holons and the job holons, based on the utility values. Reinforcement learning is newly proposed and 
implemented to the individual job holons and resource holons, in order to improve their capabilities for 
evaluating the utility values. 
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1 INTRODUCTION 
Recently, new architectures of manufacturing systems have 
been proposed to realize flexible control structures of 
manufacturing systems, which can cope with dynamic 
changes in volume and variety of products and also 
unforeseen disruptions, such as malfunctions of 
manufacturing resources and interruptions by high priority 
jobs. They are so called as ADMS (Autonomous Distributed 
Manufacturing Systems) [1], BMS (Biological Manufacturing 
Systems) [2], and HMS (Holonic Manufacturing Systems) [3] 
[4]. This paper deals with a real-time scheduling system of the 
HMS. In the previous paper, a real-time scheduling method 
based on utility values has been proposed and applied to the 
HMS [3]. The holons in the HMS are divided into three 
classes based on their roles in the manufacturing processes 
and the scheduling processes. 
(a) Resource holons: They transform the job holons in the 

manufacturing process. In the scheduling process, they 
evaluate the utility values for the candidate job holons 
which are processed by the resource holons in the next 
time period. 

(b) Job holons: They are transformed by the resource 
holons from the blank materials to the final products in 
the manufacturing process. In the scheduling process, 
they evaluate the utility values for the candidate 
resource holons which carry out the machining 
operations in the next time period. 

(c) Coordination holon: It selects a most suitable 
combination of the resource holons and the job holons 
for the machining operations in the next time period, 
based on the utility values sent from the resource holons 
and the job holons. 

Reinforcement learning is newly proposed and implemented 
to the individual job holons and resource holons, in order to 
improve their capabilities. A reinforcement learning method 
was proposed and applied to centralized scheduling problems 
for semiconductor manufacturing processes [5]. In the 
present research, a reinforcement learning is applied to the 

distributed scheduling processes for the manufacturing 
processes of machine products. 
 
2 REAL-TIME SCHEDULING METHOD FOR HMS [3] 

2.1 Information for real-time scheduling 
It is assumed here that the individual job holons have the 
following technological information. 
Mik: k-th machining operation of the job holon i. (i = 

1,..,α)，(k = 1,..,β). 

ACik: Required machining accuracy of machining 
operation Mik. It is assumed that the machining 
accuracy is represented by the levels of accuracy 
indicated by 1, 2, and 3, which mean rough, medium 
high, and high accuracy, individually. 

Rikm: m-th candidate of resource holon, which can carry 
out the machining operation Mik. (m = 1,...,γ)． 

Wi: Waiting time until the job holon i becomes idle if it is 
under machining status. 

The individual resource holons have the following 
technological information. 
Tikm: Machining time in the case where the resource holon 

Rikm carries out the machining operation Mik. 
MACikm: Machining accuracy in the case where the resource 

holon Rikm carries out the machining operation Mik. 
MACikm is also represented by the levels of 1, 2 and 
3. 

MCOikm: Machining cost in the case where the resource holon 
Rikm carries out the machining operation Mik. 

Wikm: Waiting time until resource holon Rikm becomes idle 
if it is under machining status. 

2.2 Real-time scheduling process based on utility 
values 

A real-time scheduling process based on the utility values 
have been proposed, in the previous research [3], to select a 
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suitable combination of the job holons and the resource 
holons which carries out the machining operation in the next 
time period. 
At the time t, all the ‘idling’ holons have to select their 
machining schedules in the next time period. The following 
procedure is proposed for the individual holons to select 
their machining schedules. 
(1) Retrieval of status data 
The individual ‘idling’ holons firstly get the status data from 
the other holons which are ‘operating’ or ‘idling’. The ‘idling’ 
holons can start the machining operation in the next time 
period. 
(2) Selection of candidate holons 
The individual ‘idling’ holons select all the candidate holons 
for the machining operations in the next time period. For 
instances, the job holon i selects the resource holons which 
can carry out the next machining operation Mik. On the other 
hand, the resource holon j select all the candidate job holons 
which can be machined by the resource holon j. 
(3) Determination of utility values 
The individual ‘idling’ holons determine the utility values for 
the individual candidates selected in the second step. For 
instances, the job holon determines the utility values, based 
on its own decision criteria for all the candidate resource 
holons which can carry out the next machining operation. The 
utility values are given as follows. 
JUVi(j) (0 ≤JUVi(j)≤ 1): Utility value of the candidate resource j 
for the job holon i. 
RUVj(i) (0 ≤RUVj(i)≤ 1): Utility value of the candidate job i for 
the resource holon j. 
(4) Coordination 
All the ‘idling’ holons send the selected candidates and the 
utility values of the candidates to the coordination holon. The 
coordination holon determine a suitable combination of the 
job holons and the resource holons which carry out the 
machining operations in the next time period, based on the 
utility values. The decision criteria of the coordination holon is 
to maximize the total sum of the utility values of all the 
holons. 

2.3 Real-time scheduling process based on utility 
values 

The utility values are evaluated based on the decision criteria 
of the individual holons, and various decision criteria are 
considered for the holons. Therefore, it is assumed that the 
individual holons have one of the objective functions shown in 
Table 1 for evaluating the utility values. 
The following procedures are provided for the resource 
holons to evaluate the utility values. Let us consider a 
resource holon j at a time t. It is assumed that TTj·t, MEj·t, and 
MAj·t show the total time after the resource holon j starts its 
operations, the efficiency, and the evaluated value of 
machining accuracy of the resource holon j, respectively. If 
the resource holon j selects a candidate job holon i for 
carrying out the machining operation Mik, the efficiency and 
the evaluated value of the machining accuracy are estimated 
by the following equations. 

MEj·t+1(i) = (MEj·t · TTj·t + Tikj )/(TTj·t + Tikj + Wi) (1) 

MAj·t+1(i) = MAj·t + (MACikj – ACik) (2) 

where, the resource holon j can carry out the machining 
operation Mik of job holon i (j = Rikm). 
As regards the job holons, the following equations are applied 
to evaluate the flow-time and the machining costs, for the 
case where a job holon i selects a candidate resource holon j 
(= Rikm) for carrying out the machining operation Mik. It is 
assumed that JTi·t and JCi·t give the total time after the job 
holon i is inputted to the HMS and the machining cost, 
respectively. 

JTi·t+1(j) = JTi·t + Tikj + Wikj (3) 

JCi·t+1(j) = JCi·t + MCOikj (4) 

The objective functions mentioned above have different units. 
Some of them shall be maximized and others shall be 
minimized. Therefore, the utility values are normalized from 0 
to 1. 
 
3 APPLICATION OF REINFORCEMENT LEARNING 
Reinforcement learning is newly proposed and implemented 
to the individual job holons and resource holons, in order to 
improve their capabilities. In the reinforcement learning 
method [6], an agent must be able to sense the status of the 
environment to some extent and must be able to take actions 
that affect the status. The agent also must have a goal or 
goals relating to the status of the environment. 
Figure 1 summarizes the reinforcement learning procedure 
proposed here. The individual job holons and resource holons 
carry out the following four steps to obtain their suitable 
decision criteria for evaluation of the utility values by applying 
the reinforcement learning.  
Step1 The individual job holos and resource holons carry 

out the real-time scheduling process described in 
section 2.2, when their previous machining operations 
are finished. The real-time scheduling process (1) and 
(3) are modified as following for implementation of 
reinforcement learning. 
(1) Retrieval of status data 
The individual ‘idling’ holons get the status data from 
the other holons which are ‘operating’ or ‘idling’, and 
observe the status s of the manufacturing systems. 
(3) Determination of utility values 
The Individual job holons and resource holons 
execute the action a based on the value Q(s, a), to 
evaluate the utility values for all the candidate 
machining operations in the next time period.   
Where, s and a represent the status and actions in 
the reinforcement learning method. 

Table 1: Objective functions of holons. 

Objective functions Objective function values 
Efficiency ΣMachining time / Total time Resource 

holon Machining 
accuracy

Σ(Machining accuracy of resources –
Required machining accuracy of jobs)

Flow-time Σ(Machining time + Waiting time) 
Job holon Machining 

cost Σ(Machining cost of resources) 

 

202



 
 

A Study on Real-time Scheduling for Holonic Manufacturing Systems - Application of Reinforcement Learning -   

Step2 The real-time scheduling process are repeated 
until all the machining operations of the job 
holons are finished by the resource holons in the 
HMS. 

Step3 The individual job holons and resource holons 
obtain the reward r based on their own objective 
function values, and calculate the value Q(s, a). 

Step4 Step1 to Step3 are repeated for the new job 
holons to be manufactured in the manufacturing 
systems, in order to converge the value Q(s, a) of 
the individual job holons and resource holons. 

In these steps, the status s, the action a and the reward r 
are given as follows. 
(1) Status s 
The status s observed by the job holons and the resource 
holons is represented by the following equation, in the 
present research. 

s = (s1, s2, s3, s4) (5) 

where, sp (p =1, 2, 3, 4) are the number of ‘idling’ holons, that 
have the objective functions of efficiency, machining 
accuracy, flow-time, and machining cost, respectively. This 
means that the learning process of the individual holons are 
carried out based on these status. 
(2) Action a 
The individual job holons and resource holons determine the 
parameter n (= 1/5, 1/3, 1, 3, 5) in the following equation to 
evaluate the utility values. 

UV’ = (UV)n (6) 

where, UV is the utility value calculated by the individual job 
holons and resource holons described in section 2.3. 
ε-greedy method [6] is applied for the individual job holons 
and resource holons to determine the action a. 
(3) Reward r 
The individual job holons and resource holons obtain the 
reward r given by following equations. 

r = (1/4)
4

1=
Σ
p

[
τ

1=
Σ
h

rh / τ ]p (7) 

where, p and τ are the ID of objective functions, and the total 
number of holons with p-th objective functions of holons. rh is 
calculated by following equations, based on its own objective 
functions. 
(a) For the case that the objective function is efficiency 

rh = (ah - bh) / bh (8) 

(b) For the case that the objective function is either 
machining accuracy, flow-time or machining cost 

rh = (bh - ah) / bh (9) 

where, ah and bh are the objective function values for the 
cases where the individual holons h evaluate the utility values 
based on the proposed method with the reinforcement 
learning, and the method without the reinforcement learning. 
The value Q(s, a) is determined by applying the monte carlo 
method [6]. The individual job holons and resource holons 

save the n rules (st, at) (t = 0, 1, …, n-1) between the time 
when they obtain the reward r and the time when they obtain 
the new reward r. The rule (s, a) means the set of status s 
and action a. The value Q(s, a) is calculated by the following 
equations. 

SumReward(st, at) ← SumReward(st, at) + r (10) 

Q(s, a) ← SumReward(s, a) / RewardCount (11) 

where, SumReward(s, a) is the cumulative rewards in the 
case where the action a is carried out in the status s. 
RewardCount is the total number in the case where the rule 
(s, a) obtain the reward r. 
 
4 CASE STUDY 
Some case studies have been carried out to verify the 
effectiveness of the proposed methods. The HMS model 
considered in the case studies has 10 resource holons. The 
individual resource holons have the different objective 
functions and the different machining capacities, such as the 
machining time Tikm, the machining accuracy MACikm, and the 
machining cost MCOikm.  
As regards the job holons, 16 job holons are considered in 
the case study, which have the different objective functions 
and the machining sequences. It is assumed that the same 
job holons are inputted to the HMS after the resource holons 
finish all the manufacturing processes. 
5 cases are considered, in the case study, by changing the 
machining capacities of the resource holons. ε is set to 0.2 for 
the ε-greedy method. 
Figure 2 shows a typical example of the results. In the figure, 
the horizontal and vertical axes show the episode and the 
improvement ratio λ, respectively. The episode means here 
the number of repetitions of all the manufacturing processes 
of the inputted jobs. The improvement ratio λ means the ratio 
between the objective function values of all the holons 
obtained by the proposed method and the ones by the 
method without reinforcement learning. λ is calculated by 
following equation. 

Figure 1: Application of reinforcement learning. 

Job 1

Resource 1

Job 2

Resource 2

Job 3

Step1 Real-time scheduling process
(1) Observation of status s
(3) Determination of action a based

on value Q(s, a)

Step 3 Obtainment of reward r

and calculation of Q(s,a) 

Job i

Resource j
t
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λ =  
ν

1=
Σ
h

μh / υ (12) 

where, μh and υ are the improvement ratio of the objective 
function values of holon h and the total number of holons, 
respectively. The μh is calculated by the following equation 
based on the type of the objective functions. 
(a) For the case that the objective function is efficiency 

μh = bh / ah (13) 

(b) For the case that the objective function is either 
machining accuracy, flow-time or machining cost 

μh = ah / bh (14) 

where, ah and bh are the objective function values of the 
individual holons h obtained by the  proposed method and the 
previous method. As shown in the figure, the improvement 
ratio λ is converged until the episode reaches to 100. 
Figure 3 shows the average improvement ratio λaverage of 
the same case. Following equation gives the λaverage which 
means the average of improvement ratio λ until the episode 
reaches to ω. 

λaverage =  
ω

1=
Σ

epsiode
 λepisode / ω (15) 

where, λepisode is the improvement  ratio λ at the episode. 
Table 2 summarizes the result of all the cases from the view 
point of the average improvement ratio. As shown in the 
table, the individual job holons and resource holons obtain 
the suitable decision criteria for evaluation of utility values 
and improve their objective function values. 
 
5 CONCLUSIONS 
New systematic methods are proposed here to improve 
capabilities of the individual job holons and resource holons 
based on the reinforcement learning. The following remarks 
are concluded. 
(1) The real-time scheduling process are modified for 

implementation of reinforcement learning in order to 
obtain the suitable decision criteria for evaluation of 
utility values. 

(2) The status, the action and the reward are defined for the 
individual job holons and the resource holons to 
evaluate the suitable utility values based on the status of 
the HMS. 

(3) Some case studies of the real-time scheduling have 
been carried out to verify the effectiveness of the 
proposed methods in comparison with the previous 
method. It was shown, through case studies, that the 
proposed methods are effective to improve the objective 
function values of the individual holons. 
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Figure 3: Average improvement ratio. 

 
Table 2: Results of case study. 

ε 50 100 150 200 
Case 1 92.7 90.0 89.3 88.9 
Case 2 97.8 97.5 97.6 97.5 
Case 3 98.1 97.7 97.6 97.5 
Case 4 98.7 97.6 97.3 97.1 
Case 5 90.9 89.8 89.1 88.7 
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Abstract 
As the global environment changes rapidly and the information technology develops quickly in recent years, 
requirements for the production become diverged widely and sophisticated highly. The flexible production 
systems developed in DENSO are evaluated by the performance function ‘Life Cycle Cost’ of the production 
volume and compared with conventional systems. The results show that the flexible production systems 
contribute to the management of the manufacturer. 
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1 INTRODUCTION 
The flexibility of the production has been extended through 
single manufacturing machines, manufacturing lines and 
factories. This is one of the key enablers for meeting the 
challenges of the global competition. 
Researches on the flexibility of the production are roughly 
classified into (1) the concept (framework), (2) the design, (3) 
the case study and (4) the evaluation technique, but there 
seem to be a few researches based on the practical 
production systems in use. 
Because of its complexity it needs some idea to express the 
concept of the flexibility including connection with the 
production system in particular. 
Koste et al. [1] have described dimensions of the flexibility 
with a hierarchy structure and Wiendahl [2] has defined a 
changeability of a factory at plural levels. 
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Figure 1: Hierarchy of flexibility dimensions (Koste et al.[1]). 
In Figure 1 ‘Manufacturing Flexibility’ is located in hierarchy 
‘Functional’ right under ‘Strategic Business Unit’. In Figure 2 
‘Reconfigurability’ is described as the operative ability of a 
production system to switch with minimal effort and delay to a 
particular family of work pieces in the matrix of ‘Factory 
Changeability’.  
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Figure 2: Classes of Factory Changeability (Wiendahl[2]). 

In this paper several examples of the flexible production 
systems are demonstrated which the first author was really 
concerned with their development for practical use of many 
years. They are all ‘the production systems corresponding to 
the quantitative fluctuation’ in the extension line of ‘the mixed 
production system’. According to the concepts of the 
flexibility, they are placed in ‘Plant (Tier3)’ of Figure 1 and in  
‘Reconfigurability’ of Figure 2.  
Those flexible production systems are evaluated by the 
performance function ‘Life Cycle Cost (LCC)’ of the 
production volume and compared with conventional systems 
such as a Manual line and a Transfer line. The production of 
an automobile part usually continues for around 10 years at 
least 5, although there is a risk of suffering a change of the 
business environment in the meantime. The function LCC is 
used to evaluate the overall cost over the long time horizon. 
In addition, in order to fairly compare those different 
production systems, a simulation technique is adopted under 
the assumption of several fluctuation patterns of the 
production volume. The results show that the flexible 
production systems contribute to minimize the risk of 
investment decision for manufacturing systems. 
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2 HISTORY OF THE PRODUCTION SYSTEMS IN DENSO 
In the automotive parts manufacturer DENSO, not only the 
products but the production systems have been developed 
since the 1949 company establishment. As the automotive 
parts involve people’s lives, extraordinary high quality and 
reliability are required and then human error should be 
removed when fabricating. The automation for quality 
assurance and productivity improvement made a significant 
progress before the ‘70s on the wave of the high economic 
growth. It realized the consecutive (from part processing to 
assembly) and automatic high speed TL (Transfer Line).  

2000 Year

Process
・Consecutive 
Transfer Line

・Dedicated
Machine

Point
Line

Plane

Body

・Transfer
Line

・IT
・RobotLine

Product 
Plant

Business unit

・Global Network

Network

JIKIGATAKEN（DENSO Style CE）Start

Le
ve

l o
f t

he
 P

ro
du

ct
io

n 
Sy

st
em

1950 1960 1970 1980 1990
Fixed model automated mass-production

FMS 
Mixed model automation

FMS-M 
Multi-generation

FMS-F
Fluctuation

Environmental
harmony

2000 Year

Process
・Consecutive 
Transfer Line

・Dedicated
Machine

Point
Line

Plane

Body

・Transfer
Line

・IT
・RobotLine

Product 
Plant

Business unit

・Global Network

Network

JIKIGATAKEN（DENSO Style CE）Start

Le
ve

l o
f t

he
 P

ro
du

ct
io

n 
Sy

st
em

1950 1960 1970 1980 1990
Fixed model automated mass-production

FMS 
Mixed model automation

FMS-M 
Multi-generation

FMS-F
Fluctuation

Environmental
harmony

 
Figure 3: History of the production systems in DENSO. 

It is from the ‘80s that the flexible production systems were 
developed. Expecting the diversification of the demands, the 
development of the production systems for various kinds of 
products commenced. It was carried out simultaneously by 
the production engineering department in cooperation with 
the product design department.  Such a project activity has 
been called ‘JIKIGATAKEN’ in DENSO since 1974. It is just 
the same as CE (Concurrent Engineering) or SE 
(Simultaneous Engineering) called later. Many mixed model 
automated production systems were realized. 
In the ‘90s cost competition made it fierce and foreseeing the 
sales and the product life became difficult. It is FMS-M 
(Flexible Manufacturing System for Multi generations) utilizing 
robots first to have appeared. Next is FMS-F (Flexible 
Manufacturing System corresponding to the Fluctuation of the 
production). 
From the time when the 21st century approaches, the 
flexibility needed for a production system levels up and 
diversifies with global production correspondence, global 
environment correspondence and so on[3]. 
Before beginning the main subject “evaluation”, three 
representative FMS-Fs of DENSO are introduced as follows. 
 
3 THE MANUFACTURING SYSTEMS CORRESPONDING 

TO THE FLUCTUATION OF PRODUCTION VOLUME 

3.1 CAC –Circular Assembly Cell- 
The CAC (Circular Assembly Cell) [4] was developed for 
assembling the fuel injection pump of small diesel engines. 
This product group is essentially of small quantity with many 
kinds and also of the seasonal fluctuation in volume of 
production. Therefore the production system adopted was not 
automatic TL but manual line before the CAC was developed. 
The CAC is one of the Assembly Cells which completes all 
assembling processes in one machine on the basis of 

automation and mix production technology developed so far. 
Main developed technologies are the work circulation system 
which the palettes of the equivalent number of a lot size make 
a round trip in the machine like a pendulum, the small and 
unequal pitch automatic warehouse and the high stiffness 
robot with four link arm.  
Fortunately the volume of production lengthened smoothly, 
six CACs were made and are operating in one of the 
subsidiaries of DENSO even now.  

 
Figure 4: Appearance of CAC. 

3.2 CTL –Clustered Transfer Lines- 
The ABS (Antilock Brake System) is normally equipped with 
the car today, but it was optional when it appeared in the 
market. In addition, many manufacturers started to produce in 
advance of the future spread and fought for the share. 
Therefore, planning of the production amount was extremely 
difficult and there was particularly a risk in introducing the 
automatic TL. 
On the other hand, the product structure varies with the grade 
of the car to be equipped with and it shows the difference of 
the number of the specific part built in. It results in the 
difference of the number of the specific machine even if for 
the same part at same production volume.  
The production system is called the CTL (Clustered Transfer 
Lines), which are divided into several blocks of similar 
processes (machines group). Those blocks are connected 
with an automatic warehouse as a common dynamic buffer by 
conveyers [5]. The layout of CTL resembles a manifold, but 
the work flow is made rectification like the TL. Every block is 
FMS. If the volume increases, the bottleneck machine shall 
be increased.  

 
Figure 5: Layout of CTL. 
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3.3 PPS –The Protean Production Systems- 
The automotive air-conditioner is the product which 
contributed to the growth of DENSO greatly. 
Because the air-conditioner unit is comparatively big and has 
many assembling directions, adopting the robot is suitable. It 
also becomes the many kinds by a car model (body size, 
grade, a steering wheel position etc.). The production of the 
line for exclusive use of the car model may change largely 
even if the change of sales of the whole car is small. 
The production system which has the concept such as the 
reduced drawing of the recycling society is the PPS (The 
Protean Production System) [6][7]. The PPS consists of the 
assembling robot cells which can be put on and taken off 
according as the volume of production. It is the AC at the 
state of one cell and is just the same as the TL when every 
cell connected performs only one process. The state between 
the AC and the TL is the FMS. The capacity of each line can 
be increased or decreased as expected. Surplus robot cells 
can be recycled at another line in the factory. 
Main developed technologies are the lot circulation flow 
system, function divided modules and plug and play 
technique. Now ten systems are operating in an air-
conditioner factory while recycling. 
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Figure 6: The Protean Production System. 

 
4 RECONFIGURATION FOR THE FLUCTUATION 
The classification of three FMS-Fs described above is shown 
in Figure 7. The horizontal axis is the capacity. The vertical 
axis is the process aggregation rate. It means how many 
processes are done in one machine. Assuming that the 
number of all processes is N and the number of machines is 
n, the aggregation rate A is equal to N/n. The aggregation 
rate of the AC taking charge of all processes with one 
machine is N, and that of the TL most suitable for the mass 
production becomes 1 (the minimum).  
If the FMS-F corresponding to the fluctuation of production 
volume is recognized as the configuration change, it is 
illustrated as the domains surrounded by a dashed line in 
Figure 7. In other words, as for the CAC it is the change of 
the number of the AC, as for the CTL change of the FMS 
block and as for the PPS it is the change of the aggregation 
rate A. As well as these configuration changes, two more 
abilities should be considered to express the performance of 

FMS-F. One ability is the variable range of capacity R and the 
other is the number of segmentation S.  
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Figure 7: Classification of the FMS-F. 

Table 1 shows those values of three FMS-Fs. The products 
assembled by each system are different. However, assuming 
that all three systems assemble the same product, the 
number of all processes is N (>1) and the capacity of TL is 1, 
the value of R can be decided by the value of A. From the 
value of R of three FMS-Fs, the CAC is suitable from small to 
middle production volume change, the CTL is from middle to 
large and the PPS is from small to large. About S, the real 
values are shown in parentheses. However, the value S of 
the CTL is equal to the number of the calking block simulated 
later and that of the PPS varies from 1 to 4 or 4 to 1.  

Table 1: Changeability of FMS-F. 

CAC
CTL
PPS

Category A SRFMS-F
AC

FMS
A-variable

1≪~≦N
1≦∼≪N
1≦∼≦N

(6)
(12)
(±4)

1/N≦∼≪1
1/N≪∼≦1
1/N≦∼≦1

CAC
CTL
PPS

Category A SRFMS-F
AC

FMS
A-variable

1≪~≦N
1≦∼≪N
1≦∼≦N

(6)
(12)
(±4)

1/N≦∼≪1
1/N≪∼≦1
1/N≦∼≦1

 
 
5 EVALUATION METHOD AND RESULTS 
The production of an automobile part usually continues for 
around 10 years at least 5, although there is a risk of suffering 
a change of the business environment in the meantime. The 
LCC is used to evaluate the overall cost over the long time 
horizon. It will be the best idea to evaluate the efficacy of the 
FMS-Fs mentioned above. The Net Present Value (NPV) and 
Real Option Value are calculated with the production volume 
for the investment decision [8]. Verifying the effectiveness of 
the LCC, it is thought enough to calculate the LCC only by 
consideration of the NPV, because all FMS-Fs are in use and 
the actual data is available.  
Tosatti [9] proposes the LCC calculated by (1). 
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where   tI : portion of the investment paid at period t 
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tFC : fixed cost at period t 

j
stVC , : variable cost for configuration j in scenario s at 

period t   

stp , : probability of the sth scenario at period t 

stAC , ： configuration available for the sth scenario at 

period t 
ρ : the discount rate 

Because high automation is a premise for the FMS-F, the 
idea of step-by-step investment is included to reduce an 
investment risk. It changes the configuration of a production 
system. From the cost price point of view, the depreciation 
and amortization, normally treated as the fixed cost, may be 
treated as the variable cost by postponing the investment till 
the rate of operation rises. 
The ability for the fluctuation of three FMS-Fs is compared 
with conventional systems using the LCC. In consideration of 
the life of automobile parts, the LCC is calculated every three 
months for 120 months (10 years). The depreciation period is 
7 years and ρ is 0.1 per year. 
Four scenarios of production volume fluctuation are shown in 
Table 2. 
The scenario S1 reaching the 100% of the plan in one year is 
an almost favorable pattern and scenario S2, S3, S4 are 
undesirable patterns.  

Table 2: Scenarios of production volume fluctuation. 

S1 S2 S3 S4

1 0.74 0.47 0.21Lifetime
Volume

Pattern

S1 S2 S3 S4

1 0.74 0.47 0.21Lifetime
Volume

Pattern

 
The steps of evaluation are as follows: 
(1) The processes and facilities of ‘virtual TL and virtual 

Manual Line’ assembling the same product assembled 
by each FMS-F are designed. 

(2) The monthly capacity of TL is set as the total capacity of 
six cells for the CAC, set as the capacity of actually 
propagated calking block for the CTL and set as the 
capacity of the configuration of ten cells connected for 
the PPS. 

(3) The production cost price Cost (machines depreciation 
and amortization + labor cost + vice-material and energy 
costs) except the direct materials expense of each 
system is normalized by dividing by Ptl (the planed 
value of the virtual TL at full production) and the LCC 
which is integral calculus value of Cost is normalized by 
dividing by Itl (the investment of the virtual TL). 

(4) The normalized LCC and Cost of every three months 
are illustrated as a graph and the performances of those 
systems are compared and analyzed. 

 
 

5.1 CAC for scenario S3 
Figure 8 illustrates LCC/Itl and Cost/Ptl calculated for the 
CAC, the Manual line, the TL, respectively, for scenario S3. 
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Figure 8: Results of the CAC for scenario S3. 
In scenario S3 the amount of production reaches 50% after 
two years. Because the number of the CAC necessary is 
three, the smaller investment made both LCC/Itl and Cost/Ptl 
of the CAC under those of the TL. Besides, by the automation 
effect of the CAC, LCC/Itl lessens than that of the Manual 
Line in three years shorter than the seven years of a 
depreciation period. 

5.2 CTL for scenario S2 
Figure 9 illustrates LCC/Itl and Cost/Ptl calculated for the 
CTL, the Manual line, the TL, respectively, for scenario S2. 
In scenario S2 the amount of production reaches 100% after 
two years at last but decreases afterward. By an automation 
effect, both LCC/Itl of the CTL and that of the TL lessen than 
that of the Manual Line in about two years. Furthermore, as 
the additional investment for the capacity of the CTL is 
postponed, LCC/Itl of CTL lessens than that of the TL. 
Because LCC/Itl is calculated using the NPV, the effect of 
delayed investment appears clearly, it seems that the validity 
of this evaluation method is proved.  
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Figure 9: Results of CTL for scenario S2. 

5.3 PPS for scenario S4 
Figure 10 illustrates LCC/Itl and Cost/Ptl calculated for the 
PPS, the Manual line, the TL, respectively, for scenario S4. 
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Figure 10: Results of PPS for scenario S4. 

In scenario S4 the amount of production reaches 50% after 
two years at last but gradually decreases to 10% afterward. It 
is the considerably disappointing scenario which the lifetime 
volume ends up with 21% of scenario S1. As for LCC/Itl after 
10 years, the Manual Line gives the smallest easily estimated 
by seeing the transition of Cost/Ptl, but even in such a case 
LCC/Itl of the PPS is obviously smaller than that of the TL. 
The choice of the PPS lowering an issue of quality outbreak 
risk by the automation seems to deserve examination. 

5.4 CAC for combined scenario S1 and S4 
Four typical patterns of production fluctuation scenarios (from 
S1 to S4) are assumed, however the real pattern to happen 
should be complicated. No matter how complicated the 
pattern is, it can be transformed to the combination of some 
typical patterns. By using the probability p of each typical 
pattern to happen, two combined scenarios Z1 and Z2 are 
made as shown in Table 3. 

Table 3: Combined scenarios. 
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Figure 11 illustrates the simulation result of CAC for scenario 
Z1 and Z2. 
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Figure 11: Results of CAC for combined scenario z1 and z2. 

If there is the lifetime volume more than 70% of the scenario 
S1, the investment in the TL is possible even if the probability 
of undesirable scenario S4 is 30% from the result of scenario 
Z1. On the other hand, from a result of scenario Z2 in which 
the lifetime volume of undesirable scenario S4 is 70%, the 
Manual Line is passable but the CAC investing step by step 
while watching a production trend is more advantageous than 
the TL.  

5.5 Comparison among three systems 
Is it possible to compare the CAC, the CTL and the PPS one 
another? 
As the preparations, the FMS-F and the Manual Line are 
examined how flexible they are compared to the TL for each 
fluctuation scenario. The LCC of the TL is denoted by LCCtl 
and the LCC of the FMS-F or the Manual Line by LCCf. Then 
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the FEF (the Flexibility Efficiency for a Fluctuation) of the 
FMS-F or the Manual Line is defined by 1/ (LCCf / LCCtl). 
Figure 12 illustrates the FEF of each FMS-F or Manual Line 
with respect to the Lifetime Volume. The smaller the Lifetime 
Volume becomes, the higher the FEF of the FMS-F or the 
Manual Line rises. When the Lifetime Volume is big enough, 
the FEF of the Manual Line is less than 1.0 that is to say 
inferior to the TL. On the contrary, when the Lifetime Volume 
becomes less than 20% the FEF of the Manual Line becomes 
superior to the FMS-F. 
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Figure 12: Efficiency of FMS-F and Manual Line. 

If the Lifetime Volume is large enough, the FEF of the FMS-F 
is almost equal to that of TL. Therefore the FEF of each FMS-
F can be compared one another when the Lifetime Volume 
decreases assuming all the FEF of the FMS-F in scenario S1 

to be 1.0. This FEF normalized by FEF of the TL in scenario 
S1 expresses the essential performance for the fluctuation of 
the FMS-F changing its configuration. It may be defined as 
the Reconfigurability. Figure 13 illustrates the 
Reconfigurability of three FMS-Fs with the Lifetime Volume. 
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Figure 13: Reconfigurability comparison among FMS-Fs. 

From the relative comparison of A and R in Table 1, the 
Lifetime Volume domain of high changeability seems to be 
from small to middle for the CAC, from middle to large for the 
CTL and from small to large for the PPS. In addition, the 
bigger the value of S is, the smoother the Reconfigurability 
curve will be. It is worth  noting that Figure 13 effectively 
supports them. 
 
6 CONCLUSION 

The performance function LCC will be the best evaluation 
method for the production system corresponding to the 
fluctuation of the production volume. The FMS-Fs developed 
in DENSO change the configuration for the fluctuation. As the 
Reconfigurability newly defined in this paper expresses their 
performances well, the additional studies for reformation and 
application to the evaluation are suggested. 
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Abstract 

A shortage of labour force at production sites is a concern in ”an aging society with a fewer children”. In such a 
society, it is important to improve working environments in which workers are able to continue on the job up to the 
age of 65. To this end, it is necessary to effectively employ elderly workers systematically and continuously, to plan 
for the long term while paying attention to overall surroundings and not focusing merely on partial and temporary 
improvements, and to work for the empowerment of elderly workers. Therefore, job redesigning that takes into 
consideration the ergonomics of operations which middle-aged and elderly workers can perform on production lines 
easily, safely, comfortably, and without undue strain, is necessary. In light of the expansion of workplaces 
accommodating of elderly workers, in this study we propose four countermeasures, based upon specific evidence, 
with the objective of advancing the streamlining of job redesigning for middle-aged and elderly workers along the 
production line. 

Keywords:  
Elderly workers; Job redesign; Job evaluation criteria; Human-oriented manufacturing system 

1    INTRODUCTION 
In present-day Japan, not only is life expectancy increasing 
considerably, but also birth rates are falling to even lower 
levels, and ‘an aging society with a fewer children’ is now 
upon us. In 2005, Japan had both the most elderly population 
and the lowest birth rate of any country in the world. The 
percentage of children younger than age of 15 is 13.6% and 
the lowest in the world, while the percentage of elderly people 
aged 65 or older becomes 21.0%, the highest in the world. 
These are based upon the 2005 Census released on 30 June 
2006 by the Ministry of Internal Affairs and Communications.  
Furthermore, in 2006, the National Institute of Population and 
Social Security Research estimated that by 2025, the current 
population of 127.76 million people would shrink by roughly 
8.5 million [1].  The Ministry of Health, Labour and Welfare 
estimates that by 2030, the labour force of 66.57 million 
people over the age of 15 including employees and job 
seekers in 2006 will shrink by 10.7 million, by which time 
Japan will have taken the lead as being the country with the 
most rapidly shrinking society in the world. 
In these circumstances, the expansion of elderly employment 
until age of 65 will become increasingly necessary. In order to 
employ elderly workers, it is necessary to adopt 
supplementary countermeasures (job redesigning for elderly 
workers) with ergonomics that take into consideration the 
decline in abilities that results as we age; it is also necessary 
to create jobs in which motivation is raised to higher levels, in 
other words, ‘humanization of work (Quality of Working Life)’ 
[2]. In the past, even though there was a tendency to sing the 
praises of a focus upon respects for workers, cases were 
encountered in which designers favoured improvements in 
the operational environment that placed greater emphasis 
upon increased efficiency. However, in the first part of the 
1990s, the Ministry of Economy, Trade and Industry, and 
some Industries began to think about new factories [3] that 
took into consideration the human factor and the provision of 
amenities; the harmonious coexistence of productivity and 
humanistic values came to be a major policy in deciding the 
future direction of these factories. However, Japan was 
unfortunately faced with the collapse of a bubble economy, 

and it cannot be denied that the adoption of the measures 
outlined above was delayed. 
In this study, we propose a kind of job in which elderly 
workers can work safely and comfortably, and in which elderly 
workers who so desire will be able to continue working until 
the age of 65. Our objective is the creation of streamlined 
policies for promoting job redesigning for elderly workers on 
the production line so that elderly workers may feel happy 
and satisfied.  Figure 1 shows our four proposals: first, 
specific opinions on the expansion of job in which elderly 
workers are working; second, methods for extracting factors 
that impede elderly workers’ tasks, for implementing job 
redesigning; third, ways of measuring operational ability 
according to similar movements close to movements in actual 
working operations that make use of standard settings; and, 
fourth, methods of classification between counter-measures 
against aging on the job expansion for elderly workers and 
countermeasures for personnel-reduction through automation. 
2     A MINIMUM AMOUMT OF JOB EXPANSION 
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Figure 1  Steps and Four Proposals for Promoting 
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      REQUIRED FOR ELDERLY  WORKERS Table 1  Experiments in Three Kinds of Occupations 
It is necessary to pursue easy-to-work tasks in the production 
policies that place greatest emphasis on productivity with a 
sense of the value of the worker and respect for the individual, 
in order to create a working environment in which elderly 
workers can continue to perform their tasks along the 
production line as safely, comfortably, and free of strain as 
they always have done.  Generally, the following two methods 
have been adopted in conventional measures for increasing 
workplaces accommodating of elderly workers 
(countermeasures against aging): 

1st

Experiment
Weariness,

8 Items
Improper for

Shortage of Items
Addition
of Items

Weariness,
8 Items

Improper for
Shortage of Items

Addition
of Items

Difficulty,
3 Items

Improper for
Inadequacy of

Items

Change
in Items

Weariness,
11 Items

2nd

Experiment

3rd

Experiment

Proper for
Considered

Elaboration Items
－Awkwardness,

3 Items

Job Evaluation
Item Assessment Action

(1) Improving all jobs (tasks) so that elderly workers will 
also be able to perform any job. 

(2) Preparing new jobs exclusively for elderly workers, 
without modifying the pre-existing production line. 

However, method (1) involves reducing weights and operation 
postures in overall operations, and is not limited strictly to 
helping elderly workers.  Furthermore, while method (2) is a 
test installation for fabricating an exclusive elderly worker 
production line, there are instances in which these kinds of 
installations have been discontinued due to a decline in 
motivation along production lines staffed only by elderly 
workers. 
Therefore, in this study we propose the following method: 

 (3) Improving operations by the minimum necessary 
amount in accordance with the number of elderly 
workers on staff (also including middle-aged workers). 

In other words, in order to put to the best use the valuable 
experience and technical know-how that elderly workers have 
acquired over the course of their careers, it is necessary to 
use machines to make up for elderly workers’ declining 
abilities and various functions, to change job organisation in 
order to draw out elderly workers’ rich talents, and also to 
think of how elderly workers feel and to treat them with 
respect, redesigning job settings in order to allow for tasks to 
be carried out more easily.  Even if this might produce 
additional costs, affording elderly workers a sense of 
satisfaction will nevertheless tie in with the development of 
future corporate management, and will in no sense be wasted.  
In this sense as well, job redesign is a necessary corporate 
investment, for which purpose it is necessary to reduce the 
corporate burden as much as possible, and to base future 
thinking upon controlling minimum necessary levels. 
Decisions regarding the number of job redesign 
implementation plans are to be made by estimating the 
number of tasks matching the number of middle-aged and 
elderly workers in the future, investigating the ‘Number of 
Tasks Suitable by Middle-Aged and Elderly Workers’ based 
upon the job evaluation implementation to be discussed in the 
next chapter, and then subtracting the latter from the former. 
 
3   TASK IMPEDIMENT FACTOR EXTRACTION METHODS 

FOR JOB REDESIGNS OF ELDERLY WORKERS 
The greatest source of motivation for elderly workers is 
working in a familiar workplace where they are able to put 
their experience and technical know-how into practice to their 
hearts’ content. However, an unfortunate consequence of 
aging is that middle-aged and elderly workers become slower 
to complete tasks they once did quickly, and also take longer 
to recover from fatigue.  It is difficult to improve productivity by 
adopting policies in which job redesign calls for removing 
undue burdens upon elderly workers, and investment in such 
policies aims directly at workers’ benefit for the elderly 
workers themselves similarly to the investment for 
environmental protection measures aimed at social benefit. 
Thus, corporations tend to adopt job redesign policies for 

elderly workers partially and superficially, inserting such 
policies only sporadically into new production preparations 
and newly-designed lines, with aspects in which future plans 
for elderly workers are indefinitely. 
Furthermore, there is a tendency for superficial adaptations to 
be insufficiently grasped such that they actually become a 
factor in impeding elderly workers from doing their jobs.  Thus, 
through a multi-faced grasping of elderly workers’ decline in 
physical functions, it becomes possible to remove even small 
details of unsuitable operations. 
In order to advance carefully and overall job redesign, the 
overall, unified grasping of areas perhaps unrelated to the 
occupational category is necessary, which is a process 
similar to job evaluation.  It is also necessary to consider 
proposals of a method for implementing short-term 
organisations that does not require specialised knowledge.  
Furthermore, it is necessary for the advancement of job 
redesign to cultivate a sense of fairness among the different 
types of occupations, for which purpose quantitative job 
evaluation observation is necessary, and is not preferable to 
subjective observation.  Towards these ends, we have 
devised a method to fulfil the following three viewpoints: 

(1) The evaluation method must be simple, and the 
evaluation results, must be impartial and appropriate 

(2) Must be capable of clarifying operation improvement 
points from a variety of angles 

(3) Evaluation must be carried out for items suitable for, 
and common to, jobs taking in all occupational 
categories 

In this study, focusing our attention on physical functions [4], 
which decline as a worker ages, we propose job evaluation 
standards [5, 6, 7] for grasping a lot of impeding factors for 
elderly workers against tasks obtained from our experiments 
in three kinds of occupations, as shown in Table 1.  Ultimately, 
we have chosen eleven and three evaluation items based 
upon the ‘weariness’ and ‘awkwardness in doing tasks’ that 
accompany aging, respectively. 
For the first experiment, in order to choose evaluation items 
from the viewpoint of the decline in physical functions with 
aging, we referenced the ‘Saitoh Calculation Chart’ [4] 
proposed by the former director of the Institute for Science of 
Labour, Hajime Saitoh. Saitoh offers 36 different kinds of 
physical and mental functions; as he says, ‘the pace at which 
age-related physiological and psychological functions decline 
differs according to the type of function’.  Out of those 36, we 
chose 8 kinds of ‘weariness’, shown in Table 2, as being 
applicable to our present research.  According to Saitoh, the 
functions that decline most markedly are memory and 
judgment, which fall off 47% and 23%, respectively, from the 
time when a worker is young.  We found these figures to be 
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perfectly appropriate evaluation items applicable to the ‘parts 
selection judgment’ that comes into play when selecting 
separate parts for every differing products and then attaching 
them to the products accordingly. Similarly, we chose the 
following evaluation items (in quotation marks) from the 
figures given by Saitoh: from a 37% decline in leg strength, 
the evaluation item ‘Up-and-Down Height,; from a 25% 
decline in gripping power and a 20% decline in arm strength, 
the evaluation item ‘Pulling the Trigger Tools’; from a 25% 
decline in back muscle strength, the evaluation item ‘Lifting of 
Heavy Weights’ and ‘Total Heavy Weights a Day’; from a 15% 
decline in working speed, the evaluation item ‘The Total 
Handling Number of Parts’; and from a 15% decline in spine 
bending lateral and a 5% decline in spine bending forward, 
the evaluation item ‘Holding of working Posture’. 
In the second experiment, we added the item of ‘difficulty’ to 
the item of ‘weariness’.  Because ‘difficulty’ varies with the 
degree to which a worker possesses experience and 
technical know-how, it is associated with the degree of 
difficulty of an operation, and is expressed in operational 
speed.  ‘Accurate installation’ and ‘adjusting operations’ are 
both applicable operations.  In the third experiment, we added 
the item of ‘awkwardness ’ to the item of ‘weariness’.  
‘Awkwardness’ is when operations come to be performed 
more lately with aging; dexterity and physical strength are 
influenced by such things as ‘memory and judgment’, 
‘installation of minute or thin plate’ and ‘elaboration tasks that 
require physical force’. 
The following results became clear after the three 
experiments had been carried out. In the first experiment, 
there were some operations that could not be evaluated 
solely upon the basis of ‘weariness’, and the evaluation items 
were insufficient.  In the second experiment, when the 
prolonged period of proficiency of elderly workers was taken 
into consideration, it was thought best to avoid operations 
reshuffling as much as possible.  When it was taken into 
consideration that elderly workers, who had been continuing 
at the same job for a long period of time, were already 
proficient, experienced, technically capable, skilled in the 
inner workings of their tasks, and possessed of a sense of 
how their tasks should be carried out, the evaluation item of 
‘difficulty’ was found to be unnecessary, as it bore only a 
slight direct relation with elderly workers.  In the end, we 
identified operations of ‘awkwardness’, with a focus on the 

third experiment, and based upon the information in the 
previously mentioned ‘Saitoh Calculation Chart’ [4] on an age-
related function decline of 37% loss of visual acuity, we 
selected as an evaluation item the ability of ‘reading of the 
lettering’ on the part picked up, which is associated with the 
sizes of alphanumeric characters, while from a 15% decline in 
fingertip motion we chose the evaluation item ‘installation of 
minute or thin plate’.  Our decision was finalised thereafter by 
the inclusion of ‘speed on foot’, and ‘distance on foot’ in a day. 

Table 2  Functional Decline and Evaluation It
(Reference) Saitoh Calculation Charts 

ems 

Mental and
Physical
Function

Decline in
Function

(%)
Evaluation Item

Memory 47

Judgment 23

Leg Strength 37 Raising and Lowering (Total Up-
and-Down Height)

Gripping Power 25
Arm Strength 20

Lifting of Heavy Weight
 (Maximum Weight Per Single
Part, Overall Weight Per Day)

Back Muscle
Strength 25

Tool Use Conditions (Number of
Trigger Pulls Per Day)

Number of Different Parts to be
Handled (Choices of Parts

Differing by Model)

Motion Speed 15 Parts Handling Number (Time
Per One Part or One Tool)

Lateral Bending 15 Working Posture

Forward Bending 5  (Painful Posture)

The reaction of jobsite supervisors to these experiments was 
that there was an agreement that the third experiment came 
closest to what actual operating conditions are really like.  For 
instance, there were ‘zero impediment factors’ as the job 
evaluation results of operations that elderly workers could 
perform in a continuous task. 
For the criteria values for each item, the criteria values set 
forth in ‘Safety and Health Standards’ were reconsidered for 
the previous experiments, while for items for which no criteria 
values existed, we conducted an overall study of the 
measurement values and conventional values at the 
production jobsite, and then corrected and decided upon 
criteria values in consideration of the experiment results and 
the values desired by jobsite supervisors .  For example, for 
‘lifting of heavy weights’, in the first experiment there was an 
increase in claims of ‘work left over due to pain in shoulders 
and/or waist’ among middle-aged and elderly workers who 
participated in the experiment, vis-à-vis the general adult 
criteria value of 10 kg set forth in the ‘Safety and Health 
Standards’ so that in the end we set the criteria value at 7kg 
instead of 10 kg.  The criteria values of other items, as well, 
were agreed to after having been adjusted towards the 
conventional jobsite values during the trial stage of the jobsite 
evaluations.  This is because the ‘Safety and Health 
Standards’ are mainly from a labour hygiene disease 
prevention standpoint, and the kind of occupations is limited.  
On the other hand, it is difficult to quantitatively set a criteria 
value for ‘awkwardness’, so for the elderly worker job 
evaluation standards [5, 6] for workers less than 60 years of 
age, we made our decision based upon the presence or 
absence of certain operations.  In these countermeasures, as 
well, there is the need for methods in which the upper age 
limit for representative operations and operational 
proportioning for each kind of occupation is decided, with the 
applicable operations being reduced as much as possible for 
new products in response to the age limits of workers. 
 
4 JOB EVALUATION CRITERIA FOR ELDERLY WORKERS 
For the setting of evaluation criteria values for workers 60 to 
65 years of age [7], separately from the conventional under-
60 job evaluation standards, for 10 persons aged 63 to 73 
(average age 66.8) with an average physical strength age of 
62.3, we were able clearly to set criteria values for items for 
which it was possible to assign a numerical value by 
performing operational ability measurements using 
movements similar to those of the actual work operation.  
Those persons being tested were workers with forty or more 
years’ (average of 43.3 years) experience engaged in mainly 
heavy operations at production sites, six of whom continue to 
work at light operations in operations which require physical 
strength.  Using this method, we were able to set criteria 
values for up to 65 years of age for the following seven 
categories: lifting weight (lifting and lowering materials), 
walking distance, walking speed, up-and-down height, holding 
of working posture, number of selective fittings, installation of 
minute or thin plate.  Furthermore, for the overall numbers in 
one day, after measuring operational ability we estimated 
numerical values based upon the criteria under-60 values for 
one-day continuous operations. The result of this was that 
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each measurement value decreased 10–30%.  For example, 
the measurement value for materials lifting weight was in the 
range of 3 to 7 kg per single item; we used the 5.1 kg median 
and average value. The criteria value of lifting weight for 
workers up to 65 years of age, as shown in Table3, was set at 
5 kg or less per single item. This value is equivalent to a 
roughly 30% reduction of the 7 kg criteria value for workers 
60 years of age or younger. n addition, gripping power came 
to an average 38.0 kg; as this value was an approximate 10% 
reduction from the value for workers up to the age of 60, we 
also set the tool-use value to a level roughly 10% lower than 
that for workers younger than 60 years of age. 
In addition, using the same method it was possible to set a 
criteria value for ‘awkwardness’.  For instance, for the size of 
the lettering on the label of a parts box in the case of inputting 
at the time of installation parts, we prepared labels with 
several different font sizes and then took the 17-point font as 
our criteria value by referring to the average value at 
instantaneous inputting.  Also, for the minute or thin parts, we 
prepared circular disks of several different thickness, and 
then set the criteria value at 5 mm by referring to the 
thickness at which it was possible for a worker to 
instantaneously pick up a part by hand while wearing white 
cotton work gloves. 
 
5  CLASSIFICATION METHOD BETWEEN COUNTER-

MEASURES AGAINST AGING IN THE JOB 
EXPANSION FOR ELDERLY WORKERS AND 
PERSONNEL-REDUCTION COUNTERMEASURES 
THROUGH AUTOMATION 

5.1      Setting of Job Redesign Extent 
Corporations and industries are now implementing job 
redesign aimed at putting elderly workers to active use in 
order to make up for shortages of workers, but the main focus 
now is the introduction of production-enhancing robots used 
as personnel-reduction countermeasures. A comparison of 
the results of these dual approaches is unfeasible as their 
terms cannot be expressed as masses, but from the 
standpoint of elderly workers, countermeasures against aging 
are necessary and indispensable, and there is certainly a 

sense in which elderly workers are becoming the sacrificial 
victims of personnel-reduction countermeasures.  For 
example, because of the cost-reduction of facilities 
investment, designers in charge of unmanned robot 
fabrication sometimes replace the operations that are easy 
and inexpensive to be robotized with new robots even if they 
are suitable for elderly workers. The result of this is that 
elderly workers lose a place to work, and get reassigned to 
other jobs, which never motivate them disregarding their 
humanity, experience, and technical know-how. Therefore, 
we considered it to be appropriate to make a clear distinction 
between countermeasures against aging, which can be 
conducted at relatively low cost, and personnel-reduction 
countermeasures, in which the introduction cost of the 
automating robot is very large.  It is necessary to decide in 
advance the extent for the expansion of jobs accommodating 
of elderly workers, and to take into consideration ways in 
which personnel-reduction countermeasures (unmanned 
robotisation), even if mistakenly implemented, will not act as 
hindrances to the expansion of jobs accommodating of elderly 
workers.  In other words, we made clear distinction based on 
results so that a choice could be made, for each different kind 
of operation, whether to choose one kind of countermeasure 
or another. 
In this study, we propose using the ‘Improvement Level-of-
Difficulty Points’ [5,8] shown in Table 4 as a classification 
index. The ‘Improvement Level-of-Difficulty Points’ 
quantitatively express the level of difficulty of facility 
improvements according to an operation’s ‘degree of 
weariness’ and ‘degree of awkwardness’.  By examining the 
distribution of the ‘Overall Evaluation Points’ shown in Fig. 2, 
which are the sum total of the ‘Improvement Level-of-Difficulty 
Points’ found for each different operation, it becomes possible 
to select easy-to-perform counter-measures aimed at elderly 
workers if the overall evaluation points are low, and to choose 
personnel-reduction countermeasures if the overall evaluation 
points are high, thus allowing for clear distinction between, 
and clear classification of, both choices. 
For the ‘degree of weariness’ (degree of physical strength) 
Improvement Level-of-Difficulty Points, we used standard 
deviation and equidistribution to divide into three groups 
those operations whose evaluation-criteria values exceeded 
those of workers aged 60 or younger, and assigned to them a 
ranking of either aa, ab or ac, such that those operations with 
an evaluation criteria value of less than the minimum 
evaluation criteria value were at 0 points, while those 
operations at the maximum value were at 3 points. We 
totalled these for each operation of which an individual was in 
charge, taking this total as the weariness evaluation point A. 
Next, for the ‘presence or absence of awkwardness’ (degree 
of arduousness) Improvement Level-of-Difficulty Points, we 
assigned a 0 point minimum Improvement Level-of-Difficulty 

Table 3  Job Evaluation Items and Criteria Values 
or Workers up to the Age of 65 

　　　　　　　　N＝1748
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Countermeasures

Unnecessary
Criteria
value

Age of Measured
Person (yrs) 66.8 2.9

Lifting Weight (kg) 5.1 1.37 5

Gripping Power
(kg) 38 6.83

Distance on Foot
(km) 3.6 2.5 4

Speed on Foot
(km/h) 4 0.43 4

Up-and-Down
Height (cm) 20.4 2.5 20

Holding of Working
Posture (s) 2.9 0.85 3

Selective Fitting
(kind) 3.4 0.52 3

Measurement
mean value

Standard
deviation

Font Size of
Lettering (pt) 17.6 11.4 17

Installation of
Minute/Thin Plate

(mm)
4.6 0.74 5

Countermeasures

for Elderly Workers

Personnel-Reduction

Countermeasures

Figure 2  Distribution of Overall Evaluation Points by  
              Score for Workers Aged 60 and Younger 

214



 
 

Promotion Methods of Job Redesigning for Elderly Workers on the Production Line 

Table 4  Overall Evaluation Points Table for Elderly Workers up to the Age of 65 
(a)<Weariness due to Aging>

Rank
Evaluation Item aa ab ac ad ae

Improvement-Difficult Point 0 0.5 1 2 3

Lifting of Heavy Weights 0～5 5.1～7 7.1～10 10.1～13 13.1～(kg/piece)
Total Heavy Weights a Day 0～5 5.1～7 7.1～9 9.1～11 11.1～(ton/day)
The Total Handing Number 0～10000 10001～15000 15001～17000 17001～19000 19001～(piece/day)

es/day)
day)
es/day)
/day)
/h)

tact)
ct)
/tact)

Points if the operation was noting, and 5 points if the 
operation was exist; we took as the awkwardness evaluation 
point B the sum that was added to the operational units.  The 
criteria upon which these 5 points were decided are as 
follows:  Taking the total of the weariness evaluation point A 
and the awkwardness evaluation point B as the overall 
evaluation points, the number of operations for each different 
overall evaluation point is shown in Fig.2. Then, we 
discovered that it is best to adopt as a job redesign target an 
operational extent in which overall evaluation points are at 4 
points or less in order to create 600 operations suitable for 
middle-aged and elderly workers for estimating from future 
employee aging. Thus, taking the Improvement Level-of-
Difficulty Points as 5 or more for job redesigning that has 
been deemed difficult (presence of awkward), such job 
redesign would not be included in the job redesign target 
extents.  Ultimately, an overall evaluation points score of 4 
was the upper limit of the extents for countermeasures aimed 
at elderly workers; personnel-reduction countermeasures 
came to fall within extents at scores of 5 or more. 
As shown in Table 4, regarding the Improvement Level-of-
Difficulty Points for elderly workers aged 65, for the ‘degree of 
weariness’ for the table for 60-year-old workers [5, 6], the 
point for values at or below the criteria value for 60- year-old 
workers were revised from 0 points to 0.5 points, and a score 
of 0 points for values at or below the criteria value for 65-
year-old workers was newly added.  Furthermore, regarding 
the ‘degree of awkwardness’, we classified into 3 ranks those 
criteria values for which it was possible to convert to 
numerical values. 
Equation (1) is the equation used to compute the overall 
evaluation points.  We divided the awkwardness evaluation 
points into what is capable of improvement and what has a 
difficulty in improvement.  

Overall evaluation points = Evaluation point A + 
                  Evaluation point B’ + Evaluation point C           (1) 
where, evaluation point A is the total points of the 
Improvement Level-of-Difficulty Points of the ‘weariness 
items’; evaluation point B’ is the total points of the 
Improvement Level-of-Difficulty Points of the ‘awkwardness 
items’ that are capable of being converted to numerical 
values; evaluation point C is the total of the Improvement 

Level-of-Difficulty Points of ‘presence or absence of 
awkwardness’ that is not capable of being converted to 
numerical values. 
Regarding the classification of personnel-reduction 
countermeasures and countermeasures against aging, we 
attempted a sample experiment to determine how the overall 
evaluation points distribution of 1748 operations, as shown in 
Fig.2, would change with the addition of 0.5 points of the 
criteria value of workers aged 60. The result of this sample 
experiment was that, in general, there were many operations 
of 4 overall evaluation points or less, in which case it is 
possible that the classification points for both 
countermeasures could change somewhat.  In any event, it is 
necessary to choose countermeasures such that it will be 
possible to maintain, out of the 1748 operations, operations 
suitable for middle-aged and elderly workers. 

5.2  Preparation and Evaluation of Job Redesign 
Advancement Plans 

Job redesign plans are estimating operations carried out for 
the purpose of countering the impediment factors brought to 
light during job evaluations.  One must consider the feasibility 
of countermeasures, consultations between and among 
supervisory departments regarding whether to enact 
countermeasures on pre-existing production lines or on newly 
built facilities, roughly-calculated costs and items to be 
implemented. 
For the order of priority of operations to be performed during 
countermeasures, final decisions on operations of 4 overall 
evaluation points or less, which are part of possible 
countermeasures, are to be made after taking the following 
conditions into overall consideration. 

Pulling the Trigger 0～4500 4501～5000 5001～6500 6501～8000 8001～(tim
Using a Vibration Tool 0～1.8 1.9～2 2.1～2.5 2.6～3 3.1～(h/
Using a Special Tool 0～1300 1301～1500 1501～1800 1801～2100 2101～(tim

Distance on Foot 0～4 4.1～7 7.1～8.5 8.6～10 10.1～(km
Speed on Foot 0～4 4.1 4.2～5 5.1～6 6.1～(km

Up-and-Down Height 0～20 21～30 31～50 51～70 71～(cm/
Holding of Posture 0～3 4 5～22 23～40 41～(s/ta

Selective Fitting 0～3 4 5～9 10～14 15～(kinds

(note) improvement-difficult point of the other items: 5 point 

(b)<Awkwardness due to Aging>
Rank

Evaluation Item ba bb

Improvement-Difficult Point 0 0
Font Size of Lettering Labels
or Parts Lists to Read 17～ 15～16
Installation of Minute or Thin
Plate 5～

bc
.5 1

13～14(pt)

4 3　(mm)
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(1)  Operations for which overall evaluation points are low, 
and for which improvements are simple 

(2) Operations for which it is simple to eliminate 
‘awkwardness’ impediment factors 

(3)  Operations with a high degree of on-site urgency 
(4)  Operations which can be performed at or below the 

minimum facilities cost, requiring reduced labour, or 
even an individual worker 

After implementing job redesign, a five-step evaluation is to 
be performed upon the investment results and the 
streamlining results for each item that has undergone 
improvement, with improvement follow-up performed 
according to the following: 

(1)  Results of lessening mental and physical burdens 
(2)  Efficiency improvement 
(3) Results of expanding workplaces accommodating of 

elderly workers (Number of impediment factor 
reductions) 

The incorporation of job redesign into new facilities is carried 
out through prior study involving turning the workplace 
evaluation standards into intra-company regulations.  After 
job redesign incorporation is complete, a check-mark is made 
in the ‘countermeasures finished’ column of a pre-action 
study’s accuracy report form. 
 
6     CONCLUSION 
Japanese society has already become ‘an aging society with 
a fewer children’, facing a pronounced shortage of labour 
force.  At the Council on Economic and Fiscal Policy held in 
April of this year, the government announced a ‘New 
Employment Strategy’ incorporating important employment 
counter-measures for the coming three-year period. This 
strategy fixed the numerical value index at 56–57% of 
workers aged 60 to 64 by the year 2010, publicised an 
intention to create one million new jobs, and declared a 
desire to involve the government in realising a ‘full-
participation economy’ in which everyone can work easily. 
Job redesigns are countermeasures as a complement to the 
declining functions of elderly workers as they age. Job 
redesigns do not help to increase in productivity, and are 
categories of investment which do not make a profits.  
However, corporations are facing labour shortages due to ‘an 
aging society with fewer children’, and the time has come 
when investment must be made in providing employees with 
a sense of happiness and job satisfaction.  When 
corporations take it upon themselves to realise production 
systems that pay attention to the human respect, employees 
are able to enjoy more stable lives, job satisfaction is created, 
and workers are able to feel a sense of joy and pride in their 
work, all of which contribute towards bringing forth jobs that 
are high in creativity. This study is a proposition for allowing 
corporations to implement these indispensable counter-
measures with as little burden as possible. 
The results of this study are summarized as follows: 

(1) If the above-mentioned ways of thinking are 
implemented, it will be impossible to consider the 
necessity of establishing countermeasures for 
transforming overall operations to operations suitable 
for elderly workers. Those minimum-level counter-
measures that are in accord with the number of elderly 
workers are sufficient. Therefore, unmanned and/or 
personnel-reduction robots are available for increasing 
productivity, and a production site in which both these 
entities coexist is preferable.  

(2) In order for robots and elderly workers to coexist, it is 
necessary to clearly delineate the respective territories 

of each. Job redesign cannot be completed simply 
through partial and superficial countermeasures. Job 
redesign must be carried out in a planned fashion, and 
in terms of overall structure. To this end, it is necessary 
to grasp in a multifaceted the factors that impede the 
operations of elderly workers based on job evaluations. 
There is a wide array of different kinds of declines in 
function due to aging, and it is necessary to find 
countermeasures for each of them individually. 

(3) In order for job evaluations to tie in with job redesign, it 
is necessary that job evaluations be carried out as 
objectively as possible.  It is necessary to consider 
movements that are as close as possible to actual 
operations, and to perform operations ability 
measurements thereby. 

(4) It is difficult to conduct improvement of ‘awkwardness’ 
with job redesign of pre-existing operations; if possible, 
methods that eliminate ‘awkwardness’ from new 
product settings are preferable. 

(5) When considering the prolonging of employment from 
age 60 to age 65, it is necessary to study more on the 
classification of countermeasures towards unmanned 
production and countermeasures against aging in a 
variety of cases for workers aged 65 and younger.  We 
plan to study conducting simulations in which each kind 
of case is tested. 

(6) We also have a plan to start to investigate medium- 
and small-scale enterprises that receive many separate 
production orders. 
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Abstract 
Cellular manufacturing systems are well known as flexible and reliable manufacturing systems for assembly 
processes. A suitable control method is required for the cellular manufacturing systems to keep the production 
capacity in the case where unforeseen changes, such as delays of assembly processes, addition of new 
orders, and unscheduled workers’ absences, occur during the progress of assembly processes. This research 
proposes a dynamic task reallocation and rescheduling method in the cellular manufacturing systems, 
consisting of a set of assembly cells in which all the assembly processes are carried out by single workers. 
The method proposed here dynamically modifies an initial production schedule and minimizes the total 
tardiness by a genetic algorithm and a heuristic rule, called as EDD (Earliest Due Date), to cope with 
unforeseen changes in the cellular manufacturing systems. A prototype of dynamic task reallocation and 
rescheduling system was developed and applied to some computational experiments in order to evaluate the 
effectiveness of the proposed method. 
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Cellular Manufacturing; Task Allocation; Genetic Algorithm; Tardiness; Learning Curve 

 
 
1 INTRODUCTION 
Flexible manufacturing systems have been required to cope 
with dynamic changes of market requirements, product mix 
and production volumes. Cellular manufacturing systems are 
well known as more flexible and reliable manufacturing 
systems for assembly processes than the traditional mass-
production systems. Individual products are assembled by 
single workers or a group of workers in the cellular 
manufacturing systems. 
The cellular manufacturing systems need a suitable control 
method to keep the production capacity in the case where 
unforeseen changes, such as delays of assembly processes, 
addition of new orders, and unscheduled workers’ absences, 
occur during the progress of assembly processes. The 
workers carry out their assembly processes cooperatively in 
the actual cellular manufacturing systems. For instance, 
untrained workers are often supported by neighbour workers 
or factory managers, when the assembly processes of the 
untrained workers are delayed. The cooperation among the 
workers may locally contribute to the flexibility and the 
reliability of the assembly processes. However, the 
effectiveness of the cooperation has not yet been evaluated 
systematically from the viewpoint of the whole manufacturing 
systems. 
This research proposes a dynamic task reallocation and 
rescheduling method in the cellular manufacturing systems, 
consisting of a set of assembly cells in which all the assembly 
processes are carried out by single workers. The method 
proposed here dynamically modifies the initial production 
schedule to cope with unforeseen changes in the cellular 
manufacturing systems, in order to minimize the total 
tardiness. A learning curve effect is considered in the 
modification process to generate a suitable production 
schedule. A prototype of dynamic task reallocation and 
rescheduling system was developed on a personal computer 

and applied to some computational experiments in order to 
evaluate the effectiveness of the proposed method.  
 
2 CELLULAR MANUFACTURING SYSTEMS 

2.1 Characteristics of cellular manufacturing systems 
The cellular manufacturing system is a kind of lean 
manufacturing systems. Single workers or a group of workers 
assembles individual products in the cellular manufacturing 
systems. The cellular manufacturing systems are recognized 
to have the following characteristics. 
 • To provide more flexibility for variations of product mix 

and production volumes. 
 • To be motivational for the workers due to be in charge of 

assembling the whole products. 
 • To improve productivity due to high motivation of workers. 
 • To reduce work-in-process inventories and workspace. 
The most popular cellular manufacturing systems locate 
working tables around a worker for assembling products, as 
shown in Fig. 1. The working area constructed by the working 
tables is called ‘cell’. Each worker is provided for assembling 
tools and jigs in the cell. The workers assemble various 
products, based on a predetermined production schedule. 

Cell

Worker

Product

 
 

Figure 1: Target cellular manufacturing systems. 
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2.2 Flexibility in cellular manufacturing systems 
The performances of cellular manufacturing systems depend 
on human capabilities to enhance productivity and flexibility. 
However, it is difficult to control the production capacity of the 
cellular manufacturing systems, since human capabilities are 
not stable and controllable. For instance, unforeseen 
changes, such as delays of assembly processes, addition of 
new orders, and unscheduled workers’ absences, occur 
during the progress of assembly processes in the actual 
cellular manufacturing systems. On the other hand, the 
processing time of workers is gradually improved by repeating 
the same tasks.  
Generally, untrained workers are often supported by 
neighbour workers or factory managers, when the assembly 
processes of the untrained workers are delayed. The 
cooperation among the workers may contribute to the 
flexibility and the reliability of the assembly processes. 
However, the effectiveness of the cooperation has not yet 
been evaluated systematically from the viewpoint of the whole 
manufacturing systems. Therefore, the cellular manufacturing 
systems need a suitable control method to keep the 
production capacity, without interrupting the progress of 
assembly processes of workers, in the case where the 
capabilities of cells unexpectedly change during the progress 
of assembly processes in the cellular manufacturing systems. 
 
3 HUMAN-ORIENTED DYNAMIC TASK REALLOCATION 

AND RESCHEDULING METHOD 

3.1 Genetic algorithm based task reallocation and 
rescheduling method 

This research proposes a dynamic task reallocation and 
rescheduling method in the cellular manufacturing systems, 
consisting of a set of assembly cells in which all the assembly 
processes are carried out by single workers, as shown in Fig. 
2. All the tasks are firstly assigned to the individual workers 
and the execution sequences of the tasks are determined in 
the initial scheduling processes, before starting the assembly 
processes.  
The method proposed here dynamically changes the initial 
task allocation for workers and modifies the execution 

sequences of the tasks, in the cases where unforeseen 
changes such as delays of assembly processes occur in the 
cellular manufacturing systems. The objective function 
considered here is minimization of the total tardiness, as 
shown in the following equation. 

∑
=

−
n

i
ii ddftMinimize

1

),0max(  (1) 

Where, 
fti :  finishing time of an assembly process of the task Ji. 
ddi : due date of the task Ji. 
n :  total number of tasks. 
 
The proposed task reallocation and rescheduling procedures 
consist of the following two steps. 
1. All the tasks are reallocated to the individual workers real-

timely by using the GA (genetic algorithm) [1], and 
2. The execution sequences of the allocated tasks in the 

individual workers are determined by using a heuristic 
rule, called as EDD (Earliest Due Date) [2]. 

Reallocation of tasks 
The task allocation for workers is represented as a 
chromosome in the GA based task reallocation method. The 
GA is a probabilistic search technique based on the evolution 
mechanism. Figure 3 shows an algorithm of the task 
reallocation using the GA. The algorithm starts with a 
population of parent individuals from which offspring are 
generated. Each individual has a chromosome, and it is 
evaluated based on a fitness value. The genes in the 
chromosome represent names of workers in this research. 
The names of workers are allocated to an array in the order of 
the number of tasks, as shown in Fig. 3. This array represents 
the chromosome of the first individual. Other individuals in the 
initial population are created by randomly changing the 
positions of genes in the first individual, until the number of 
individuals is equal to the predetermined population size. 
Genetic operators, such as selection, crossover and 
mutation, are applied to the first individuals, in order to create 

Cell

Products
for worker-1

Unscheduled delays of 
assembly processes 

(1) Task reallocation
All the tasks are reallocated 
to the individual workers.

(2) Rescheduling
The execution sequences of 
the allocated tasks are 
determined.

Production
schedules

Products
for worker-2

Monitoring

Genetic
Algorithm (GA)

Recognition

 
Figure 2: Whole processes of task reallocation and rescheduling. 
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new individuals representing the improved task allocations. 
Selection operator selects an individual which has the best 
fitness value in the population, and the selected individual 
survives to the next population. Crossover operator called 
multi-points crossover randomly selects many points of 
chromosomes and exchanges genes of the selected points of 
two parent individuals, in order to create new offspring 
individuals. Mutation operator called multi-points mutation 
considered here randomly selects and changes a few genes 
in single individuals. 

Determination of execution sequences of allocated tasks 
Decoding processes of the individuals provide new task 
allocations for workers, as shown in Fig. 4. A heuristic rule, 
called as EDD (Earliest Due Date), is applied to the allocated 
tasks, in order to generate suitable execution sequences of 
the tasks, since the sequencing problem of the tasks is 
recognized as a single-machine scheduling problem. Then, 
feasible production schedules are newly generated from the 
individuals. 

A learning curve effect is considered in this research in 
generation of a production schedule. The learning curve 
effect shows that the workers are trained by repeating same 
assembly processes. We apply a typical learning curve which 
shows that the processing time by the workers is improved in 
an exponential manner by repeating the same tasks, as 
shown in Fig. 5. A learning rate β  is defined as the following 
equation.  

αβ
2
1

=  (2) 

NHH N logloglog 1 α−=  (3) 

Where, 
HN :  cumulative average time of tasks assembled. 
H1 : processing time required to assemble the first task. 
N :  cumulative number of tasks assembled. 
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Figure 3: Algorithm of task reallocation using the GA. 
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Figure 4: Rescheduling process. 
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The proposed method tries to allocate same tasks to the 
workers using the GA, aimed at reducing the processing 
times of the tasks based on the learning curve effects. The 
method also considers the load-balance among all the 
workers in order to minimize the total tardiness. 

Evaluation of new production schedules 
A task reallocation and rescheduling process generates 
production schedules based on the individuals in a 
population. The most suitable production schedule is selected 
from the viewpoint of the total tardiness, in order to replace a 
current production schedule with the new production 
schedule. The assembly processes are carried out according 
to the selected production schedule, if the selected 
production schedule improves the total tardiness of the 
current production schedule. The task reallocation and 
rescheduling process is repeated continuously, until the total 
tardiness is reduced to zero, or until all the tasks have been 
already started assembling. Therefore, the proposed method 
can improve the disturbed production schedule without 
stopping the progress of assembly processes. 

3.2 Dynamic task reallocation and rescheduling 
process 

The task reallocation and rescheduling process is activated 
during the progress of assembly processes at the present 
time T0, only when the delays of assembly processes occur 
and the predetermined initial production schedule does not 
satisfy the given constraints on delivery times. It is assumed 
that a cycle of task reallocation and rescheduling process 
takes computation time dt to generate a new feasible 
production schedule. Therefore, the schedule of the tasks 
that are started assembling after (T0 + dt) can be modified in 
the task reallocation and rescheduling process [3] [4]. 
The following steps represent a task reallocation and 
rescheduling process proposed in this research. 

Step 1 Setting up of the present time Ti 
The present time Ti (i=0, 1, ... ) is set up. 

Step 2 Creation of an initial population 
Two cases are considered in the creation of the initial 
population. They are, 
1. First activation of the task reallocation and rescheduling 

process at time T0 
2. Second or later activations of the task reallocation and 

rescheduling process at time T1 or later. 

Step 2-1 First activation 
Individuals in the first population are created based on the 
task reallocation method as described in Section 3.1.  

Step 2-2 Second or later activations 
Some individuals created in the previous task reallocation 
and rescheduling process can be inherited to the next initial 
population in the iteration of the task reallocation and 
rescheduling process, as shown in Fig. 6. Two cases are 
considered for the inheritance process of the population as 
shown in the followings. 

Case-A No tasks start between Ti and (Ti + dt) 
If no tasks start between Ti and (Ti + dt), all the individuals of 
the last population of the previous task reallocation and 
rescheduling process are inherited to a new task reallocation 
and rescheduling process between Ti and (Ti + dt). 

0

5

10

15

20

25

30

35

0 5 10 15 20
Cumulative number of tasks

C
um

ul
at

iv
e 

av
er

ag
e 

tim
e 

(m
in

ut
e)

Learning rate：99％
Learning rate：95％
Learning rate：90％

 
Figure 5: Learning curve. 
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Figure 6: Iteration of task reallocation and rescheduling process. 
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Case-B Some tasks start between Ti and (Ti + dt) 
If some tasks start between Ti and (Ti + dt), the production 
schedules of these tasks should be fixed. Therefore, a new 
task reallocation and rescheduling process can inherit only 
the individuals, which are consistent with the schedules of the 
fixed tasks, from the last population created in the previous 
task reallocation and rescheduling process. 

Step 3 Application of genetic operators to the population 
Production schedules are generated from the individuals by 
applying EDD and the learning curve effect, in order to 
calculate the total tardiness which has to be minimized as the 
fitness value of each individual. Based on the fitness value, 
genetic operators, such as selection, crossover and mutation, 
are applied to the individuals of the population created in Step 
2, in order to create new individuals of the next population.  

Step 4 Evaluation of modified production schedules 
The new individuals created in Step 3 generate production 
schedules. If one of the newly generated schedules is better 
than the current schedule from the viewpoint of the total 
tardiness, the current schedule is substituted by the new 
schedule. All the task reallocation and rescheduling 
processes are terminated, if the total tardiness of the new 
production schedule is zero, or all the manufacturing 
operations have been already started. Otherwise, the steps 
from Step 2 to Step 4 are repeated. 
 
4 COMPUTATIONAL EXPERIMENTS 

4.1 Experimental conditions 
A prototype system of dynamic task reallocation and 
rescheduling was implemented by using an object-oriented 
language, Smalltalk. It was developed on a personal 
computer operating under the Windows system. 
Computational experiments were carried out to evaluate the 
effectiveness for such unforeseen disruptions as a significant 
delay of an assembly process. A cellular manufacturing 
system had a suitable production schedule at the initial 

condition. Experimental conditions are summarized as 
follows.  
 • Number of workers: 12. 
  − Trained workers: 3. 
  − Untrained workers: 9. 
 • Number of tasks: 145. 
  − Types of tasks: 10. 
  − Standard processing time: 5 ~ 60 [min.] 
  − Due date: 120 or 240 [min.] 
 • Total tardiness at the initial condition: 0. 
Any worker can assemble all the tasks. The workers take a 
standard processing time in the case where the workers 
assemble each type of tasks for the first time. However, the 
processing time of tasks decreases based on the learning 
rate of workers in the case where the workers have 
assembled the same type of tasks before. 
A significant delay of an assembly process occurred in a cell 
after the assembly processes had been started in the cellular 
manufacturing system. The total tardiness of the production 
schedule was increased to 258 [min] due to the delay. Then, 
the prototype system activated the task reallocation and 
rescheduling process in order to improve the disturbed 
production schedule. 

4.2 Experimental results 
Computational experiments have been carried out ten times 
on the same experimental conditions, since the GA based 
method is a probabilistic search technique and has random 
computational operations in creating a population. Population 
size, crossover rate and mutation rate were 100, 0.4 and 
0.01, respectively. 
Figure 7 shows a part of experimental results. The horizontal 
axis and the vertical axis are the simulation run time and the 
total tardiness of production schedules, respectively. Lines on 
the figure show the improvements of the total tardiness of the 
current production schedules. The proposed method 
improved the disturbed production schedules and generated 
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Figure 7: Variations of the total tardiness in experiments. 
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suitable production schedules from the viewpoint of the 
minimization of the total tardiness, considering the learning 
curve effects of the workers. The results of the experiments 
are summarized in Table 1.  

4.3 Comparisons of experimental results 
The effectiveness of the proposed method was verified 
through the comparison between the experimental results of 
the GA based method proposed in this research and the one 
of a rule-based method. The rule-based method reallocates a 
task with the largest tardiness to a worker that has the 
shortest total processing time. This kind of method might be 
used in the actual cellular manufacturing systems, in the case 
where unscheduled disruptions occur in the cellular 
manufacturing systems. 
The experimental result of the rule-based method is also 
shown in Table 1. All the experimental results are 
summarized in Fig. 8. As shown in this figure, the total 
tardiness of the production schedule improved by the 
proposed method is shorter than the one of the production 
schedule improved by the rule-based method. Therefore, the 
proposed method is superior to the rule-based method from 
the viewpoint of the minimization of the total tardiness. 
 
5 CONCLUSIONS 
This research proposed a dynamic task reallocation and 
rescheduling method in the cellular manufacturing systems. 
The proposed method real-timely changes the task allocation 
for the workers by using the GA and modifies the execution 
sequences of the tasks by using EDD, in the cases where 
delays of assembly processes occur in the cellular 
manufacturing systems. Some computational experiments 
verified the effectiveness of the proposed method from the 
viewpoint of the minimization of the total tardiness. 
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Table 1: Experimental results. 
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Figure 8: Summary of experimental results. 
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Abstract 
Structured light is used for measuring 3D shape efficiently by active stereo methods. The measurement 
resolution of this method depends on not only the interval of structured light but also the pattern direction. In 
this paper, we propose a method for acquiring homogeneous data by structured light measurements. The 
method uses multiple structured lights with different directions and then registers the data based on 
measurement density over the object surface. Our experimental results showed that the proposed method is 
capable of reproducing 3D shape of measurement objects more precisely. 
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1 INTRODUCTION 
Technologies for measuring three-dimensional (3D) shapes of 
physical objects have gathered more and more attention in 
various fields in recent years. Reverse engineering, for 
instance, has been introduced in the manufacturing business 
for a swift production process. While pre-existing digital 
shape models are available, the product process goes 
smoothly, once, however, new models are required, costly 
designing labour is needed even by up-to-date computer-
aided design (CAD) or computer-aided modelling (CAM) 
software packages. Designing object shape with a physical 
clay model is often more flexible than modelling with 
CAD/CAM software, however, digital design data is suitable 
for further production processes. 3D shape capturing is 
capable of connecting physical and digital designing phases. 
Moreover, prior to the mass-production, recent rapid 
prototyping machines and physical test exemplars are 
available [1, 2, 3]. Consequently, a smooth transition from 
physical to digital designing has a great potential to shorten 
the total time for production development. 3D shape scanning 
is also actively used for the field of science and education. 
For instance, a number of cultural properties, including 
historical relics, are targeted for a 3D scan before they 
deteriorate [4]. Large-scale objects, such as a whole building 
structure or a section of a town are also scanned and 
archived in a digital media form, recently called “e-
monuments”. E-monuments have a great potential for 
preserving existing properties of those cultural heritages and 
reusing them for exhibition via computer graphics with 
additional information for easy-to-understand display. Those 
digital archives enable not only quantitative but qualitative 
analysis from an archaeological point of view.  
One of the major techniques used for 3D measurement is 
optical triangulation with an active stereo system. A 
combination of a light emitter and an imaging sensor (a 
camera) is used in active stereo methods. For emitting light, 
spotlight or slit light is generally used. The measurement with 
spotlight employs a focused laser spotlight and elaborately 
controls the light emission to scan densely and uniformly. 

Consequently, spot- or point- based scanning takes time to 
sweep the surface to complete the measurement. Structured 
light is used for time-effective 3D scanning. The simplest 
structured light is line shaped or a slit beam, which is adopted 
in many commercial laser range scanners for a tabletop 
range scale. The slit beam forms a 3D plane that intersects 
the surface of the object. This allows capturing the range of 
points on the intersection line, and thus, rapid measurement 
is possible compared with the spot-light. Moreover, by coding 
with the structured light, spatial division becomes more 
effective. Consecutive illumination with several patterns of 
structured light is equivalent to hundreds of slit-lines scanning 
resolution. Most of the 3D scanning systems for structured 
light are implemented as projector-camera systems and a 
variety of coding methods are proposed [5,6].  
A common usage of 3D scanning systems is to take multiple 
range images and put them together in a coordinate system 
for reconstructing a target object shape. Multiple 
measurements with different positions and angles allow 
capturing the whole shape of the object as well as 
compensating for missing parts occluded from the other 
views. Thus, the quality of the captured data is supposed to 
be ensured by redundant multiple scans.  
We focus rather on the quality of a single scanned data set. 
Intrinsically, visual distortion of a projected pattern on the 
object surface causes parallactic displacement that enables 
optical triangulation. However, the parallactic displacement 
also gives an uneven distribution of the measured points. 
This paper proposes a method for acquiring homogeneous 
density data from a fixed viewpoint with multiple structured 
light patterns. 
 
2 PATTEN DIRECTIVITY IN STRUCTURED LIGHT 
In general, 3D shape measurement with structured light 
scans along the structured line pattern. Figure 1 shows an 
example of the measurement data (right) with vertical line 
patterns (left). 
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The observed intervals of the captured lines are different 
because the faces vary face-by-face. Ridgelines, especially, 
are sampled with a different number of points. In Figure 1, the 
projected lines are almost parallel to the vertical ridges on 
which only one scan line traverses. The ridges have the 
characteristic of forming the whole shape of the cube, 
however, they are easily miss-sampled in the captured point 
set. The characteristic parts tend to contain higher curvature, 
which requires more scanned points to reconstruct the 
original shape. 
 
3 PROPOSED APPROACH 
We focus on the fact that the same surface shape can be 
sampled with a different density by varying the scan line 
directions. We employ multiple structured lights with different 
pattern directions and monitor the density of captured points 
for each scan. Characteristic regions can be detected as the 
ones whose data density varies by changing scan line 
directions. Then measurement results with higher density are 
selected for characteristic regions and registered for the final 
data set.   
We categorize the edges in objects into three types: jump, 
roof, and smooth edges (see Figure 2). A jump edge is 
observed as a large gap in a range distribution from the 
measurement viewpoint. The jump edges can be detected as 
discontinuities along the scan lines. They appear in the 
contour of objects’ silhouettes in general. A roof edge and a 
smooth edge have a continuous series of points on the scan 
lines. The normal vector on the surface of the object 
continuously changes as well. A roof edge and a smooth 
edge can be detected by searching for high variance in the 
normal vector distribution. Creating a mesh from the point 
sets without overlap allows finding adjacency relationships 
among the points. A normal vector in each facet on the mesh 
can be calculated and the variance of the direction of the 
normal vector within a small region shows the shape 
complexity of the region [7]. Comparing the densities of range 
data between data sets acquired by different structured lights, 
higher density data can be selected for each region. The 
measurement data can be supplemented by registration 

based on measurement density. 
 
4 SHAPE DATA REGISTRATION SCHEME  
Since there are no overlaps of the range data from a single 
view of a camera, range data can be mapped on the image 
plane of the camera. Hereafter, the image plane of the 
camera is called the ‘screen coordinates’. Since the projector-
camera system is fixed while changing pattern directions to 
project, mapping 3D to 2D screen coordinates allows a 
simpler process for comparing, selecting, and registering the 
measured points. The registration process is as follows:  
1. Measure the 3D shape with multiple structured lights of 

different pattern directions. Examine the continuities of 
the scan lines to detect jump edge regions. 

2. Form a Delaunay mesh from a range data set and 
acquire a connecting structure of the data points. 

3. Calculate a normal vector at each vertex on the 
Delaunay mesh. Make a normal map by mapping the 
normal vectors onto the screen coordinates. 

4. Examining variance of the normal directions over the 
normal map.  

5. Detect high variance regions of normal vectors to find 
roof and smooth edges. 

Calculate the density of each range data set for each region 
containing jump, roof, and smooth edges, and register the 
higher density data for the region. 
 
5 IMPLEMENTATION 

5.1 Structured light with gray code 
In this paper, we implemented a projector-camera system for 
3D scanning by structured light with a gray code system [8]. A 
set of gray codes can be expressed by consecutive lighting 
patterns. Each pattern is composed of black and white 

stripes. N patterns generate N bits of gray code. To establish 
the correspondence between the pixels of a projector and 
those of a camera, every pixel on the camera image is 
estimated as either shaded by a black-stripe area or lighted 
by a white-stripe area from the projector. As shown in Figure 
3, for example, lighting with a projector with 3 patterns: A, B 
and C generates 3 bits of gray code. The lighted area is 
segmented to be read as 1 and the shaded area as 0. The 
segmented area is coded independently by a "space code". 
Referring to the space code, a ray from a projector pixel and 
camera pixel are coupled and form an epipoler triangle, and 
thus, the 3D coordinates can be calculated as the intersection 
of the 2 rays from a calibrated projector and camera system.  

 
Figure 1: Density difference of range data  

over the object surface 

Figure 2: Edge types 

 
Figure 3: Gray code pattern (3 bit) 
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5.2 Measurement system 
We implemented a measurement system to execute the 
process mentioned above. This system uses a single 
projector and camera system as shown in Figure 4 and is 
capable of triangulation by structured light with gray code and 
registration of the acquired data. A set of structured patterns 
are sequentially projected onto a target object from the 
projector and the camera captures the scene for each 
projection. The system uses two kinds of directional patterns: 
vertical and horizontal. 3D measurement results for the two 
patterns are shown in Figure 5. These data are a whole 
series of points that have 3D coordinates. The following is the 
process to acquire a registered result from these range data. 
First, map the measurement data shown in Figure 6 onto the 
screen coordinates (Figure 6(a)). Next, form a Delaunay 
mesh and calculate the normal vector of each vertex. Third, 
make a normal map on the screen coordinates by separating 
each component of a normal vector by colour (Figure 6(b)). 
Because the calculated normal vectors might contain some 
noise, moving the average filtering smoothes the normal map. 
The variance distribution of the normal vector is calculated in 
each small region of 7x7 pixels over the normal map. Then 
high variance regions of the normal vector (Black region of 
Figure 6(c)) are detected. The threshold for detection was 
empirically determined. The data density is computed by 
counting the measurement points within the small region of 
7x7 pixels.  Finally, by comparing the density measured by 
vertical pattern with the one measured by horizontal pattern, a 
total data set is filled with higher density points.  

5.3 Pattern boundary interpolation 
Range values are computed from camera images that 
capture projected binary patterns onto the object surface. 
This image is sampled as a digital image, on which 
boundaries of the binary  

stripes are used as scan lines. Though the projected patterns 
are continuously distorted due to the object surface shape, 
stripes are used as scan lines. Though the projected patterns 
are continuously distorted due to the object surface shape, 
detected pattern lines are jagged because of aliasing with the 
limited spatial resolution of pixels. The jagged boundary 
edges directly deteriorate the resulting shape data. Therefore, 
a sub-pixel process is needed for detecting boundary edge 
lines. In this paper, positive and negative patterns are used 
for each stripe width [7]. A negative pattern is the dual of the 
inverted pattern of the positive pattern. While pixel intensity 
has an up-ward slope in the positive projection, there must be 
a down-ward slope in the dual projection image. In the same 
vicinity of boundary lines, the pattern border can be computed 
as a set of intersecting points of the up-ward and down-ward 
curves, by comparing between the dual images. Continuous 
boundary lines are acquired by interpolating the positions of 
the intersection points in the image plane. Figure 7 shows a 
comparison between shape reconstruction results with and 
without sub-pixel interpolation for boundary line detection.  

6 EXPERIMENTS 

6.1 Experimental conditions 
We conducted an experiment, implementing the process 
described in the previous section. We measured a cup shown 
in Figure 8(a) and a plaster statue shown in 8(b). The 
positions of the projector, the camera and the target object 

 
Figure 4: Measurement System Setup 

 

 
               (a)                                          (b) 
Figure 5: Scanning results with vertical pattern (a) and 

horizontal pattern (b) 

 

 
                 (a)                                         (b) 

 
                 (c)                                         (d) 

Figure 6: Measurement System 

Figure 7: non-interpolated result (left) and  
interpolated result (right) 
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are shown in Figure 10. Figure 9(a) shows a scene where a 
horizontal pattern was projected onto the cup. Figure 9(b) 
also shows a scene with a vertical pattern. We used eight 
sheets of patterns for each vertical and horizontal direction. 
This pattern is capable of segmenting the space into 256, 
which is equivalent to 256 scanning lines. The projector we 
used is a DLP type and the maximum brightness is 2500 
lumens. The capture size from the camera is 640x480 pixels.  

6.2 Results and Discussion 
Figure 11(a) and 18(a) show results measured by the vertical 
pattern. Figure 12(a) and 19(a) show results by the horizontal 
pattern. In a complex characteristic region, such as the 
handle edges of the cup and the face and the body parts of 
the plaster statue, the measurement density varies along the 
surface direction. Figure 15 and Figure 20 shows the selected 
regions for registration by the proposed method. In 
characteristic regions, result data measured by either vertical 
or horizontal pattern are selected based on measurement 
density. In non-characteristic regions, both results have 

similar quality. The horizontal pattern data is used in the 
Figure. Figure 16(a) and 21(a) show registered results of 
these data. The lower density areas are complemented 
through registration. Figure 11(b), 12(b), 17, 18(b), 19(b) and 
22 show reconstructed 3D surfaces. In 3D surface rendering 
representation, the registration result complements the low-
density regions. This shows that the registration on the 
screen coordinates effectively functioned for 3D shape 
reconstruction. Figures 13 and 14 show close-up of the 
handle part. The large curvature regions are represented as  
continuously shape surface with comparatively dense 
measurement points. 
 
7 SUMMARY 
 In this paper, our aim was to make the most use of projector-
camera system resolutions that are degraded by the relative 
geometrical conditions, such as pattern directions and edge 
shapes. To clear up this problem, we proposed a method for 
acquiring homogeneous density data by multiple structured 
light measurements. Focusing on measurement density, an 
automatic scheme for managing the data resolution is 
achieved. The experimental results showed the 
advantageous capability of reproducing 3D shapes of 
measurement objects more precisely. Our future work   
addresses how to design more flexible patterns instead of 
only patterns in two directions.  
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(a)                                                    (b) 

Figure 8:Target Object, (a) cup and (c)  plaster statue 
 

  
(a)                                          (b) 

Figure 9: (a) Horizontal Projection and (b) Vertical projection

 
Figure 10: Position of projector, camera and target 

25cm 

25cm 

70cm 
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Shape Data Registration based on Structured Light Pattern Direction  

 

 

 

 
 

 
 
 
 

 
(a)                             (b)  

 
Figure 11: Vertical pattern measurement 

(a) scanned points and (b)3D reconstructed result  

 

 
(a)                              (b) 

 
Figure 12: Horizontal pattern measurement 

(a) scanned points and (b)3D reconstructed result 

 
            (a)                            (b)                          (c) 

Figure 13: Measurement results (close-up of handle 
part): 

(a) vertical pattern, (b) horizontal pattern, and 
(c) registration result 

   
(a)                           (b)                         (c) 

 Figure 14: 3D rendered result (close-up of handle part): 
 (a) vertical pattern, (b) horizontal pattern, and  

(c) registration result 

(a)                        (b)                             (c) 
Figure 15: selected pattern for registration 
(a) vertical pattern (b) horizontal pattern 

(c)  non-characteristic regions 
 

Figure 16:  Registration result(camera plane) 

 
Figure 17:  Registration result(rendered 3D surface) 
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(a)                                           (b)  

Figure 18: Vertical pattern measurement 
(a) scanned points and (b)3D reconstructed result 

   
(a)                                           (b)  

Figure 19: Horizontal pattern measurement 
(a) scanned points and (b)3D reconstructed result 

 
Figure 21:  Registration result(camera plane) 

(a)                          (b)                              (c) 
Figure 20: selected pattern for registration 
(b) vertical pattern (b) horizontal pattern 

(c)  non-characteristic regions 

      

 
Figure 22: Registration result (rendered 3D surface) 
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Object Tracking System Using Pan-Tilt Cameras and Arm Robot 
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Abstract 
In this paper, we propose an object tracking system using an arm robot and two pan-tilt cameras. Here, we 
use the active search method to detect an object in images, and we estimate 3D coordinates of the object 
using the binocular stereo method. By using 3D object locations, the robot and cameras are rotated toward to 
the object. To realize the high speed performance, we use the parallel processing by thread functions for the 
object detection, the 3D coordinate estimation, the camera control, and the robot control. We perform object 
tracking experiments and confirm the efficiency of our proposed method. 
 
Keywords:  
Object Tracking; Pan-Tilt Camera; Arm Robot; Active Search; Stereo Method; Parallel Processing 

 
 
 
 
 
1 INTRODUCTION 
For autonomous mobile robots, it is important and 
fundamental techniques to acquire information and to trace a 
moving object surrounding of robots. Sensors to investigate 
the surrounding of robots are developed, for example, 
ultrasonic waves, lasers, and TV cameras. In particular, TV 
camera is effective to acquire information in a large area at 
one time. 
But, to acquire information about surrounding of robots, it is 
necessary to move cameras. Recently, a “pan-tilt camera” is 
also used in the teleconference systems, etc. This camera 
can rotate its lens and imaging device to horizontal (pan) and 
vertical (tilt) direction quickly [1],[2]. But, the ranges of pan 
and tilt rotations are still limited. Hence, we need another 
locomotive mechanism of cameras to inspect about 
surrounding of robots [3]. 
On the other hand, an “omni-directional camera”, which can 
take an image of its surroundings all at once without moving 
by using a hyperbolic mirror, has been developed [4]. 
However, the resolution of captured image is coarse because 
the large area is taken by one CCD sensor. And, since the 
CCD sensor take an image on the hyperbolic mirror, its image 
is distorted. Hence, it is necessary to perform distortion 
correction process. Moreover, the omni-directional camera 
can take image at horizontal surroundings, but the vertical 
range is limited. 
In this research, we propose a new tracking system using an 
arm robot equipped with two pan-tilt cameras. The pan-tilt 
cameras can move quickly but its ranges are limited. The 
speed of the arm robot is slow, but its degree of freedom is 
high. By using this system, we discuss the high speed and 
wide range object tracking method. 
In addition, we use “the active search method” [5], [6], [7] to 
find an object in camera images. This method uses color 
information of objects and it can search faster than the 
ordinary template matching method. In this paper, we improve 
its scanning path, and show more fast performance. 
This paper is organized as follows: In section 2, we show the 

 
(a) Overview.                 (b) Robot coordinate system. 

Figure 1: Arm robot and pan-tilt cameras. 
configuration of proposed system. Section 3 denotes our 
tracking method. In section 4, we show experimental results 
of object tracking. And we conclude our paper in section 5. 
 
2 SYSTEM CONFIGURATION 
Figure1(a) shows the arm robot and pan-tilt cameras we use. 
Two pan-tilt cameras are equipped on the upper part of the 
arm robot. This robot has six joints (six degrees of freedom). 
But we use only the first and fifth joints. The range of 
horizontal (pan) rotation by the first joint is from -160 to 
+160[deg.], and the vertical (tilt) rotation by the fifth joint is 
from -60 to +30[deg.] (Figure1(b)). The rotational speed of 
each joint (the angular velocity) is about 25[deg./sec.]. 

RRRR ZYXO −−−  in Figure1(b) is called the robot 
coordinate system attached to the first joint. 

Figure2(a) shows the pan-tilt cameras we use. The rotation 
angles of the imaging device in these cameras are from -30 
to +30[deg.] (the horizontal (pan) direction) and from -15 to 

+15[deg.](the vertical (tilt) direction) (Figure2(b)). The angular 
velocity of each rotation is about 45[deg./sec.]. The distance 
L between these cameras is 200[mm]. 

CCCC ZYXO −−−  
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(a) Overview of cameras. 

 
(b) Camera coordinate system. 

Figure 2: Pan-tilt cameras. 
in Figure2(b) is called the camera coordinate system attached 
to the center of them. 
 
3 OBJECT TRACKING METHOD 
We divide tracking processes into two modules and execute 
them in parallel (Figure3). And we also prepare the shared 
memory to transfer some data between these modules. The 
following shows the overview of each module: 
1. Object Detection and Camera Control Module 

Taking images by the right and left cameras, and 
detecting the object in these images by the active 
search method. Then, estimating the 3D coordinates of 
this object by the stereo method [8]. And, moving 
cameras in which the center of the camera image plane 
locates at the object position in the input image. 

2. Robot Control Module 
Moving the arm robot to face to the object. 

The parallel processing of these modules is realized by using 
the thread mechanism [9] provided by the computer operating 
system function. By using this mechanism, when the waiting 
time for movement of the robot is long, it becomes possible to 
perform another processing. In the following sections, we 
describe the details of the object detection modules. 

3.1 Object Detection and Camera Control Module 
This module consists of three processes as follows: 
1. For each (right and left) camera, detecting the object 

location in the captured image. 
2. From the object locations in the right and left camera 

images, estimating the 3D coordinates of the object by 
the stereo method. 

3. Move cameras in which the center of camera locates at 
the object position. 

  
Figure 3: Parallel processing modules. 

 
To detect an object pattern in an input image, the template 
matching method is famous and is often used. In this method, 
the sum of absolute differences or the normalized cross-
correlations of the intensities between the input image and 
the object pattern image are used as the similarity measure 
[10]. But, since this method must perform the matching 
process changing parameters of the location, pose and size 
in round robin, it takes much computational time. 
To avoid such problems, we use "the active search method" 
to detect the object in the input camera images. This method 
compares the object image (we call it "the reference image") 
with the input image evaluating the similarity calculated from 
the histogram of the color data in these images. So, this 
similarity is invariable about the object pose. And, from the 
histogram calculation, when the similarity of a region can be 
calculated: 
1. In the neighbor regions of this region, the maximum 

value considered as the similarity can be also estimated 
without calculating the similarity directly, and, 

2. We can estimate a range around the region in which the 
matching process does not need to perform. 

From these characteristics, the active search method does 
not perform the matching process all over the input image like 
the template matching. And, because of the histogram 
calculation, this method guarantees the accuracy as same as 
the template matching. In other words, this method performs: 

 The dense matching processes in the high similarity 
places, and, 

 The rough matching processes in the low similarity 
places, 

and reduces the number of matching processes. Therefore, 
this method can detect the object more efficiently and fewer 
computational time than the template matching. 
Moreover, the performance of the active search method 
depends on the object scanning method in the images. If a 
high similarity can obtain at the begin of scanning, the  
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(a) Normal path(raster scan).  (b) Proposed path(cross scan). 

Figure 4: Scanning path 
 

 
Figure 5: 3D coordinates in camera coordinate system. 

 
number of matching is reduced. Hence, instead of the normal 
scanning path (raster scan) in Figure4 (a), we employ "the 
cross road" scanning path (cross scan) as shown in Figure4 
(b) where ),( sysx  denotes the object position detected in 
previous search. 
The following shows the processes of the object detection 
module using the active search method. 
 
Step 1-1. Image Acquisition 
Acquire the input images by right and left cameras 
simultaneously. In this step, the rotational angles of the robot 
(Θ ,Λ ) are also acquired from the shared memory. 

Step 1-2. Object Detection by Active Search Method 
For each input image, detect the object location in the image 
by using the active search method. Let the center of gravity 
locations of the object areas in these images as 

),( rr yx , ),( ll yx . If the object location can not be detected in 

one or both images, return to Step 1-1. 
Step 1-3. Correction of Object Location 
The object locations in input images ),( rr yx  and ),( ll yx  are 

not always corresponding coordinates because of the 
difference of the appearance in left and right images. But, 
when ),( rr yx  and ),( ll yx  are not corresponded, we can not 

calculate the 3D coordinates accurately in next Step 1-4. 
Hence, we correct the object location by the template 
matching using sub images around ),( rr yx  and ),( ll yx . Let 

corrected object locations as ),( **
rr yx  and ),( **

ll yx . 

 
Figure 6: 3D coordinates in robot coordinate system. 

 
Step 1-4. Calculate 3D Coordinates 
First, the 3D coordinates ),,( ppp ZYX  of the object in the 

camera coordinate system are calculated by using the object 
location in images ),( **

rr yx  and ),( **
ll yx  (Figure5): 
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rθ , 
rφ  and 

rf  are the pan angle, the tilt angle and the focal 
length of the right camera, 

lθ , 
lφ  and 

lf  are those of the left 

camera. 
Next, the 3D coordinates ),,( ***

ppp ZYX  of the object in the 

robot coordinate system are calculated by the following 
equations: 

( ) ( )( ) ,sincossincos 22
* Θ+Θ+Λ+−Λ+= pPpp XDHYDZX  

                                                                                           (7) 

( ) ( ) ,cossin 22
* HHYDZY Ppp +Λ++Λ+=                    (8) 

( ) ( )( ) ,cossinsincos 22
* Θ−Θ+Λ+−Λ+= pPpp XDHYDZZ

                                                                                           (9) 
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Figure 7: Camera rotation angle. 

 

  
(a) Pan rotation angle.         (b) Tilt rotation angle. 

Figure 8: Robot rotation angle. 
 
where Θ  is the robot pan angle, Λ  is the robot tilt angle, D, 
H, 

2D  and 
2H  are the lengths of arms of the robot (Figure6). 

The estimated 3D coordinates of the object ),,( ***
ppp ZYX  are 

stored in the shared memory. 
 
Step 1-5. Rotate Camera Direction 
In this paper, the policy of the camera movement is to move 
the center of the camera image to the location of the object 
obtained in Step 1-3.  By this policy, our system will be able to 
track the object which moves anywhere. 
As the characteristic of this camera, the focal position is 
corresponding to the center of the rotation. From this 
characteristics and the location of the object in the input 
images, the relative rotation angle of the pan and tilt direction 
(

rθΔ and
rφΔ : the right camera) are calculated by the 

following equations (Figure7): 

( )rrr fx*arctan=Δθ                                                         (10) 

( )rrr fy*arctan=Δφ                                                         (11) 

In case of the left camera, 
lθΔ  and 

lφΔ  are also calculated 

by the same way. And after the camera rotation, iterate from 
Step 1-1. 

3.2 Robot Control Module 
In this paper, the policy of the robot movement is to move the 
front of the robot facing to the object 3D coordinates obtained 
by the object detection and camera control module. By using 
this policy, our system will be also able to track the object 
which moves anywhere. 

    
(a) Reference image. (b) Input image. (c) Detected position. 

Figure 9: Example of object detection. 

 
(a) Raster scan.                       (b) Cross scan. 

(start from (0,0))                      (start from (200,120) 
Figure 10:Comparison of scanning path. 

 
Table 1: Comparison of matching process. 

 
Step 2-1. Get Data from Shared Memory 
The 3D coordinates of the object ),,( ***

ppp ZYX  are acquired 

from the shared memory. 
Step 2-2. Correction of 3D Object Position 
Since the 3D object position ),,( ***

ppp ZYX  includes some 

errors, we correct its coordinates using some of previously 
estimated 3D object positions. Let ),,( ***

pipipi ZYX  )1( ni L=  

the previously estimated 3D coordinates, 
it  the time when 3D 

coordinates are calculated, we estimate the corrected 3D 
coordinate )~,~,~( ppp ZYX  at this time )( pt  by follows: 
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where ),( xx ba , ),( yy ba  and ),( zz ba  is calculated from the 

following equations by the linear least square method: 
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(13) 
Step 2-3. Calculate Robot Rotation Angles 
From the corrected 3D coordinates of the object, the relative 
rotation angle of the pan and tilt direction of the robot 
(ΔΘ ,ΔΛ ) are calculated by the following equations: 

( ) Θ−=ΔΘ pp XZ ~~arctan                                                   (14) 

 Raster scan Cross scan

Number of matching 2,346 1,642 

Computational time [sec.] 0.203 0.156 

232



 
 

Object Tracking System Using Pan-Tilt Cameras and Arm Robot 

Λ−
⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

−+

−
=ΔΛ

DXZ

HY

pp

p

22 ~~

~
arctan                                    (15) 

where Θ  and Λ  are current pan and tilt angles of the arm 
robot, and H and D are the height and length at fifth joint 
(Figure8). 
 
Step 2-4. Move Robot and Repeat 
The robot is rotated by the calculated pan and tilt angles. 
While rotating, the rotation angles are stored in the shared 
memory one by one. And iterate from Step 2-1. 
 
4 EXPERIMENTAL RESULTS 

4.1 Scanning Path in Active Search Method 
In this experiment, first, we show the comparison of scanning 
paths. Figure 9 (a) and (b) show examples of input and 
reference images. We apply the active search method to 
these images by the ways of raster scan and cross scan. 
Figure 9 (c) shows the result of detection. Both scanning 
paths can be found same position. Figure 10 shows positions 
of matching processes and Table 1 shows the number of 
matching and computational time for each scanning path. As 
shown these results, the cross scan can reduce the number 
of matching and computational time more than the raster 
scan. But, the cross scan is not always faster than the raster 
scan. It depends on the start position. If the start position is 
near the actual object position, the cross scan can search the 
object position quickly. In the object tracking process, 
because the object tends to locate at the center of image, the 
cross scan would be work effectively. 

4.2 Object Tracking Results 
Next, we show results of the object tracking. In this 
experiment, we use a line tracing robot as the object for the 
tracking and its marker as the reference image of the active 
search method (Figure11). This robot moves along the black 
line course drawn in a floor (Figure12). Its moving speed is 
about 70 [mm/s]. Figure13 shows images of right and left 
cameras and detected object locations in the tracking 
process. In these figures, the color in the area of detected 
object is reversed, and center points of rectangles in these 
areas denote corresponding points for the stereo method. 
Figure14 shows the 3D trajectories of the tracking object (the 
line tracing robot). The blue line shows the object 3D 
positions estimated by the object detection module, and the 
red line shows the corrected 3D positions estimated by the 
robot control module. From this result, almost object 3D 
coordinates can be obtained along the black line course and 
this system can track the object. 
In Figure14, some 3D positions estimated by the object 
detection module are different from the actual coordinates. 
This is because that in the Step 1-3 of the object detection 
and camera control module, the corresponding coordinates 

),( rr yx  and ),( ll yx  are not estimated accurately, because 

the object size is much smaller than the reference image 
(Figure 15 (a)) or caused motion blur (b). However, in the 
Step 2-2 of the robot control module, the 3D position is 
corrected, so the 3D positions are estimated more accurately. 
 

   
(a) Line tracing robot.  (b) Reference image. 

Figure 11: Tracking object. 

 
Figure 12: Object moving course. 

 
(a) Left camera. 

 
(b) Right camera. 

Figure 13: Camera images and detected locations. 
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Figure 14: 3D object trajectory. 

 

 
(a) Small size appearance. 

 

 
(b)Motion blur. 

Figure 15: Case of unmatched corresponding points. 
 
 
 
 

5 CONCLUSIONS 
In this paper, we propose the high speed and large range 
object tracking system using two pan-tilt cameras and the arm 
robot. In this system, we use the active search method to 
detect the object in the input images. And we configure two 
modules about the tracking process and execute them in 
parallel for high speed processing. We also show the 
effectiveness of the proposed system in the experiments 
using a line tracing robot. 
As the future works, in order to calculate the 3D object 
positions accurately, we must improve the method to estimate 
the corresponding points in the left and right camera images. 
And we will discuss the more fast tracking method for the 
object which moves more quickly using the motion prediction 
and for the object which has various appearances like a 
human head using the adaptive reference images. 
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Abstract 
Drivers have various additional actions while driving, which do not belong to operations of a vehicle, for 
example, eating, drinking, pressing some buttons, and exchanging compact discs in a car audio system. 
These actions cause traffic accidents, because they used to distract driver’s vision and decision making. 
Moreover posture of the driver during the actions influences driving operation seriously. Therefore, we focused 
on reaching actions while driving. In this paper, we investigated driving performance with reaching tasks using 
a simplified driving simulator. Furthermore, we examined influences of the additional actions on the driving 
performance with parameters of a driver-vehicle model. 
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1 INTRODUCTION 
A wide range of driver support system has been proposed 
and a number of operations for these devices are increased 
[1]-[3]. Beside primary driving tasks, we have various actions, 
for example, we push some buttons and look for positions of 
them. These actions distract human driving. 
A driving requires to repeat cognition, decision making, and 
operation. If workloads of the cognitions, the decision 
makings, and the operations for a driver become greater, they 
distract the driver from driving. If the workloads are higher 
than managemental limit of the driver, traffic accidents may 
occur because of human errors. 
The workloads that may influence on the driver are classified 
into three as follows [4]; 1) visual workloads, 2) mental 
workloads, and 3) execution workloads. The visual workloads 
are caused by visual searching. The mental workloads are 
psychological workloads caused by thinking. The execution 
workloads are caused by execution of any operation in a car. 
When the drivers want to push some buttons, they look at the 
buttons and consider how to operate the equipment, which 
contains the visual and mental workloads. Then they reach 
their hand to the button to push. It is important to clarify 
influence of the execution workloads on the driving behaviors, 
because the execution workloads may results in adding the 
visual and mental workloads. 
Although trains, airplanes, and ships are controlled by expert 
operators, the cars are operated by ordinary people. The 
ordinary drivers may have unexpectedly dangerous action 
while driving, for example, picking a compact disc (CD) from a 
dashboard to exchange another CD in a car audio system. In 
this case, first, the drivers confirm a location of the CD in the 
dashboard with the visual workloads. Second, they have to 
select one CD with the mental workloads, which they want to 
listen. Finally, they reach their hand to the dashboard 
changing their driving posture with the execution workloads. 
Therefore it is necessary to educate the drivers the risk of 

doing such action, and to develop support systems of 
decreasing the execution workloads as well. 
Several researches have dealt with comfortable driving 
posture and maneuverability influenced by the sitting postures 
[5][6]. However driving performance according to the posture 
was not investigated. Therefore, in preceding study, 
influences of the reaching actions with the visual and 
execution workloads on driving performances were 
investigated [7][8]. As the results, it was more dangerous for 
conditions with only the execution workloads than those with 
the visual and execution workloads. In this paper, we focused 
only on execution workloads to clarify the influence of the 
posture of drivers on the driving performances. The 
performances were examined by using a driving simulator 
(DS) under emergency driving. Moreover, we analyzed the 
influence of the reaching actions by using a driver model. To 
describe the driving behavior into the driver model, 
quantitatively evaluation of the performance as values of 
parameters of the model can be conducted. 
 
2 DRIVING SIMULATOR 
In this study, a driving simulator (DS) was employed for 
experiments. The DS was consisted from a computer, a 
display, and a steering wheel as shown in Figure 1. The 
steering wheel was GT Force RX (logicool). As the steering  

 

Figure 1: Overview of driving simulator 
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wheel was for race game, maximum angle of the steering 
wheel was small. Also, acceleration and brake pedals were 
set up. A 19 inch LCD display was placed at 900 mm from the 
drivers. Graphics of a driving scene due to driver’s operations 
was programmed by using C/C++ language libraries of World 
Tool Kit (Sense8).  

2.1 Vehicle model 
A vehicle model calculated in the DS was equivalent to two 
wheels model as shown in Figure 2. The vehicle model had 
simple two degrees of freedom, which were a lateral 
movement and a yaw rotation, as follows [9]; 

rf FFyM 22 +=&&  (1) 

rrff FLFLI −=ψ&&  (2) 

where the variable y was a lateral position and ψ  was a yaw 
angle of the vehicle, which were in a ground coordinate 
system. The constant M and I denoted vehicle mass and yaw 
moment of inertia of sprung mass, respectively. The constant 
Lf and Lr denote longitudinal distances from sprung mass 
center of gravity to front and rear axles. The constant Ff and 
Fr were side forces of front and rear axles combining side 
forces of left and right tires as follows; 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

+−
−= δ

ψψ
V

LVy
CF f

ff

&&
2  (3) 

⎟
⎠
⎞

⎜
⎝
⎛ −−

−=
V

LVyCF r
rr

ψψ &&
2  (4) 

where the variable δ  denoted steering angle as driver input. 
The constant Cf and Cr were cornering powers of the front 
and rear tires, which meant stiffness between tires and 
ground. The V was vehicle velocity as constant value. In 
experiments, specifications of the vehicle model were 
determined as shown in Table 1, which were adjusted as 
same as a small sedan car. In Table 1, steering gear ratio 
meant a ratio of steering angle divided by steering wheel 
angle. The ratio was smaller than usual value, because the 
maximum steering wheel angle was too small. 

 

Figure 2: Two wheel vehicle model 

 
Table 1: Specification of vehicle model 

Parameters Values 

Kf  [N/rad] 80000 

Kr [N/rad] 112000 

Lf [m] 1.0  

Lr [m] 1.3  

M [kg] 1000 

I [Nm] 1500 

Steering gear ratio [-] 3.5  

 
3 DRIVER MODEL 
A driver’s steering operation model is assumed to reduce the 
deviation of the course from a front view point, in the following 
expression shown in Figure 3. A maneuver model consists of 
a gain K. The transfer function of a whole of the model is 
shown by an equation as follows; 

K=
ε

δ
 (5) 

where 

ψε VTyyr −−=  (6) 

where the variables y and ψ  denote car lateral position and 
yaw angle, respectively. The variable yr is lateral position of 
the target course. The constant value V means velocity of the 
vehicle. The T denotes preview time. The drivers view at the 
preview point from the cockpit for controlling the vehicle. A 
preview point is defined as the point located distance, 
expressed as V*T, ahead from the center of gravity. If the 
driver’s maneuver model is simple as equation (5), it is easier 
to estimate the parameters K and T from experimental data 
and to consider the results of the estimation than a complex 
model. 
As the whole, the driver-vehicle closed loop model is as 
shown in Figure 4. If the drivers perform reaching tasks, the 
variables K and T change compared with that with no 
reaching task. 
 
 

 
Figure 3: Block diagram of driver-vehicle model 
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Figure 4: Block diagram of driver-vehicle model 

 
 
4 EXPERIMENTS OF EMERGENCY AVOIDANCE 

4.1 Reaching tasks 
There were six targets of the reaching tasks, as shown in 
Figure 5. The targets of PS1, PS2 and PS3, denoted as Side 
Targets, were on a left side of a driver’s body. The positions 
of the Front Targets, shown as PF1, PF2 and PF3 in the figure, 
were 300 mm from the front of the Side Targets. The height of 
all targets was set to 820 mm from the floor. In the 
experiments, drivers grasped the top of the tripod stand as 
shown in Figure 6. Then they operated steering wheel with 
maintaining their postures as reaching tasks. As control task 
conditions, two of no reaching tasks were tested, which were 
single-handed and two-handed driving. 

4.2 Driving conditions 
The driving conditions were a car-following and emergency 
avoidance with the steering. Figure 7 shows driving 
conditions. If the experimental running was started, subject’s 
car and a forward car run at 40 km/h with 15 m of the head 
way distance. The driver can operate only the steering wheel. 
If subject’s car run through a line A, 100 m from the start 
position, the forward car suddenly decelerated at a random 
distance between 0 m and 200 m from the line A. After that, 
the forward car stopped at 10 m from the line B where the 
forward car started to decelerate. Then the drivers must avoid 
the forward car by the steering operation. Finally, the drivers 
run straight for 150 m from the line B. The sequence above 
was set to one trial. 
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Figure 5: Target positions of reaching tasks 
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Figure 7: Driving conditions 

Target 
Course 

yr 
GD

 
T V 

Vehicle 
Dynamics 

Trajectory 
y 

Reaching Tasks 

Error
Steering 

Angle 

Yaw 
Angle

Lateral 
Position 

Car SpeedPreview 
Time 

+ 

+ 

+ 

- 
ψ  

ε
δ

Driver 

237



 
 
T.Asao, K.Kotani and K.Horii 

4.3 Experimental Procedure 
1) Drivers reached their left hand to the target, and then 

maintained their posture. 
2) The drivers started to follow a car along a long straight 

road. The head way distance was 15 m, and speeds of 
both cars were set to 40 km/h. The driver followed the 
forward car only operating steering wheel without 
requiring any foot pedal operations. 

3) The forward vehicle suddenly decelerated at the rate of 
0.6*9.8 m/s2 after a randomly given duration. Then the 
driver deflected the forward car to the right by using the 
steering. At this time, the driver changed the posture to 
normal driving posture. 

4) The drivers run 150 m along the straight road. 
5) Return to 1). The reaching target was set to other one. 
One set of the experiments included six targets’ conditions 
and two control conditions. There were 5 sets of experiments 
for each subject. Six university students participated in the 
experiments.  

4.4 Results 
Figure 8 shows the average steering angles for each subject 
by the different target. The steering angles in case of the 
control conditions are shown in the figure as well. According 
to the figure, amplitude of the steering angles became large, 
when the targets position became far from the drivers. 
Moreover, when the drivers changed lanes with reaching 
tasks, amount of overshoot of steering angles was found to 
be larger than that without the tasks. This implied that 
magnitude of the steering operations became large due to the 
generation of the reaching tasks.  
Figure 9 and 10 show Lissajous of yaw rate and steering 
wheel for single-handed driving with no reaching tasks and 
reaching target of Front Points PF3, respectively. Each line in 
these figures shows average of five trials for each subject. 
These Lissajours figures looking like an ellipse indicated a 

turning ability of a vehicle. If the ability was not satisfactory, 
the shapes of Lissajous became thick and long. Major axes of 
Lissajous in Figure 10 were longer than those in Figure 9. In 
other Lissajous figures for other tasks, major axes of 
Lissajous became long according to distance of targets 
position. This implied that steering angle became large 
because of reaching tasks.  
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Figure 9: Lissajous of yaw rate and steering angle for single-

handed driving with no reaching tasks. 
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Figure 10: Lissajous of yaw rate and steering angle for 

reaching target of Front Points PF3. 
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Figure 8: Steering Angles in Emergency Avoidance 
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5 PARAMETERS OF DRIVER MODEL 

5.1 Estimation of Driver Model Parameters 
As a help of understanding the driving behavior, the 
parameters K and T of the driver model were estimated as 
following optimization problem;  

( )[ ]{ }∫ +−−=
et

r dtVTyyKJminimize
0

2ψδ  (7) 

where te denotes end time of experiments. The parameters 
were estimated by the least square method. 

5.2 Results of the Estimation 

Figure 11 shows the average gain K according to the 
reaching targets for each subject and average of all subjects. 
The gain K became large according to the distance from the 
driver to the targets, in order of PS1, PS2, PS3 or PF1, PF2, PF3. 
They were larger than that for no targets conditions. 
Moreover, the values K of Front Targets were larger than 
those of Side Targets.   If an arm posture was stretching, 
stiffness at an end effector, that is a hand in this case, 
changed compared with that when the posture was not 
stretched [10][11]. If the stiffness was small, drivers were able 
to move their hand rapidly. Consequently, the K became large 
according to the distance to the target. 
The gain K for subject D was larger than that of the other. 
Thus, physiques of the subjects were investigated to clarify 
the phenomena as a post-hoc analysis. Table 2 shows the 
upper limb length and body mass index (BMI) for each 
subject. The upper limb length and BMI for the subject D were 
the largest among all subjects. Therefore the gain K for the 
subject D was largest, since the stiffness for the subject D 
was the largest due to his arm length. 
Figure 12 shows the relationship between parameters K and 
T. The gains K were large and the preview times T were small 
in the order of the targets PS1, PS2, PS3, or PF1, PF2, PF3. This 
tendency of the gain was caused by extending right arm 
according to the targets’ position. Additionally, preview times 
became small, because lateral velocity of the vehicle became 
high due to large gain. In other words, drivers have  
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to control their preview times due to their gains according to 
the posture. Furthermore, the gains for Front Targets were 
larger than those for Side Targets. The posture of the right 
arm for Front Targets was more extended than that for Side 
Targets. All in all, it was concluded that reaching a driver’s 
hand forward tend to be more dangerous than that laterally. 
 
6 CONCLUSIONS 
In this paper, it was investigated that the steering 
performance with the reaching tasks using the driving 
simulator in emergency avoidance. Moreover the parameters 
of the driver model were estimated as the help of detail 
analysis. As the results, it was clarified as follows; 
1) The steering angle became large according to the 

changes of the driving posture from the ordinary driving 
posture. 

2) The gain of the driver model became large according to 
the degree of the stretching arm. Moreover, the gain was 
larger with the Front Targets than that with the Side 
Targets. 

3) The preview time became small according to the distance 
to the reaching targets. 

Driving with reaching actions is not safe. Especially, to reach 
our hand to the forward becomes steering angles large. It is 
necessary to educate drivers the danger reaching actions 
while driving.  
 

Table 2: Physique of subjects 

  Upper limb 
length [cm] 

BMI 

Sub. A 54 22 

Sub. B 53 18 

Sub. C 56 24 

Sub. D 59 28 

Sub. E 58 18 

Sub. F 58 22 
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As the future works, it is necessary to investigate the driving 
performance with reaching tasks for various target positions. 
Moreover, driver model has to be reconstructed with higher 
order than that in this paper for detailed considerations of 
control strategies under the reaching tasks. 
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Abstract 
R-R interval measurement system for car drivers that allows measurement while the driver is driving with one 
hand has been developed. This system is intended for analysis of R-R interval fluctuation which is related to 
drowsiness and stress. R-R interval is the interval between R-waves in electrocardiogram (ECG). Our goal is 
to detect changes in R-R interval fluctuation and alert the driver to prevent drowsy driving. ECG was measured 
with a contact electrode on the steering wheel and a capacitive coupling electrode on the driver’s seat. ECG 
measurement with capacitive coupling is very sensitive to body motion. Baseline fluctuation can be as large as 
hundred times of the R-wave. In order to utilize differential amplification to reduce the fluctuation, an additional 
seat electrode was placed on top of the seat electrode with a paper insulator in between the two electrodes. 
The outputs of the upper seat electrode and the steering wheel electrode showed similar baseline fluctuation 
with respect to the lower seat electrode, while R-waves appeared only in the signal from the steering wheel 
electrode. Baseline fluctuation was reduced by taking the difference between the two signals. The proposed 
measurement method was evaluated in a real car. The system was capable of measuring R-waves of a 
passenger who held an electrode in the hand to simulate one hand driving while driving on a highway.  
 
Keywords:  
Drowsy driving; Electrocardiogram; R-R interval; Capacitive coupling; Signal processing; 

 
 
1 INTRODUCTION 
Drowsy driving is one of the main causes of traffic accidents, 
and automatic drowsiness detection systems may help 
prevent these accidents. The key technology in these 
systems is detection of drowsiness. Methods for drowsiness 
detection can be classified into three categories; a)Analysis of 
eye movements and facial expressions by image analysis, 
b)Analysis of steering wheel, gas pedal, and brake pedal, 
c)Analysis of driver’s physiological signals, such as heart rate 
and electroencephalography.  
We have focused on analysis of physiological signals, 
specifically on R-R interval fluctuation which is related to 
driver’s drowsiness level [1]. This method requires reliable 
non-invasive R-R interval measurement of a car driver.   
R-R interval can be measured by taking electrocardiogram 
(ECG) or measuring pulse wave. ECG is usually measured by 
attaching electrodes on the body. Pulse wave is usually 
measured optically. Since both methods require attaching 
either electrodes or optical sensors on the body, they cannot 
be directly applied to car drivers.  
Using two electrodes on the steering wheel is a simple way to 
measure ECG of a car driver [2]. However, we cannot expect 
the driver to hold the wheel with both hands all the time, 
especially when the driver is drowsy.  
There are non-invasive ECG measurement methods that use 
capacitive coupling [3][4]. One major drawback of this method 
is that it is very sensitive to body motion.  

This paper proposes an ECG measurement method that uses 
one contact electrode on the steering wheel and one 
capacitive coupling electrode on the driver’s seat that enables 
R-R interval measurement while driving with one hand.  
 
2 MEASUREMENT METHOD 

2.1 Measurement of driver’s R-R interval 
R-R interval is measured as the interval between R-waves in 
the electrocardiogram (ECG). R-wave has an impulse-like 
waveform with amplitude of approximately 1 mV. It is the 
most conspicuous wave form in the electrocardiogram that 
can be readily recognized as shown in Fig. 1. 

0.5 1 1.5 2

0

0.5

1

1.5

Time(S)

V
o
lt
ag

e
(m

V
)

R-R
interval

 
Fig.1 Typical ECG and Interval between R-waves 

Although ECG measurement in medical diagnostics use 5 to 
12 electrodes on the body surface to capture spatio-temporal 
characteristics of the electrical activities of the heart, we only 
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need two electrodes for detecting R-wave. We can obtain R-
waves by attaching two electrodes across the steering wheel 
of a car and measure when the driver is holding the wheel 
with both hands. The problem with this method is that we 
cannot expect drivers to be using both hands all the time. 
When a driver becomes tired or sleepy, it is likey that the 
driver is driving with one hand. When only one electrode on 
the steering wheel is in contact with a hand, we need to 
measure electrical potential difference between the lower part 
of the body and the hand on the steering wheel. For this 
purpose, we will use a capacitively coupled electrode on the 
driver’s seat.  
  

2.2 Measurement ECG using capacitive electrode 
An electrode pressed on driver’s clothes from outside will 
form a capacitive coupling between the human body and the 
electrode. The capacitance of this capacitive coupling is in 
the order of several hundreds of pico Farad, depending on 
the area of the electrode, thickness of the clothes, and 
relative dielectric constant of the fabric.  
One of the drawbacks of ECG measurement using capacitive 
coupling is that the signal is easily degraded by body motion 
as shown in Fig.3. This signal was taken when the driver 
repeatedly moved his foot up and down on the floor, which is 
similar to motions such as pressing a gas pedal or a brake 
pedal. This baseline fluctuation is mainly due to the static 
electricity generated when the driver makes or breaks contact 
with the pedals. The baseline fluctuation in the ECG signal 
can be as large as several hundred milli-volt, while typical 
amplitude of R-wave is approximately 1 mV.  
Quantity of this static electricity was estimated from the 
voltage and the current at the input resistance of the 
amplifier. The electric charge was in the order of several tens 
of nano Coulomb, which was about the same with  that of the 
static electricity generated when a person stood up from a 
chair. 

 
Fig.2 Capacitive coupling for ECG measurement 
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Fig.3 Degraded ECG signal by body motion 

 
 
3 EXPERIMENT 

3.1 Measurement in laboratory setup 
R-R interval measurement method using contact electrode 
held in one hand and a capacitive coupling electrode on the 
lower part of the body was first evaluated in an indoor 
laboratory setup as shown in Fig. 4. Steering wheel, driver’s 
seat and pedals were adapted from driving game controller 
and set up on a plywood board (1800mm by 900mm, 
thickness 30mm). This driver’s cockpit was lifted 500 mm 
above the laboratory floor by using a block of styrene foam 
(1800mm by 900 mm, height 500mm) in order to reduce 
electromagnetic interference from commercial power line. We 
also covered the setup with stainless steel screen in order to 
simulate static charge balance between the driver and the 
chassis of a real car.  
We embedded two contact electrodes along the right and the 
left outer circumference of the steering wheel. The electrodes 
were made of stainless steel, and the width was both 10 mm 
and their length was both 150 mm along the circumference. A 
piece of carbon fiber cloth was placed on the driver’s seat for 
the capacitive coupling electrode. ECG signal between the 
right arm and the lower part of the human body is called 
“Lead II” in ECG analysis. Area of the carbon fiber cloth was 
800cm2, and electric resistance was several ohms across the 
piece. This resistance did not affect the measurement system 
because the input impedance of the pre-amplifier was 10 MΩ. 
Pre-amplifier output was put through a band pass filter (pass 
band: 0.2Hz to 30Hz) and further through an amplifier. The 
total gain of the amplifier was 30dB. Signals were recorded by 
a battery driven data recorder (Hioki 8807) to avoid coupling 
through commercial power line as well as to reduce 
electromagnetic noise.  
We also measured ECG by using ordinary disposable contact 
electrodes to capture R-waves for reference. We used 
separate battery driven amplifiers, and used a data recorder 
(Hioki 8807) whose inputs were all electrically isolated to one 
another, in order to ensure that measurement for reference 
did not affect the measurement system to be tested.  
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Measurement of a car driver’s pulse interval while driving with one hand   
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Fig.4 Measurement system with layered seat electrode 

 

3.2 Reduction of Baseline Fluctuation 
Differential amplification is frequently used to reduce common 
mode noise in measurement system. This method assumes 
that the noise in the two signals is common with respect to a 
certain reference level so that the noise can be cancelled by 
taking the difference between the two signals. In our case, 
there was no obvious reference level that we could utilize for 
differential amplification method.    
We placed a secondary carbon fiber cloth on the carbon fiber 
cloth and inserted a sheet of thick paper as an insulator 
between the two. The lower electrode, which is farther from 
the human body, was used as the common electrode as 
shown in Fig.4. The two outputs, one from the contact 
electrode on the steering wheel and the other from the upper 
electrode on the driver’s seat, were measured. The signal 
from the upper seat electrode did not contain ECG signal and 
had a baseline fluctuation pattern similar to that obtained from 
the steering wheel electrode but with smaller fluctuation 
amplitude. The fluctuation amplitude of the contact electrode 
was approximately 1.5 times larger than that from the upper 
seat electrode. Fig. 5 shows the result after adjusting the 
amplitude of the two signals. The two signals have the same 
fluctuation pattern while only the signal from the contact 
electrode on the steering wheel contained R-waves.  
Fig. 6 shows the difference between the two signals and the 
reference ECG measured by ordinary contact electrodes. The 
signal was further put through a band pass filter to remove 
fluctuation and high frequency noise. The result is shown in 
Fig. 7 accompanied by reference ECG. The two signals are 
almost indistinguishable. The small delay with respect to the 
reference ECG comes from the computation of finite impulse 
response (FIR) digital filter. (Note: It is not a computational 
delay but a delay inherent in FIR filter. FIR filters usually have 
delay equal to a half of the window length.)  
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Fig. 5 Comparison of signals from the steering wheel 

electrode and the upper seat electrode 
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Fig. 6  Differential output compared with reference ECG 
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Fig. 7 Final output compared with reference ECG 

3.3 Discussion 
The reason why the lower seat electrode serves as the 
common level for the contact electrode on the steering wheel 
and the upper seat electrode needs further investigation.  
When only two electrodes are used, i.e. the steering wheel 
electrode and the seat electrode, the static charge 
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accumulated in the body do not necessarily cause fluctuation 
of potential difference between the two electrodes, because 
the human body and the measurement circuit forms a closed 
circuit, and the location of charge generation is between the 
foot and the floor, which is not part of the circuit. This 
suggests that there are capacitive couplings between the 
measurement circuitry including the electrodes and cables, 
and the surrounding environment.  
It is our speculation that the lower seat electrode, i.e. the 
common electrode, reinforces the capacitive coupling with the 
surroundings and hence serves as the common level 
electrode for the upper seat electrode and the steering wheel 
electrode.  
 
4 EVALUATION BY DRIVING A REAL CAR  

4.1 Driving in closed area 
We have evaluated the proposed measurement system by 
driving a real car. First, we drove in a closed university 
campus where no other car was driving. The maximum speed 
was no more than 20 km/h.  
Chrome plated stainless steel film (10mm by 80mm) was 
attached on the right side of the steering wheel for the contact 
electrode.  
Fig. 8 shows an example of the measured signals. The upper 
graph is the signal of the steering wheel electrode, the middle 
graph is the signal of the upper seat electrode, and the 
bottom graph is the difference between the two signals.  
The fluctuations were caused by moving the foot and leg for 
pedal operation. Noises caused by vibration of engine or car 
motion were negligible.  
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Fig. 8 R-wave measurement while driving in a closed area 

4.2 Driving on a highway 
Measurement on a highway was conducted differently. Since 
we could not attach electrodes on the steering wheel for 
safety reasons, we decided to assign a passenger as the 
subject. A subject on the passenger seat held a stainless 
steel bar as the contact electrode on the steering wheel. The 
rest of the setup was the same.  
Fig. 9 shows the result of the measurement. Although the 
noise became larger because of the increased car vibration, 
we could successfully cancel the noise by taking the 
difference between the two electrodes.   
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Fig. 9 Measurement of R-waves while driving on a highway 

 
5 SUMMARY 
R-R interval measurement system for a car driver that is 
capable of measuring while driving with one hand has been 
presented. ECG was measured with a contact electrode on 
the steering wheel and a capacitive coupling electrode on the 
driver’s seat. Baseline fluctuation caused by body motion, 
which can be as large as hundred times of the R-wave, 
inhibited extraction of R-waves to obtain the R-R interval. In 
order to apply differential amplification to reduce the 
fluctuation, an additional seat electrode was placed on top of 
the seat electrode with a paper insulator in between the two 
electrodes. The outputs of the upper seat electrode and the 
steering wheel electrode showed similar baseline fluctuation 
with respect to the lower seat electrode, while R-waves 
appeared only in the signal from the steering wheel electrode. 
Baseline fluctuation was reduced by taking the difference 
between the two signals. The proposed measurement method 
was evaluated in a real car. The system was capable of 
measuring R-waves of a passenger who held an electrode to 
simulate one hand driving while driving on a highway. Further 
investigation on electrical model of the measurement system 
is necessary to clarify the mechanism of baseline fluctuation 
reduction.  
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Abstract 
For the demands of assisting and energy saving on attendant propelling wheelchairs, we proposed new 
controller to generate assisting force when attendant’s force exceeds attendants’ autonomous propelling 
performance in daily life. On the decision for assisting, the controller has the model of the autonomous 
propelling activity. For the design of the controller, an attendant-wheelchair model is proposed in this paper 
and the difference of the performance of the proportional controller and our proposed model based controller 
were analyzed by simulation. The results shows that the model based controller is superior in terms of 
cooperation with attendant and energy saving. 
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1 INTRODUCTION 

On high aging society, aged people with difficulty of 
walking, increase now. To take the disabled peoples for a 
walk by attendant’s propelled wheelchairs contribute increase 
of disabled people's QOL greatly. The attendant has to 
handle a wheelchair with occupants in weight nearly 100kg 
and to protect occupants from any accidents and injuries. So 
hard physical burden for driving wheelchair, however, 
shoulders attendants because driving wheelchairs with 
disabled is tough work, like as pushing manual carts. 
Resnick[1] studied maximal and sub maximal cart pushing 
with different height of handles,  Al-Eisawi[2] investigate the 
factors for minimum pushing force of cart such as weight, 
wheel width, diameter and orientation. Jansen[3] investigated 
the pushing force of cart with vertical push bar and large 
diameter caster. For reduction of the load propelling carts, the 
most effective solution is introduced by Cremers[4]. He 
proposed the detachable motorized driving unit for assisting 
attendant’s propulsion. Now, there are many produced 
motorized assisting wheelchairs in a market. These 
wheelchairs have controllers to generate auxiliary driving 
force in proportion to attendants force. With increasing 
recently the combined desires for securing safety on 
propulsion and for saving electric energy under reducing the 
load of propulsion effectively, simple proportional controller 
hold problems to cover these demands. 

To satisfy the demands, we propose new controller to 
generate assisting force when attendant’s force exceeds 
attendants’ autonomous propelling performance in daily life. 
On the decision for assisting, the controller has the model of 
the autonomous propelling activity. The wheelchair has hybrid 
driving forces consisting of only attendant's force in light load 
and additional motorized force in heavy load. In this paper, 
we clear the difference between the proportional controller 
and our proposed model based controller by simulation with 
attendants–wheelchair model. To estimate the performances 
of both systems, pushing force, wheelchair velocity and 
assisting force are simulated in two cases; One is the case 
when wheelchair's road resistance increases like the 

wheelchair entering upward slope, the other is when the 
attendant accelerates the wheelchair. 
 
2 MODEL OF ATTENDANT-WHEELCHAIR MODEL 

2.1 Overview of the system 
Figure 1 shows overview of attendant–wheelchair system 

with assisting. In this paper, movement of an attendant and a 
wheelchair is assumed along with straight line, so the model 
has one dimension. The key physical values of the system 
are pushing force f(t), assisting force a(t) and wheelchair 
velocity w(t). Figure 2 also shows the block diagram of the 
attendant-wheelchair system with assisting system. The block 
diagram has mixed expression of time domain and s-domain. 
We use t-domain expression of static characteristic in the 
system, and s-domain for dynamics from stable points. 
Attendants generate propelling force f(t) regarding to 
wheelchair velocity w(t). We explain detailed model of 
attendants GH(s) later. The wheelchair in the system has its 
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Figure 1: Attendant-wheelchair model
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mass M and road resistance force RF(t). 

)()( 0 tRwRtRF +=    (1) 

Here, R0 is static rolling resistance and R is coefficient 
against to w(t). And transfer function GW(s) is, 

RMs
sGW +
=

1)(     (2) 

The controller in the model consists of reference model 
described by Fm and rm, proportional assisting raito K and 
motor dynamics GM(s). The parameters Fm and rm of the 
reference model are determined according to attendants 
autonomous propelling performance show by Suzuki[5], 
which has maximal force F0 at standing and decreasing ratio r 
against walking velocity. The controller can describe two type: 
the proportional controller (Fm =0, rm =0) and the model based 
controller (0< Fm (=F0 rm /r) < F0, 0< rm <r ). The electric motor 
to generate assisting force has typical dynamics of following. 

12.0
1)(
+

=
s

sGM     (3) 

2.2 Detailed attendant model 
Figure3 shows detailed attendants system GH(s). 

Attendants has its mass m, and generates forwarding force 
FH= F0-r v(t) by legs. Hence, v(t) is attendant’s walking 
velocity. Attendant’s arm which connects to wheelchair grips, 
works as parallel structure of spring k and dumper c, we 
assume. Lag element is connected to final place in the 
system because human has time lag T on responses against 
change of condition. Relative distance L(t)  can be defined by 

calculating the integral of relative velocity v(t)-w(t). We 
estimate the parameters in the system on the treadmill as the 
first step. At the examinations on the treadmill, there is almost 
same kinematic condition against overground walking shown 
by Alton[6], but we must handle inertia force so that the 
condition under the model corresponds to the real one. From 
the model, we can describe f(t) at steady state: 

)()( 0 trwFtf −=     (4) 

On the treadmill, transfer function GH(s) is, 
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For validating real condition with simulation, we use GH(s) 
excluding the inertia force. 
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2.3 Behaviour of operating point under assisting 
From the system shown by figure 1, assisting force a(t) at 

steady state is, 

)()()()( 0 twrrKFFKta mm −+−=   (7) 

Under the steady state, Eq.(1), (4) and (7) satisfy following 
relationship. 
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So we finally obtain operating point OP(fp, wp), which the 
attendants propel continuously under steady condition. 

),( wpfpOP     (9) 
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2.4 Sensitivity to changes in h(t) and d(t) 
In the system, increase of road resistance force 

attendants to increase propelling force against it, and to 
decrease walking velocity. In addition, attendants want to 
increase wheelchair velocity sometimes to increase its 
propelling force. The assisting system detects the change of 
the attendants force and the wheelchair velocity for 
generating assisting force for propulsion. So we investigate 
sensitivity of f(t), w(t) and a(t)  in additional attendants force 
h(t) and road resistance d(t). We assume that h(t) and d(t) do 
not take place simultaneously. From calculating output F(s), 
W(s) and A(s) against H(s) and D(s) respectively, then use 
the final value theorem, we obtain following functions of 
sensitivity. 
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3 ESTIMATION OF MODEL PARAMETERS 

To obtain the parameters in the model, we carried on 
experiments on a treadmill, which can simulate the 
wheelchair dynamics and the assisting system on the figure 
2. Subject in this report was a 22years old man without any 
disorders. By using the same method in our previous study, 
which can solve autonomous propelling performance, we 
obtained the result of figure 4 and determined F0=84N, 

r=74.2Ns/m on the subject.  This result means that the 
subject propels a wheelchair at combination of propelling 
force and wheelchair velocity against road resistance. For 
example, the subject propels at about 40N and 0.5m/s when 
the road resistance R=80Ns/m. When the R became more 
large, the propelling force increased, and the wheelchair 
velocity slowed down. And these pairs of propelling force and 
wheelchair velocity were unconsciously determined by the 
subject, according subject's characteristics, such as physical, 
sensory, motor and pyschomotor performances. Also its 
depend on personality and experience. Exercising heart ratio, 
which shows subjective exercising level, was under 30%(light 
work) on all of experiments of figure 4.  

Subject's weight was m=57kg. We used T=0.2s according 
to general studies of human response. Wheelchair’s mass M 
was 100kg, which was total mass of rider, wheelchair’s body 
and motorized assisting unit. We used the static road 
resistance R0=40N, the increase ratio R=1.25Ns/m from 
experiments on upward asphalt slope (angle 1.2deg.) in 
advance. 

For determining the stiffness k and the viscous damping c 
of the subject’s arm, we carried on experiments on the 
treadmill under Fm=rm=0, K=0.  First, we waited until the 
subject became steady propelling on the treadmill under 
R0=40N, then increased to R0=65N. We measured the step 
responses of the propelling force f(t), the relative distance L(t) 
and the wheelchair velocity w(t). Figure 5 shows the 
experimental result of f(t), w(t) and L(t). When the road 
resistance increased, the propelling force f(t) increased and 
the wheelchair speed w(t) decreased with the distance L 
became narrow. Using GH(s) by Eq.(5), we estimate 
c=342Ns/m and k=1526N/m with parameters which we 
explained in previous section. On the result in the figure 5, 
periodic waves caused by two-leg walking were seen, but this 
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4 SYSTEM BEHAVIOR AGAINST MODEL PARAMETES 

We investigated static and dynamic behaviour on the 
system regard to the assisting ratio K and the model 
parameter rm. This is why that the parameters F0, r, R0 and R 
determined by the subject and the road conditions, are 
specific in Eq.(9) and (10). We use normalized rm /r and 
Fm=F0rm /r in simulations. Figure 6 shows the change of the 
operating point against the normalized rm and the K. At the 
model based controller rm /r=1.0, the assist force was A=0, so 
the attendant had to exert force of equivalent road resistance. 
With decreasing rm /r to 0 that is the proportional controller, 
the assisting force A increased with the propelling force F 
decreased and the wheelchair speed W increased. At rm /r=0 
under K=1, the propelling force F became half and the 
assisting force A shouldered remaining half of the F. This 
tendency was enhanced by increasing K. From these results, 
operating points, which subject power and wheelchair load 
are balanced, shifted to the direction with increasing the 
wheelchair velocity W and decreasing propelling force F, 
according to model parameter rm decreased from the model 
based controller's to the proportional controller's. The 
increase of the assist ratio K accelerates this tendency. 

Figure 7 shows the final value on the deviation of 
propelling force ΔF, wheelchair velocity ΔW and assisting 
force ΔA from the sensitivity F(s), W(s) and A(s) against 
additional pushing H(s) and additional road resistance D(s) 
respectively. Figure 7(a) shows attendant-wheelchair system 
behaviour against the road resistance D(s) increased. First, at 
the model based controller rm /r=1.0, the deviation of the 
assisting force ΔA against the additional road resistance D(s) 
was 0, so no assist existed. With decreasing rm /r to 0, the ΔA 
and the ΔW increased while the ΔF decreased, as the same 
tendency in the figure 6. Increasing the K enhanced this 
tendency. Figure 7(b) shows attendant-wheelchair behaviour 
when attendant additional propelling forces H(s) happen for 
acceleration. At the proportional controller rm /r=0.0, the ΔF 
and the ΔA were 0 that no assist was obtained when the 

attendant try to rise the wheelchair velocity. With increasing 
rm /r to 1.0 of model based controller, the ΔF decreased and 
the ΔA increased while the ΔW increased. That means the 
attendant can rises the wheelchair velocity easily with the 
assisting force. Increased K enhanced the tendency as the 
same in the mentioned results.  

Figure 8 and Figure 9 shows trajectories against the 
additional propelling force H(s) and the additional road 
resistance D(s) of both controllers at K=1 and K=2 
respectively. Initial condition is f(t=0)=w(t=0)=0. After the 
propelling force f(t) and the wheelchair velocity w(t) became 
steady state, we added additional propelling force h(t)=20N or 
additional road resistance d(t)=20N to the attendant-
wheelchair system. In the figure 8(a) and figure 9(a), thick 
doted line is first road resistance and thin doted line shows 
the additional road resistance curve. In similar way at the 
figure 8(b) and figure 9(b) thick doted line is first propelling 
force and thin doted line shows additional propelling force. In 
the results, there were two of the steady operating points that 

Figure 6: Change of operating point
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are the one before impressed h(t) or d(t) and the other one 
after impressed. These two balanced points corresponded to 
the cross points between the propelling force curve and the 
road resistance curve. So after additional h(t) or d(t) 
impressed, the operating point moved from first one to 
another one. These phenomenons always occurred in each 
results according to the same rule on the figure 6 and 7. The 
trajectories went to the operating points with perturbation. 
Thin line of the trajectory is K=0, no assisting force. The 
trajectory (thick line) of the model based controller traced the 
similar way of the K=0 and took the same operating point of 
K=0. The trajectory (thin doted line) of the proportional 
controller had large perturbation; however, the controller took 
the superior operating point of low propelling force and fast 
wheelchair velocity. After additional d(t) impressed, the 
operating point shifted along with the line of propelling 
performance to the direction in low quality. The change of the 
operating point in the proportional controller was smaller than 
the one in the model based controller. By the way, after 
additional h(t) impressed, the operating point shifted on the 
curve of additional propelling force to the direction in high 

quality. The operating point of the model based controller 
became low propelling force and fast wheelchair velocity. The 
change of the operating force of the model base controller 
was larger than the one of the proportional controller. At the 
case of K=2, the tendency of change of the operating points 
are the same as K=1, but each trajectories at K=2 had larger 
perturbation than the ones at K=1. The deviation of 
trajectories in the model based controller rm /r=1.0 at K=1 and 
K=2 was smaller than the one in the proportional controller rm 
/r=0.0. This tendency became more clear at K=2 in the figure 
9. 

  
5 DISCUSSION 

We compared the performance of two type of controller, 
one is the proportional controller and another is our proposed 
model based controller. In the static characteristic of the 
controllers, the proportional controller shows good 
performance against the additional road resistance. In the 
figure 4, the proportional controller can take high wheelchair 
velocity and low propelling force compared with the model 
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based controller, because of the assisting force. This shift of 
the operating points reduce the attendant's propelling load, 
however, large amount of the electric energy is used. The 
model based controller shows no shift of the operating point, 
because the controller does not work within the attendant's 
autonomous propelling performance in daily life. The 
autonomous propelling performance is very light load showing 
in the figure 4. So saving electric energy for assisting force, it 
is recommended if the subject has don't mind to carry out 
light work, or like some little exercise. The model base 
controller does not work against road resistance, but the 
region within the autonomous propelling, the load of 
attendants propelling is light. 

Next, we handled the change of system behaviour against 
two type of situation; One is when the road resistance in the 
wheelchairs change higher than previously driving. It is the 
case that an attendant drives a wheelchair on flat surface, 
then the surface become upward slope. The other is when the 
attendant exerts additional propelling force for acceleration of 
the wheelchair. It is the case that we often encounter. From 
the figure 7(a), 8(a) and 9(a), the proportional controller 
showed stiffness against additional road resistance. The 
decrease of wheelchair velocity is lower than one of the 
model based controller. This is because that the proportional 
controller assists full range of the propelling force, so the 
assisting force shoulders some part of the propelling force. 
But the model based controller does not work at same 
situation because the attendant autonomously regulates the 
propelling force and wheelchair velocity within light work load. 
It is natural and the condition does not become propelling 
load, however, people like to keep own walking velocity. So 
some people may want to assist on this situation in the model 
based controller. In the case of acceleration of wheelchairs in 
the figure 7(b), 8(b) and 9(b), the model based controller 
gives more assisting force than the proportional controller. 
The proportional controller gives no assisting force when the 
attendant exerts additional force. This is because the 
proportional controller determines the assisting force only 
based on the propelling force. This means that the wheelchair 
with the proportional controller always has the same reduction 
from the view of the attendant. So the final balanced point 
between the attendant and the wheelchair shifts the direction 
of increasing wheelchair speed and the same propelling force 
in previous, though the assisting force is exerted at the while 
of acceleration. This is equivalent of the autonomous 
propelling performance in figure 4 rises up with additional 
propelling force, so final balanced point between the 
attendant and the wheelchair determine the cross point 
between propelling performance and road resistant curve. 
The wheelchair with the proportional controller always has 
same load curve, so the propelling force does not decrease. 
Against the additional propelling force, the proportional 
controller does not work, so we expect that attendants are not 
satisfied with the assisting performance at acceleration. But, 
the model based controller shows good performance in the 
same condition. It means that attendants feel cooperation 
with wheelchair moving at acceleration. 

From the view of the dynamics at both controllers, the K 
determines smoothness of driving wheelchairs. The K=2 
brings the large perturbation in attendant-wheelchair system, 
so attendants have to drive carefully. The perturbation of the 
model based controller, however, has smaller than the one of 
proportional controller. This is why the assisting force of the 

model based controller is limited under the border of the 
autonomous propelling performance of attendant. On the 
contrary, all range of the assisting force in the proportional 
controller is magnified. This perturbation provides mental 
burden to the attendants, so smaller perturbation is better, we 
expect easily. And the model based controller can employ 
higher assisting ratio. 

Both controllers show the high quality in different 
situations. And we can combine with both characteristics by 
modification of the model parameter rm. If the rm is set to 0.5, 
the controller can have half benefits of both superior 
performances. 

 
6 CONCLUSIONS 

From our results, we finally found that our proposed model 
based controller for assisting wheelchair propelling, has three 
benefits compared with the proportional controller. 

(1)Employment of high assisting ratio 
(2)Cooperation with wheelchair moving according to 

attendant’s operation. 
(3)Savings of electric energy.  

Also, the proportional controller has superior points below. 
(4)Large assisting force against additional road resistance. 

       Finally, our final proposal from results is that the 
combination of the proportional controller and the model 
based controller keep quality and satisfy with the demand of 
the attendants. 
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Abstract 
This paper examines multi-objective scheduling problems involving various types of job assignments. A 
hierarchy type of genetic algorithm is proposed to search for Pareto solutions for multi-objective functions in an 
effective manner. The algorithm consists of job assignment control and control of condition for job 
assignments, and these controls are constructed hierarchically. The structure of controls in the proposed 
algorithm is adaptable to parallel processing systems to reduce computational time. In addition, various types 
of procedures are adoptable in order to control conditions for job assignments. In this study, a hybrid type of 
local search method is introduced as an effective procedure to search for solutions. The local search method 
is constructed of two local search procedures to optimize different objective functions, and these procedures 
are alternately executed to obtain optimal Pareto solutions. In this paper, the characteristics of the proposed 
hierarchy type of genetic algorithm are described. A parallel processing system for the algorithm is then 
developed and examined on a scheduling problem involving worker assignments and job assignments to 
evaluate its performance. 
 
Keywords:  
Genetic Algorithm; Multi-Objective Functions; Scheduling; Parallel Processing; Job Assignment; Assignment 
Condition 

 
1 INTRODUCTION 
In many of today’s manufacturing plants, completion of 
products by a customer’s due date is one of the most 
important obligations. Customers ordinarily require a short 
lead-time from orders to receipt of products, so deadline 
adherence becomes a difficult issue. Scheduling is one of the 
effective technologies to conform to tight due dates. Many 
types of scheduling procedures are proposed for due-date 
conformance [1-3]. When a due-date schedule is generated 
for a complex production environment, it is difficult not only to 
allocate job assignments to resources but also to control the 
conditions for job assignments: splitting of responsibility, 
worker assignment, control of resource capacity, and so forth. 
In addition, in today’s production environment, various 
measures need to be introduced to evaluate the quality of 
scheduling because of increasingly constrained conditions. 
It is ordinarily difficult to obtain high-quality solutions in 
practical computational time for problems involving many 
parameters. This is because multiple types of parameters 
necessitate the evaluation of multi-objective functions. 
Ordinarily, a genetic algorithm is adopted to effectively search 
for Pareto solutions for multi-objective functions. However, 
when a genetic algorithm is applied to a scheduling problem 
involving many parameters, chromosomes to control the 
parameters become large, and a lengthy calculation time is 
required to obtain solutions. 
In this study, we propose a “Hierarchy Genetic Algorithm” 
(hereafter known as HGA) to solve a multi-objective 
scheduling problem involving various types of assignments. 
In the algorithm, the parameters for assignment controls are 
separated into parameters to control different types of 
assignments. 
The separated parameters relate hierarchically to the other 
separated parameters for a more effective search. The 
hierarchy structure provides for control of the separated 

parameters under the conditions of the other separated 
parameters, through which significant results are obtained. 
Therefore, high quality solutions are attainable in a short 
computational time. Furthermore, the HGA incorporated is 
developed in a parallel processing system to reduce 
computational time. 
This paper presents a categorization of assignments for a 
multi-objective scheduling problem involving various types of 
assignments. The characteristics of the HGA that enable it to 
operate chromosomes structured by the assignment 
categories are presented. The proposed algorithm is 
examined on a scheduling problem that includes job 
assignment and worker assignment in order to evaluate its 
performance. In addition, the performance of the HGA 
method incorporated in a parallel processing system is 
examined with regard to reducing the computational time. 
 
2 CHARACTERISTICS OF OPERATIONS FOR VARIOUS 

TYPES OF ASSIGNMENTS IN THE SCHEDULING 
PROCESS 

In order to manufacture products involving specific 
configurations by a short due date according to customer 
requirements, many factories apply complex assignment 
strategies as well as making decisions regarding the order of 
jobs assigned to resources: separation of jobs, job 
assignments to parallel processing machines, operation 
assignments of skilled workers, and so forth.  
In this study, assignment procedures that arise in a 
scheduling problem are separated into two types of 
assignment controls: a control for the assignment of jobs to 
resources, and a control of the conditions to assign jobs to 
resources. These controls are constructed hierarchically and 
are executed individually to search for Pareto solutions to this 
multi-objective problem. 
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  Ordinarily, job tardiness within a schedule is evaluated by 
using a unit of "job" completed according to the customer's 
order and/or type of product. Since control of the order of jobs 
to assign to machines is more effective than another control 
for reducing job tardiness, we make control of the condition 
for job and /or resource assignments belong to the control of 
order of job assigned to resources in the hierarchy structured 
control. Controlling the condition for job assignment is 
categorized into the following three types of controls: 

 
 
 
 
 
 
 (1) selection of resources for assignment control from 

different types of resources;  
(2)   assignment of operations of which jobs are composed;  
(3)   available time to assign operations to resources.  

One (or a combination) of these categorized controls are then 
used to control the condition. A genetic algorithm is adopted 
for the operation of these controls for this study. The 
effectiveness of the controls (1) to (3) for seeking solutions is 
affected by the representation of chromosomes. 

 
 
 
 
  
 3 HIERARCHY STRUCTURED GENETIC ALGORITHM 
 We propose a hierarchy structured genetic algorithm, HGA, to 

resolve a multi-objective scheduling problem by using 
parameters for controls introduced in the previous section. In 
this paper, the variable “chromA” represents a chromosome 
to control the order of jobs assigned to resources, and 
“chromB” represents a chromosome to control the condition 
of job assignments. That is, these chromosomes are 
controlled individually, and chromB is controlled under the 
condition in which chromA is fixed. 
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(4)  A procedure “Proc” is executed for all chromosomes in 
the population. 

(5) All chromosomes of chromB in chromA in set z0 are 
ranked. Figure 1 shows a schematic diagram of structures to control 

chromosomes in an HGA and a simple genetic algorithm 
(GA). A simple GA is a conventional genetic algorithm to 
control a population of chromosomes, one of which generates 
a single schedule. In this figure, the chromosome is 
composed of chromA and chromB. As for the HGA, with 
regard to a single chromosome of chromA, multiple 
chromosomes of chromB are evaluated to search for Pareto 
solutions in the evolutional process. 

(6)  Generation is updated: gene = gene + 1. 
(7)  A new population of chromA is prepared as set “z1” and 

z1 is set empty: z1 = φ. 
Chromosomes of popA are selected from set z0 and are 
added to set z1 according to the order of (7-1) and (7-3): 
(7-1) Pareto preservation; 
(7-2) selection using rank for sharing; For chromA to control the order of jobs assigned to 

resources, the determined number of job numbers are 
allocated in the chromosome. Data in the chromosome of 
chromA are controlled by the movement and replacement of 
job numbers within a chromosome array. On the other hand, 
chromB, used to control the condition of job assignments on 
different types of resources, is introduced to control the 
selection of resources and the amount of operations in split 
job lots. However, since data within the chromB chromosomal 
elements can be decided arbitrarily, a genetic operator 
composed of crossover and mutation based on swap and/or 
shift is difficult to identify to search for optimal solutions. The 
procedure of the HGA is shown below: 

(7-3) parallel selection. 
(8) All chromosomes of chromB in all chromosomes of 

chromA in set z1 are ranked. 
(9)  New chromosomes of chromA are generated according to 

the following process: 
(9-1) the number of chromosomes is initialized, pop = 0, 

and all chromosomes in set z0 are removed: z0 = φ; 
(9-2) chromosomes of chromA are selected as parent 

chromosomes from set z1 using the roulette selection 
process; 

(9-3) crossover is executed to generate offspring 
chromosomes; Process of HGA method 

(1)  Maximum generations and number of chromosomes in 
the population of chromA take value of MaxGene and 
value of popA, respectively. 

(9-4) mutation is executed using uniform random number; 
(9-5)  the offspring are added to set z0; 
(9-6)  the number of set z1, pop, is updated; (2)  Generation is initialized as gene = 0. 
(9-7) when pop<popA, go back to (9-2). When  

pop>popA, chromosomes in set z1 are deleted to 
make pop = popA, then go to (10). Otherwise, go to 
(10). 

(3) The initial population of chromA is generated, and is 
named set “z0.” 
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(10) Procedure Proc is executed for all chromosomes of 
chromA in set z0. 

When the multi-objective genetic algorithm (MOGA) is 
adopted to search for optimal Pareto solutions obtained by 
controlling chromosomes of chromB under the single chromA 
condition, the chromB population transferred from slave PCs 
to the master PC corresponds to a population of 
chromosomes, the number of which is predetermined for the 
MOGA process. Therefore, the MOGA adopted for controlling 
the chromosomes of chromB in parallel processing system is 
effective to reduce the calculation time.  

(11)  All chromosomes in set z1 are transferred into set z0. 
(12) All chromosomes of chromB in all chromosomes of 

chromA in set z0 are ranked. 
(13) When gene<MaxGene, go to (6). Otherwise, the 

procedure is complete. 
Ordinarily, Proc includes the generation and evaluation of 
schedules. In this study, either the multi-objective genetic 
algorithm or a hybrid local search method is adopted as the 
procedure Proc. Properties of these procedures are explained 
in the next section. To select chromosomes of chromA for a 
successive generation, Pareto preservation and parallel 
selection are utilized. Here, “hybrid local search” denotes the 
hybrid type of procedure structured from the combination of 
local searches for different objective functions in the multi-
objective problem. The Fonseca procedure[4] is used to 
calculate ranks of chromosomes. In the roulette selection in 
step (9-2), chromosomes of chromA are selected by using the 
rank of all chromosomes of chromB in all chromosomes of 
chromA in the population. The probability defined by Eq. (5) is 
used for the roulette selection process. 

It is expected that the hybrid local search is able to seek 
Pareto solutions more effectively than the MOGA because of 
the direct search of an optimal solution for a single objective 
function from different initial points. However, when the hybrid 
local search is adopted to search for Pareto solutions by 
controlling the chromosomes of chromB, and the procedure 
includes a uniform distribution of chromosomes of chromA to 
slave PCs, the slave PCs would require different calculation 
times; parallel processing would not be effective in reducing 
calculation time. Therefore, developing a procedure to 
distribute chromA chromosomes for obtaining a uniform slave 
PC calculation time is required in a parallel processing 
system when a hybrid local search is introduced. 
 

In the hybrid local search process, local searches for different 
objective functions are executed interchangeably under the 
condition of a single chromosome of chromA. Figure 2 shows 
a schematic diagram of the hybrid local search behavior on 
solution space. Each different local search starts from the 
temporal Pareto solutions obtained by the other local search 
in the hybrid local search procedure. The different local 
searches are calculated iteratively and alternately until Pareto 
solutions cannot be improved, or until a determined iterative 
number is achieved. The alternate process of the local 
searches denotes the combination of processes to search for 
single optimal solutions to different Cartesian coordinate 
directions composed of coordinates indicating the values of 
objective functions. 
Since the HGA method includes different types of 
assignments constructed hierarchically and controlled 
individually, it is adoptable to a parallel computing system and 
would be effective at reducing calculation time. Here, the 
HGA method is re-proposed as a genetic algorithm to control 
different types of assignments hierarchically in the parallel 
processing system. Figure 3 shows a schematic diagram of a 
parallel computing system in which the HGA method is 
incorporated. A master PC is used to process a genetic 
operator for the population of chromA, and the chromosomes 
are distributed to slave PCs after the process is complete. In 
each slave PC, the population of chromB chromosomes is 
operated on to search for optimal Pareto solutions with regard 
to each chromosome that chromA distributed from the master 
PC. After population of chromosome chromB obtaining Pareto 
solutions is sought with regard to each chromosome in 
chromA, combinations of a single chromosome chromA and 
population of chromosome chromB are transferred to master 
PC from each slave PCs. After the master PC receives the 
combinations of each single chromA and population chromB 
from all slave PCs, the population of chromA is updated for 
the successive generation by using the rank of solutions for 
all chromB chromosomes of all chromA chromosomes. Then, 
the chromosomes of chromA selected are distributed to slave 
PCs after processing by the genetic operator in the master 
PC. 

 
 
 
 
 
 
 
 
 
 
 Fig.2   Schematic diagram of behavior of hybrid 

local search on solution space 
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4 REPRESENTATION OF CHROMOSOMES TO 

CONTROL JOB ASSIGNMENTS AND ASSIGNMENT 
CONDITIONS 

For the chromosome of chromA to control the order of jobs 
assigned to resources, an operation-based representation [5] 
is adopted in which the priority of jobs assigned to resources 
is represented in a one-dimensional array. The chromB 
chromosome for the control of job assignments is defined as 
a three-dimensional array composed of multiple two-
dimensional arrays. The two-dimensional array is defined as 
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It is assumed that the skill levels depend on the workers 
alone, not on the job or resource. That is, the operational 
effective coefficient 

kji for j-th operation of job i , , 

affects worker k . Here, the operational effective coefficient is 
equal to the ratio of operation time affected by skilled workers 
to the standard operation time, and corresponds to the 
worker’s skill in this problem. 

jiO

an array to control the conditions related to different 
resources, such as: the selection of machines, volume of lots 
separated from jobs, capacities of machines, and so forth. 
Figure 4 shows examples of chromA chromosome and 
chromB chromosome for the scheduling problem involving 
worker assignments. In this figure, chromB represents a two-
dimensional array to control workers assigned to each 
operation. 

The operational effective coefficient ηijk can be represented 
as ηijk = ηk, and it takes one of a set of numbers 
corresponding to three levels: 0.8, 1.0, and 1.2. Therefore, 
the operation time of operation Oij assigned to worker k, pijk, 
can be calculated from equation pijk = ηk ・pij. Here, pij 
represents the standard operation time of operation Oi j. 

  

 

1 3 2 3 2 1 2 1 3
 

 

 

High Priority Low Priority 
Job Number 

(a) ChromA 

     Operation 
Job 1 2 3 

1 1 3 2 
2 2 3 1 
3 3 1 2 

 Worker Number 

(b) ChromB 

 
 
 
 

Two objective functions related to trade-off are introduced: 
average tardiness and the peak-to-peak value of operation 
time among all workers. In this paper, average job tardiness 
is denoted as L. The peak-to-peak value of operation time 
among the workers is referred to as “peak-to-peak value of 
operation time” and is hereafter denoted as P . These 
objective functions are defines as follows: 

 
 Fig. 4  Example of chromosomes (3 jobs, 3

machines, 3 workers)  
 
5 MULTI-OBJECTIVE SCHEDULING CONSIDERING 

DIFFERENCE OF WORKER’S SKILLS 

5.1 Characteristics of scheduling problem 
When the skills which workers possess are assumed to affect 
the operation time, higher-skilled workers would cause a 
reduction in operation time. In a scheduling problem involving 
assignments of workers with various skills, past scheduling 
results indicate there is a trade-off relationship between job 
tardiness and processing time differences of operations 
assigned to skilled workers. In this scheduling problem, 
assignment control is separated into the control of two types 
of operations: the order of jobs assigned to resources, and 
the selection of workers assigned to the operations. 
As for representing the chromosome of chromA, an 
operation-based one-dimensional array is introduced, and job 
numbers are allocated in the array. Here, the number of each 
job number is equal to the number of operations included in 
the job. For representing the chromosome of chromB, a two-
dimensional array is introduced, with elements corresponding 
to the operations of jobs. Then, the job numbers and 
operation numbers are assigned to row and column of the 
array, respectively, and workers’ numbers are allocated in the 
elements of the array. 

5.2 Model 
To evaluate the performance of the proposed methods, we 
used a numerical experiment on a simple job shop model. As 
the numerical model, a benchmark problem proposed by 
Fisher and Thompson, called “ft10,” is utilized[3]. 
Further conditions are added to the original problem for 
evaluation purposes related to skilled workers and job due 
date. Due date of job (i, di), is defined as the following: 


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jidi pkd  (1) 
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Here, Ci and di represent the completion time of job i and due 
date of job i, respectively. Variables n and mi are the number 
of jobs and the number of operations of job i., respectively. K 
denotes the number of workers. When worker k is assigned to 
j-th operation of job i, 

jik takes 1. Otherwise,  takes 0. 
jik

5.3 Characteristics of procedures to control worker 
assignment as condition of job assignment 

In the hybrid local search procedure, two types of local 
searches for different single objective functions are executed 
iteratively and alternately for deciding worker numbers in the 
chromosome of chromB. One of the two local searches 
includes a process to exchange workers assigned to 
operations of tardy jobs to workers assigned to operations of 
jobs completed earlier, after investigation of completion times 
of jobs in the schedules. This process represents a reduction 
in average job tardiness. The other local search includes a 
process to transfer operations assigned to a worker spending 
maximum operation time to a worker spending minimum 
operation time, in order to reduce the peak-to-peak value of 
operation times among workers. This process represents a 
peak-to-peak value reduction in operation time. 

Here,  denotes the due-date coefficient, which takes 1.5 in 

this experiment. In addition, three skill levels of workers are 
introduced to affect operation times assigned to workers, the 
number of workers is six, and each skill level of workers 
consists of two persons. 

dk

254



 
 

Hierarchy Genetic Algorithm to Solve Multi-Objective Scheduling Problems  
Involving Various Types of Assignments for Parallel Processing System   

The MOGA involves the combination of Pareto preservation 
and parallel selection as a selection process for the 
successive generation in order to search for Pareto solutions 
by the chromB chromosomes operation. In addition, parents 
of chromosomes are selected from the population by roulette 
selection using Foresca’s ranking procedure in the crossover 
process of the algorithm. 

5.4 Evaluation of HGA method for multi-objective 
functions 

In order to evaluate the Pareto solutions obtained by the HGA 
method, the proximity of solutions to the Pareto front, CS(X1, 
X2), is introduced as a measure, and is defined as follows: 


2

211122
21

:
  ),(

X
aaXaXa

XXCS


 . (8) 

Here, X1 and X2 represent the two sets of chromosomes used 
for comparison. The relationship 21 aa   indicates that 
solution a2 is not inferior to solution a1. 

In order to evaluate the performance of the HGA method, we 
compared three types of scheduling procedures: the HGA-
HLS method, the HGA-MOGA method, and the SGA method. 
The HGA-HLS method refers to the hybrid type of genetic 
algorithm in which a hybrid local search procedure is 
incorporated to control the chromB chromosome. The HGA-
MOGA method refers to the hybrid type of genetic algorithm 
in which the MOGA is incorporated to control the chromB 
chromosome. 
The SGA method refers to the simple genetic algorithm 
(conventional genetic algorithm). In the SGA method, a 
chromosome of chromA and a chromosome of chromB are 
combined into a single chromosome to generate a single 
schedule, and the combined chromosomes are operated on.  
With regard to genetic operators, the crossover ratio and 
mutation ratio take values of 1.0 and 0.05 in all algorithms, 
respectively. The two-point crossover is used as the 
crossover process to operate the chromA chromosome. In the 
crossover process, when identical job numbers are involved 
in two exchanged partial chromosomes, the positions of the 
identical job numbers in the exchanged chromosomes are 
used, and the numbers are allocated at their positions. Then, 
unallocated job numbers in the original partial chromosomes 
are allocated at the space elements in the exchanged 
chromosomes according to the order of job priority in the 
original chromosomes. As for the mutation process to operate 
the chromA chromosome, job numbers in two arbitrary 
elements in the chromosomes are swapped iteratively. Here, 
the number of iterations is predetermined to be one-fourth of 
the length of the chromosome. 
With reference to the crossover to operate the chromB 
chromosomes, a two-point crossover is utilized to operate 
workers’ numbers in the elements of a one-dimensional array 
in a row with the same direction as the chromosomes. With 
regard to the mutation for chromB chromosomes, workers’ 
numbers are changed to numbers decided by using a uniform 
random number in all the elements of chromB chromosome, 
while the probability to change the number is 0.25 at each 
element. 
Table 1 shows the numerical conditions of genetic operators 
used for different methods. Table 2 shows the proximity of 

solutions to Pareto front and the computational time obtained 
from different methods. Figure 5 shows the distributions of 
Pareto solutions sought by different algorithms. Figure 5 and 
Table 2 show that both HGA methods obtained better Pareto 
solutions than the SGA method. In addition, the calculation 
time taken to obtain these solutions by both HGA methods is 
less than a half of that taken by the SGA method. These 
results indicate that the hybrid local search procedure is more 
effective than the multi-objective genetic algorithm based on 
parallel selection and Pareto preservation to operate workers’ 
numbers in the chromosome of chromB with regard to the 
quality of solutions and reduction in computational time. 
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6 EFFECTIVENESS OF PARALLEL PROCESS FOR THE 

HGA METHOD 
In this section, the HGA method is incorporated into the 
parallel processing system and its effectiveness is evaluated 
for calculation time reduction. The network structure of the 
parallel computing system is shown in Fig. 3. The program 
used for parallel processing was generated by using MPICH. 
The chromosomes of chromA are distributed to all slave PCs 
from the master PC uniformly in the process. 
Figure 6 shows the computational time, total parallel 
processing time for controlling the chromB chromosome, and 
the parallel processing ratio with regard to the HGA-HLS and 
HGA-MOGA methods. Here, the parallel processing ratio is 
defined as follows: 

ppTT1 . (9) 

The variable  denotes the number of nodes, denotes the 

computational time at the parallel processing system in which 
the number of nodes takes .  

p pT

p
Job shop scheduling problem (ft10) shown in the previous 
section is used for these comparisons. The resultant 
computational time is the average value of elapsed times 
obtained from five tests on each node condition in the figure. 
The error bar represents the standard deviation of the 
computational times. PCs (with the same performance CPUs, 
Pentium 4, 2.66GHz) are used for the numerical experiment. 
RAM of between 512 MB and 1.2 GB are installed in the PCs, 
the capacities of which are sufficient to calculate the problem.  
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When the number of nods in the system increases, both the 
HGA-HLS method and the HGA-MOGA method generate a 
reduction in computational time. The HGA-MOGA method 
takes a larger parallel processing ratio at a large number of 
nodes than the HGA-HLS method. As for the HGA-HLS 
method, the system of five or ten nodes takes approximate 
half of the computational time required in the system of a 
single node. 
Since the time elapsed for the parallel processing to operate 
the chromB chromosome is approximately equal to the total 
computational time in both methods, the HGA-HLS method is 
less effective than the HGA-MOGA method with regard to the 
system composed of a large size of nodes. The reason for 
this is that different slave PCs exhibit different elapsed times 
when searching for solutions after the chromosomes of 
chromA are distributed from the master PC uniformly in the 
HGA-HLS method. Therefore, a function is required to be 
installed in which the quantity of chromA chromosomes 
distributed from the master PC to each slave PC is 
dynamically controlled. 
 
7 SUMMARY 
In this study, a hierarchy type of genetic algorithm (HGA) was 
developed to resolve the multi-objective scheduling problem 
involving different types of assignment controls. A parameter 
control to search for Pareto solutions is separated into two 
types of controls: control of job assignment to resources, and 
control of condition of resources for job assignment. These 
controls are constructed hierarchically and are executed 
independently. Furthermore, to reduce computational time, an 
HGA was developed to process on a parallel processing 
system. A hybrid type of local search procedure was 
developed to control condition of job assignment.  
These methods were examined on a job shop scheduling 
scenario problem involving the assignment of skilled workers 
to evaluate the effectiveness of each. Experimental results 
show that the HGA method incorporated into a parallel 
processing system is effective to search for Pareto solutions 
within a short computational time. These results indicate that 
the HGA method incorporated into a parallel processing 
system is useful for complex multi-objective scheduling 
problems. In particular, the HGA method, in which a hybrid 

type of local search procedure is incorporated, is effective for 
searching for high-quality Pareto solutions. However, the 
HGA method requires an additional function to distribute the 
chromosomes of chromA to slave PCs dynamically in order to 
reduce the large computational time used in the parallel 
processing system, a potential topic for future study. 
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Table 1: Conditions of genetic operators for different methods  

chromA chromB  

Population Maximum Generation Population Maximum Generation 

SGA 500 3000 － － 

HGA-MOGA 50 100 50 100 

HGA-HLS 50 100 Max_pop* = 20 

* Max_pop denotes maximum population for local search to minimize peak-to-peak value of operation time. 

Table 2: Proximity of solutions to Pareto front obtained by different methods and computational time 

X2                  X1 SGA HGA-MOGA HGA-HLS Computational time 

SGA － 0.00 0.00 5:22’48’’ 

HGA-MOGA 1.00 － 0.37 2:01’34’’ 

HGA-HLS 1.00 0.83 － 1:54’30” 
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Abstract 
This study deals with the evaluation of the productivity of closed-loop manufacturing system which performs 
maintenance. The authors proposed the method for evaluating a productivity of theoretical evaluation of the 
productivity, and showed the effectiveness of parts diversions by analyzing the relationship between each 
parameter. Moreover, a simulation method which can show clearly the result of theoretical evaluation and the 
fluctuation between the relations of each parameter was proposed. 
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1 INTRODUCTION 
Long-term use and reuse of devices and equipments are 
required in order to construct a recycling-oriented society 
which can solve environmental issues such as resource and 
energy saving, and global warming prevention. As examples 
of the long-term use and the reuse, there are continuing 
operations of railway rolling stick or aircraft which are ensured 
by periodic inspection and maintenances in repair shops [1], 
[2], and there are also reuses of OA equipments by repair and 
upgrading according to the needs [3], [4]. 

In these cases, relevant parts of products are inspected and 
repaired after disassembly, and reassembled in a repair shop. 
Since the collected used products, replacement parts and 
power source are input, and the repaired products are output, 
this type of repair shop is considered as a closed-loop 
manufacturing system. Especially these manufacturing 
systems which reassemble the same products after 
inspection and repair of disassembled parts can be classified 
as maintenance or remanufacturing. This type of 
manufacturing system has generally lower environmental 
burdens than material recycling [5]. Thus, its contribution to 
earth environment preservation is also high, and its 
importance will continue to increase. 

In conventional researches concerning the closed-loop 
manufacturing system, they discussed its economical 
efficiencies or environmental burdens due to manufacturing 
activities, and its cooperation with other manufacturing 
systems [6], [7]. However, there were not so many research 
works, which dealt with productivity of a single closed-loop 
manufacturing system performing maintenance or 
remanufacturing. Therefore, in this research, the authors 
studied on a productivity analysis of the closed-loop 
manufacturing systems which perform operating maintenance 
or remanufacturing, such as repair shops of rolling stock and 
aircraft, which are closed single manufacturing system. 

2 FEATURES AND ISSUES OF THE SYSTEMS STUDIED 
There are some issues of the closed-loop manufacturing 
systems which perform maintenance or remanufacturing. 
These Issues is as follows: 

・ The process time fluctuates because of the fluctuation of 
production load. 

・ The change of the process order is difficult. 

・ It is difficult to construct the manufacturing system 
adjusted to the products. 

 

In these issues, a fluctuation of production load is the most 
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characteristic issue of these closed-loop manufacturing 
systems. In this research, we formulated the relation among 
indices relating to the production time and productivity, which 
are influenced by this fluctuation of production load. 
Moreover, we clarified relations between production time and 
productivity by a simulation based on this formulation. 

The followings are given as features of the closed-loop 
manufacturing systems dealt with by this research. The 
inputted products, termed as a “work” henceforth, are 
deteriorated because of beforehand use. Furthermore, the 
deterioration level of the works may be fluctuating 
remarkably. The process of a closed-loop manufacturing 
system performing maintenance or remanufacturing can be 
divided roughly into disassembly, inspection / maintenance, 
and re-assembly as shown in Figure 1. Among these 
processes, by the fluctuation of deterioration states of these 
works, the process time fluctuates especially in the process of 
disassembly and inspection / maintenance, and productivity is 
influenced. Moreover, it is another feature of the closed-loop 
manufacturing system that the system is able to resume 
disassembled parts from other throwing-in products, not from 
the same product. For this reason, in this study we examined 
also the productivity of this system in case of reuse of the 
diverted parts. Figure 2 shows the image of parts diversion. 

 

3 EVALUATION OF PRODUCTIVITY 
In order to evaluate the productivity of the closed-loop 
manufacturing system, we examined indices which represent 
the productivity. Paying attention to indices representing 
working rate, delay rate, quantity of stocks and time 
productivity, we examined the fluctuation of the indices 
influenced by fluctuation of load. 

3.1 Requisite assumptions 
Based on the feature as of the systems described in the 
preceding chapter, assumptions which are required for 
examining the productivity of the closed-loop manufacturing 
system are listed as follows: 

a. Actual times of disassembling and inspection / 
maintenance process (tD, tC) fluctuate. 

b. Disassembling and inspection / maintenance process 
times TD, TC are set up in consideration of fluctuation of 
actual time tD, tC. 

c. Actual time of a re-assembling process is not fluctuating. 

d. Only one work exists in each process. 

e. The parts which require long actual time of disassembling 
and inspection / maintenance process are planned to be 
diverted to other works. 

 

3.2 Theoretical examination 
Based on the features and preconditions arranged as 
mentioned above, in order to predict and evaluate the 
productivity according to the time fluctuation of the closed-
loop manufacturing system, we examined the working 
situation, delay of process time and the fluctuation of quantity 
of stocks theoretically. In addition, fluctuations of these 
events due to performing parts diversion were investigated. 
Furthermore, we calculated working situation, delay of 
process time and quantity of stocks from the set up process 
time and the actual process time. Figure 3 shows the image 
of the process time. 

 

A case without considering parts diversion 

Working rate RW is calculated by the ratio of set process time 
to actual process time. Therefore, the working rate RW can be 
expressed by the equation (1). 
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Figure 3: Image of process time 
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where 

TD : Set disassembling process time, 

TC : Set inspection / maintenance process time, 

Dt  : Mean time of actual disassembling process, 

Ct  : Mean time of actual inspection / maintenance process 

 

Since the delay of each process occurs when the actual 
process time exceeds the set process time, we can consider 
the delay rate to be a probability that working rate will exceed 
one. Therefore, the delay rate RD can be expressed by the 
equation (2). 

ALL

R
D N

N
R W )1( >=  (2) 

where 

( )1>WRN  : Number of patterns in which a working rate exceeds one 

NALL     : Total numbers of patterns 

 

We can consider the quantity of stocks to be the total number 
of the parts, which exist in each process of the closed-loop 
manufacturing system. Therefore, the quantity of stocks St 
can be expressed by the equation (3). 

ACD nnnSt ++=   (3) 

where 

nD : Number of parts in disassembling process, 

nC : Number of parts in inspection / maintenance process, 

nA : Number of parts in reassembling process 

 

Furthermore, time productivity Pr is given by dividing the 
quantity of production by total set process time. Therefore, Pr 
can be expressed by the equation (4). This time productivity 
Pr is in inverse proportion to total set process time. 

T
pPr =  (4) 

where 

p : Quantity of production 

T : Total Set Process Time 

 

A case with consideration of parts diversion 

When parts diversion is considered, the working rate RW 
needs to take into consideration the time required for 
diverting the parts to the destined works from the original 
works. For this reason, working rate can be calculated by the 
ratio of the actual process time of diverting the parts against 
the set process time which takes into consideration the work 
throwing-in interval of work and the number of skips. 
Therefore, it is expressed by the following equation (5). 

ICD
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where 

s : Number of skips of parts diversion, 

TI : Throwing-in interval of work 

 

Moreover, Figure 4 shows the explanation of throwing-in 
interval of work, and Figure 5 shows the explanation of 
number of skips when the parts diversion is executed. 

 

Since the delay rate RD is the probability that a working rate 
exceeds one, this value can be calculated in the same way as 
in the case without considering parts diversion. Thus, RD is 
expressed by the equation (2). 

Since the quantity of stocks St is a total number of the parts 
which exist in a closed-loop manufacturing system in case 
parts diversion is considered, parts are considered to exist in 
a manufacturing system even during being diverted to the 
destined work. For this reason, it is necessary that the 
number of skips of parts should be added to the number of 
parts which exists on each process. Therefore, St is 
expressed by the equation (6). 

nsnsnsnSt ACD )21( +=++=  (6) 

Furthermore, time productivity Pr is the ratio of the quantity of 
production against set process time similarly to a case with 
considering parts diversion. Thus, Pr is expressed by 
equation (4). 
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3.3 Evaluation based on theory 

A case with consideration of parts diversion 

Based on the above-mentioned theory, we evaluated the 
relation between throwing-in interval of work and other 
parameters such as working rate, delay rate, time 
productivity, quantity of stocks in the case without considering 
parts diversion. These results are as follows: 

a. The working rate of manufacturing system decreases 
when the throwing-in interval of works increases. This is 
because when the throwing-in interval increases, the set 
process time in the equation (1) increases compared with 
the actual process time, and the working rate decreases. 

b. The delay rate decreases when the throwing-in interval of 
work increases. This is because when the throwing-in 
interval of work increases compared with set process 
time, number of pattern in which the working rate shown 
in the equation (2) exceeds one decreases. 

c. The quantity of stocks does not fluctuate, when the  
throwing-in interval of work fluctuates. This is because 
even if the throwing-in interval of work fluctuates, the 
number of the works and parts which exists in a system 
does not fluctuate as shown in the equation (3). 

d. The time productivity decreases when the throwing-in 
interval of work increases. This is because the quantity of 

production is in inverse proportion to the throwing-in 
interval of work, as shown in the equation (4). 

 

A case with consideration of parts diversion 

In the case where the parts diversion is considered, we 
evaluated the relations between throwing-in interval of work 
and other parameters such as working rate, delay rate, time 
productivity, quantity of stocks. These results are as follows: 

a. If the throwing-in interval of work increases, the working 
rate will decrease. This is because the value of the 
denominator increases if the throwing-in interval of work 
increases, as the process time of diverted parts is added 
to the denominator of the equation (5). 

b. Even If the throwing-in interval of work fluctuates, the 
delay rate does not fluctuate from zero. This is because 
the delay of inspection / maintenance process does not 
occur, because of performing parts diversion. 

c. The quantity of stocks decreases, if the throwing-in 
interval of work increases. This is because the number of 
skips of diverted parts increases, and the quantity of 
works and existing parts in the manufacturing system 
decrease if the throwing-in interval of work increases, as 
shown in the equation (6). 

d. The time productivity decreases when the throwing-in 
interval of work increases, similarly to a case without 
considering parts diversion. 

 

 

As mentioned above, we could grasp and evaluate the 
relation between fluctuation of the actual process time and 
indices such as working rate, delay rate and quantity of 
stocks of closed-loop manufacturing systems, by theoretical 
examination. Moreover, we could confirm the effect of parts 
diversion by this evaluation based on theory.  It is 
conceivable that optimization of the productivity of the closed-
loop manufacturing system is attainable in consideration of 
the balance of these parameters and appropriate selection of 
the set process time and a throwing-in interval of work.  

However, in an actual closed-loop manufacturing system, 
since the time productivity tends to decrease if a throwing-in 
interval of work increases, it is necessary to determine a set 
process time and throwing-in interval of work in consideration 
of demanded quantity of production. Moreover, when the set 
process time is prolonged, the number of equipments 
increases and sales opportunities decreases. Furthermore, if 
the number of parts diversion increases, the equipments for 
processing and the quantity of stocks increase. Therefore, it 
is necessary to consider these aspects in the practical 
examination. 

 

4 SIMULATION 
Regarding the productivity evaluation of the closed-loop 
manufacturing system as shown in the preceding chapter, we 
examined the simulation method based on the theory, in 
order that the evaluation results are made further concrete. 

4.1 Simulation method 
We examined the simulation method which will satisfy the 
following conditions: 
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a. Taking the set process time as constant, and the 
throwing-in interval rate of work which is calculated by 
dividing the throwing-in interval of work by set total 
process time as variable, we calculate the relations 
between a throwing-in interval of work and other 
parameters such as working rate, delay rate, quantity of 
stocks and time productivity. 

b. Parts diversion is performed when the actual process 
time of disassembling and inspection / maintenance 
process exceeds the set process time. 

 

Moreover, settings of the simulations were as follows: 

a. The throwing-in interval rate of work is made to fluctuate 
from 0.25 to 1. 

b. The actual process time of disassembling and inspection 
/ maintenance process are made to fluctuate to 4 times in 
set process time. 

 

With due consideration on the above-mentioned points, we 
performed simulations using the spreadsheet software of a 
personal computer. 

 

4.2 Result of simulation 

A case with consideration of parts diversion 

Figure 6 shows the simulation result in the case without 
considering parts diversion. This figure shows the situation of 
other parameters according to fluctuation of throwing-in 
interval of work. As a result, it was apparent that as the 
throwing-in interval rate of work increases, the working rate 
decreases, the delay rate decreases remarkably, the time 
productivity decreases, and there is no fluctuation in the 
quantity of stocks. 

The result of this simulation was consistent with the 
evaluation based on the theory as examined in Chapter 3. 
Moreover, since the situation of continuous fluctuation could 
be clarified, we could comprehend the tendency between the 
relations of each parameter. 

 

 

 

A case with consideration of parts diversion 

Figure 7 shows the simulation result in the case with 
consideration of parts diversion. As a result, it was apparent 
that as the throwing-in interval rate of work increases, the 
working rate decreases, and the delay rate is zero without 
any fluctuation, the time productivity decreases, and the 
quantity of stocks decreases slightly. Moreover, as compared 
with the case where part diversion was not performed, when 
the throwing-in interval of work fluctuated, it was concretely 
able to be confirmed that the generation of delay was 
suppressed, although quantity of stocks would fluctuate and 
the fluctuation of time productivity also increased. 

Furthermore, this result of simulation also agrees with the 
evaluation result as examined in Chapter 3. 

 

According to the above-mentioned result, the simulation of 
the closed-loop manufacturing system was able to indicate 
the same result as the evaluation result based on the theory, 
and to indicate the tendency of fluctuation of relation between 
parameters further clearly. Moreover, it is thought that we can 
optimize a manufacturing system by calculating an optimal 
ratio of set process time against throwing-in interval of work in 
consideration of the balance of delay time and working rate 
based on the simulation. However, when examining the 
optimization of the system using the simulation, it is 
necessary to consider the influence of extension of throwing-
in interval of work and set process time, as in the case of 
theoretical evaluation. 

 

5 CONCLUSIONS 
In this research, the authors examined how to evaluate 
theoretically the productivity of the closed-loop manufacturing 
systems which perform maintenance and remanufacturing, 
and derived the simulation method based on this theory. As a 
result, we could draw the following conclusions: 

a. In the closed-loop manufacturing system, it was possible 
to evaluate theoretically the relation between set process 
time, throwing-in interval of work and other parameters 
such as working rate, delay rate, quantity of stocks and 
time productivity. Furthermore, it was possible to evaluate 
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Figure 6: Result of simulation (without parts diversion) 
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Figure 7: Result of simulation (with parts diversion) 

261



 

 

Y. Tanaka, H. Narita, R. Kanehira and H. Fujimoto 

the fluctuation of the relation between each parameter in 
the case with consideration of parts diversion which is the 
feature of closed-loop manufacturing system. 

b. With the simulation based on the theory, it was possible 
to show clearly evaluation result obtained by theoretical 
examination, together with  the tendency of fluctuation of 
relation between parameters. 

c. By applying the theory and the simulation obtained by this 
study, it may be possible to optimize the closed-loop 
manufacturing systems effectively. 
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Abstract 

In re-entrant flow shop, an optimal resource allocation becomes more difficult as the number of product types, 

equipment, and repetition of processes increases. Therefore, there is need to consider a new robust method 

to resolve this resource allocation problem. In this paper, we propose an optimization method that uses 

combinatorial auction to search solution space efficiently. The proposed method is a high-speed method 

based on a bidder’s utility to solve the resource allocation problem in practical calculating time. Here, the 

utility means the levels on degree of content obtained by bids and is used to make the neighborhood 

efficiently in the combinatorial auction. We have applied this method to two objective problems and have 

obtained quasi-optimal solutions. Computation time of a model has reduced from 56 to 77 % and that of the 

other has reduced 91 %. This indicates that a combinatorial auction with utility is efficient method to search 

solution space.  
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1 INTRODUCTION 

Effective production has become increasingly important in 

order to satisfy diversifying needs of consumers and reduce 

unnecessary costs. This is due to intensive competition 

among enterprises. Enterprise production systems include 

flow shops, job shops, re-entrant flow shops, and so on. In 

this paper, we take particular note of re-entrant flow shop 

because re-entrant flow shop is the most complex of these 

shops. Re-entrant flow shop is a very special type of flow 

shop. This flow shop processes a variety of jobs that are 

identical from a processing point of view. All jobs have the 

same routing in the facilities of the shop and require the 

same amount of processing time at each facility; individual 

jobs, though, may differ since they may have different tasks 

performed on them at a particular facility. Re-entrant means, 

all jobs go through the same facility several times as different 

facilities [1]. In re-entrant flow shop, an optimal resource 

allocation becomes more difficult as the number of product 

types, equipment, and repetition of processes increases. 

Therefore, there is need to consider a new robust method to 

resolve this resource allocation problem. Such a shop can be 

found in a semiconductor wafer fabrication and certain 

manufacturing production systems [2].  

Combinatorial auction method gets the attention in various 

fields [3]. Combinatorial auction is one of the efficient 

resource allocation methods. In combinatorial auction, sellers 

market multiple goods for buyers. And bidders can tender for 

combinations of those goods. By using this combinatorial 

auction, we can consider complementarity and substitutability 

and allocate resources effectively. Complementarity means 

that values of goods increase their value by combining them 

as against the summation of their separate values. On the 

contrary, substitutability means that values of goods 

decreases as a result of such combinations. In this paper, 

due to the feature of the combinatorial auction which can 

handle many resources simultaneously by tendering a 

combination of those goods,  we propose an optimization 

method that uses combinatorial auction. The proposed 

method is a high-speed method based on a bidder’s utility to 

solve the resource allocation problem in practical calculating 

time. Here, utility means the levels or degree of content 

obtained by bids and is used to make the neighborhood 

efficiently in the combinatorial auction. We expect a resource 

allocation that considers complementarities of goods by 

using combinatorial auction. 
This paper is organized as follows. In section 2, details of a 

objective system are described. In section 3, how a 

combinatorial auction applicate the resource allocation 

problems and proposed method are described. Experiment’s 

detail is described in section 4. The results of several 

experiments are given in section 5. Conclusions are given in 

section 6. 

2 OBJECTIVE SYSTEM 

A Re-entrant flow-shop is shown in Figure 1. In this figure, 

each number indicates process, and several machines are in 

all processes. We target one process which all jobs must 

pass, and consider the one process re-entrant flow-shop 

problem. Jobs are considered resources and allocated to 

machines. This problem is a resource allocation problem. 

Two models are considered in the objective system. One is 

that the objective function is to minimize the number of 

holders under a machine bottleneck. The other is that the 

objective function is to maximize the number of the utility 

without a machine bottleneck.  A set of holders is decided as 

the process of the job. Two models are shown in the next 

subsections. 
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Figure 1: Re-entrant flow-shop. 

2.1 Model1 

A machine restriction means when a job passes the 

restricted process, the job must pass the same machine 

passed in the previous restricted process.  In this model, 

processes and machines are divided shown below (Figure 2 

is fully discussed in Model1) 

Restricted process 

When the job fails to pass the same machine passed in the 

previous restricted process, the quality of the job dwindles.  

Normal process 

Even if the job does not pass the same machine passed in 

the previous normal process, the quality of the job is not 

affected. 

Restricted machine 

Due to machine’s high level process setting, this machine 

can handle above two types of process. 

Normal machine 

Due to the low level process setting, this machine can only 

handle normal processes. 

2.2 Model2 

The utility means the degree of satisfaction which is obtained 

by bids. This utility is how many jobs the restrict process fills. 

In this model, the restricted process means the job should 

process the restricted machine passed in the previous 

restricted process as an object.  In this model, processes and 

machines are divided as model 1 (Figure 3 is fully discussed 

in Model2). 

In the next section, we describe the combinatorial auction 

and how it applies to the objective system. 

3 COMBINATORIAL AUCTION 

In auctions bidders make bids for assets. An auctioneer 

collects these bids according to some rule and finally decides 

who wins the bid. There is an extensive literature on auction 

design, showing how different sets of rules affect the 

outcome of auctions and what strategies should be followed 

by the bidders [4]. 

We are interested in combinatorial auctions. In this type of 

auction bidders make bids for subsets of assets. The 

rationale behind this is that a bidder’s valuation for a subset 

may not be equal to the sum of the valuations of individual 

assets.  Reasons  for  that  could  be  economies  of  scale or  

 

Figure 2: The state of model 1. 

 

Figure 3: The state of model 2. 

 

scope, i.e., combinations of bids may be more or less 

valuable than single bid, or winning a bid for a large set of 

assets would require expensive investments [5].  

By using this combinatorial auction, we can consider 

complementarity. The bottleneck process put into the 

complementarity of jobs. We expect to allocate resources 

effectively.  

This auction flow is shown below :  

[STEP1] A coordinator shows  the information of all jobs(the 

types of job, holder, process, number of processes ) for all 

machines. 

[STEP2] Bidders(machine i) make b bids, and bid for  

combinations of jobs.  

[STEP3] The coordinator decides bids which minimize 

(maximize) the value of the objective. 

[STEP4] If an end parameter is filled, all jobs are allocated to 

machines. 

[STEP5] The result of the auction shows all machines and 

return to [STEP2]. 

The flow of the combinatorial auciton is shown in Figure 4. In 

Figure 4, making the neighborhood is [STEP2], and 

searching a quasi-optimal solution is [STEP3]. We call 

[STEP2] a bid determination problem and [STEP3] a winner 

determination problem. And in [STEP5], the result of the 

previous auction applies for the next auction. This 

mechanism is a process of the local search. In this paper, we  
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Figure 4: The flow of the combinatorial auction. 

make use of utility as a novel approach in the bid 

determination problem of [STEP2]. In the bid determination 

problem, the restriction and the machine competency are 

appropriated as we mentioned in the previous section. In a 

winner determination problem, the best allocation, which is 

the best combinations of bids, is determined. Two problems 

are described in the next subsections. 

3.1 Notations 

The notations  used in this paper are as follows : 

i : number of machines ),,1( ni L=  

d : number of bids ),,1( bd L=  

i

du : utility in bid d of machine i 

i

dt : the number of holders in bid d of machine i 

i

ds : the number of jobs in bid d of machine i 

δ : weight 

U : threshold 

i

dp : objective value in bid d of machine i 

C : the number of processable jobs 

i

dB : bid set in bid d of machine i. This encompasses the 

value of bids, job information in bids. 

N : the number of  normal machines 

NB : bid set in normal process jobs 

F : the number of bottleneck machines 

FB : bid set in bottleneck process jobs efficiently 

α : weight 

β : weight 

Profit : profit of allocating bottleneck processes efficiently 

j : number of jobs ),,1( Wj L=  

i

dS : job set in bid d of machine i 

i

dx : decision variable in bid d of machine i 

3.2 Bid determination problem 

In combinatorial auctions, when the optimal solution is 

obtained, bidders need to bid all combinations of goods. 

However, the solution space becomes larger as the number 

of bid increases, and the optimal solution can not be obtained 

in practical calculating time. In order to limit the solution 

space, bidder's utility is needed. This utility means the level 

or degree of content obtained by bids and is used to make 

the neighborhood efficiently. In a bid determination problem, 

the utility is decided and bidders need to bid under a utility 

constraint, the machine restriction and a max availability. 

Two models we described in section 2 are defined as this 

problem. Two models above are formulated as follows:  

Model1 

Bidder’s utility 

This utility is decided as the weighted number of jobs per 

holder, shown in equation (1). This equation is as follows: 

i

d

i

di

d
t

s
u δ=  (1) 

Utility constraint 

The utility obtained by equation (1) so as to make the good 

neighborhood as the good threshold is used. This is the utility 

restriction, which is selected by 

Uu
i

d ≥ . (2) 

The value of bid 

In this model, bidder expresses the value of bid, which is the 

number of holders. This equation is as follows  

i

d

i

d tp = . (3) 

Max availability per a machine 

All machines have maximum availability and this is the 

restriction. Bids are selected by 

Cs
i

d ≤ . (4) 

Machine restriction  

The restricted process which we mentioned in the previous 

chapter is given as follows: 

FBB
Fi

d ∈∀ ∈
 (5) 

NBB
Ni

d ∈∀ ∈
 (6) 

Equation (5) means restricted machines must bid for jobs 

contained in the restricted process. Equation (6) means 

normal machines must bid for jobs except those which are in 

the restricted process. 

STEP2：making the neighborhood 

STEP3：searching the quasi-optimal solution 

Solution Space 

A quasi-optimal solution 
neighborhood search 
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Model2 

Bidder’s utility 

These utilities are different from the type of machines. 

i ) Normal machine 

This is the same as equation (1). 

ii) Restricted machine 

This utility consists of 2 items. The first is the number of jobs 

per holder, and the second is the number of restricted 

process efficiently. This equation is as follows: 

Profit
t

s
u

i

d

i

di

d βα +=  (7) 

where profit is the number of bid set all restricted process in 

the job. 

Utility constraint 

This is the same as equation (2). 

The value of bid 

In this model, bidder expresses the utility of bid, which is 

obtained from equation (1) and (7). This equation is as 

follows: 

i

d

i

d up = . (8) 

Max availability per machine 

This is the same as equation (4). 

3.3 Winner determination problem 

The bid allocation problem is called “Winner determination 

problem”. This problem is very complex, i.e. , determining the 

items that each bidder wins is not difficult in the case of non-

combinatorial auctions. It would take O(nm) time where n is 

the number of bidders and  m is the number of items. But in 

the case of combinatorial auctions, this problem turns to be 

an instance of a weighted set packing problem and is known 

to be NP-hard [3].  

The coordinator solves problem P1, which includes the 

following objective and constraints (9)-(10) 

Objective function 

i

d

n

i

b

d

i

d xp∑ ∑
= =1 1

min(max)                    (P1) 

The objective function minimizes (in model2, maximizes) the 

total revenue from accepted bids 
i

dp , where 1=i

dx  

indicates bid i of bidder d has a winning bid. 

Subject to:               

1
| |

=∑ ∑
∈ ∈i

d
i
dSji Sjd

i

dx  (9) 

Equation (9) guarantees that all jobs must allocate one of 

machines. 

1
1

≤∑
=

iB

d

i

dx  (10) 

Equation (10) guarantees that machine’s winning bid does 

not exceed 1.  

4 EXPERIMENTS 

Our experiments consist of simulating the execution of our 

model under carious conditions to analyze the mechanism’s 

performance. The simulations use CPLEX in a winner bid 

determination. Simulation experiments are shown below. All 

the simulation results are in the average of 50 data patterns.  

4.1 Experiments parameter 

Experimental parameters are set below. 

The number of bottleneck processes: 2 

The number of normal processes: 3 

The number of bottleneck machines F  : 2 

The number of normal machines N : 3 

The type of jobs: 4 

The number of holders: 10 

Max availability per machines C : 5 

The number of bids b : 200 

The number of proximity search: 10 

4.2 Experiments in two model 

Experiment 1(Model 1) 

In experiment 1, parameter U in equation (2) is changed, and 

its performance has obtained. U is increased by 

1−+== kk UUU ω . Variable i is the number of auctions 

minus 1, and ω is a step size. This value is set to 0.06 in 

this experiment. The fixed weight and the threshold 

parameter’s patterns are shown below. 

20.0=δ : Maximum value is 1 in equation (1). 

00.0,06.0 01 =+== − UUUU kk
: The 

threshold U is variable. The initial parameter is 0.00. The k is 

number of auctions minus 1, e.g., 06.01 =U is the 

second auction. 

Experiment 2(Model 2) 

In experiment 2, U is fixed and βα ,  in equation (7) are 

changed. The fixed threshold and two weight parameter’s 

patterns are shown below. 

30.0=U  

00.0,20.0 == βα : Maximum value is 1 in 

equation (7). In this parameter, the maximum value of the 

first term is 1 and the second term is 0. The first term, i.e., 

the number of jobs per a holder, is in the maximum weight. 

25.0,15.0 == βα : The maximum value of first 

term is max 0.75 and second tern is 0.25.  
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Table 1: Experimental results in model 1                                                                                                                                                                 

U  00.00 =U  06.01 =U  12.02 =U  18.03 =U  24.04 =U  

Number of holders 12.44 12.44 12.16 12.14 12.12 

Standard Deviation 0.90 0.99 1.01 1.03 1.02 

CPLEX time 0.08 0.09 0.15 0.14 0.17 

Standard Deviation 0.03 0.03 0.04 0.05 0.04 

Efficiency in bottleneck process (%) 100.00 100.00 100.00 100.00 100.00 

Standard Deviation 0.00 0.00 0.00 0.00 0.00 

U  25.0=U  26.0=U  All Bids DA  

Number of holders 12.14 No solutions 12.12 12.88  

Standard Deviation 0.42 No solutions 1.02 1.09  

CPLEX time 0.09 No solutions 0.39   

Standard Deviation 0.04 No solutions 0.32   

Efficiency in bottleneck process (%) 100.00 No solutions 100.00 100.00  

Standard Deviation 0.00 No solutions 0.00 0.00  

 

Table 2: Experimental results in model 2 

α  β  0.20 0.00 0.15 0.25 0.10 0.50 0.05 0.80 0.00 1.00 
Optimal 

Solution 
DA 

Number of holders 9.40 11.12 12.66 13.20 13.46 9.18 9.64 

Standard Deviation 0.80 1.17 1.36 1.16 1.21 0.80 0.92 

CPLEX time 0.36 0.66 0.49 0.50 0.61 3.85  

Standard Deviation 0.23 0.45 0.27 0.29 0.46 3.26  

Efficiency in bottleneck 

process (%) 
7.00 61.00 86.50 93.50 94.00 6.50 3.00 

Standard Deviation 11.33 16.87 12.58 11.07 10.78 12.17 8.20 

 

 

50.0,10.0 == βα : The maximum values α  and 

β  are 0.50 and 0.50, respectively.  

75.0,05.0 == βα : The maximum values α  and 

β  are 0.25 and 0.75, respectively.  

00.1,00.0 == βα : The maximum values α  and 

β  are 0.00 and 1.00, respectively. Parameter β is in the 

maximum weight. 

4.3 Two compared methods 

A dispatching auction and a combinatorial auction of all bids 

are used as referenced methods. In the dispatching auction, 

jobs are allocated in one dispatching rule. The order of 

holders is used in this experiment. A combinatorial auction of 

all bids means bidders must bid all combination of goods. 

The optimal solution is obtained in this method as searching 

all proximity contented the max availability per a machine. 

5 RESULTS AND DISCUSSION 

In this section, two experiment results are discussed below. 

5.1 Experiment 1 

The results from experiment 1 are shown in Table 1. Number 

of holders means value of the objective function. CPLEX time 

means calculation time per local search. The maximum value 

of efficiency in restricted process is 100%. In this model, this 

value is the constraint and never fails to obtain 100 %. “All 

Bids” means the optimal solution in the number of holders. 

DA means the compared method in the normal dispatching 

auction as we mentioned in the previous section. An analysis 

of the data in Table 1 indicates that the optimal solution has 

obtained as the threshold U is 0.24. Compared with DA, 

quality of solution increases as the utility threshold increases. 

This could be caused by the fact that the neighborhood has 

good solution space, which reduces the number of holders, 

as threshold rises. As threshold is 0.24, the optimal solution 

is obtained. However, when the threshold exceeds 0.24, 

bidders could not make bids in bid winner determination 

problem. This could be caused by the fact that good utility 

bids are reduced as the threshold becomes larger. Compared 

with all bids, using the utility restriction has produced quasi-

optimal solutions in short calculating time. This auction 

required a reduction in calculating time from 56% to 77%. 
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Experiments in model1 using the neighborhood and the utility 

restriction have produced quasi-optimal solutions and 

obtained solutions in the shorter calculating time. As 

additional experiment, U are set to 0.25, 0.26. When U is 

0.25, the solution is bad compared with as U is 0.24. And 

when U is 0.26, no solution exists in winner bid determination 

problem. The fact indicates that the solution space is too 

small and the solutions become worse or no solutions exist, 

when threshold exceeds appropriate value.  

5.2 Experiment 2 result in model 2 

The results from experiment 2 are shown in Table 2. In this 

model, the efficiency in restricted process is the utility and  

the restricted process means the job must be processed by 

the same restricted machine as in the previous restricted 

process. An optimal solution means the solution obtained in 

combinatorial auction of all bids, whose objective function is 

to minimize the number of holders. This solution is the 

minimized number of holders in this objective system. An 

analysis of the data in Table 2 indicates that the number of 

holders has reduced as weight α  becomes larger and 

larger. As α is 0.2, the number of holders is 9.40. This is the 

better solution compared with DA and the quasi-optimal 

solution compared with the optimal solution. This is another 

aspect of the auction influencing calculating time. The 

reduction is 91% compared with the optimal solution. Another 

analysis of the data indicates that the efficiency in restricted 

process increases as weight of the second term becomes 

larger and larger. As β is 1.0, the efficiency in restricted 

process is 94 %. This could be attributed to the fact that 

neighborhood changes with the weight, and the 

neighborhood can be made efficiently. The flexible set of the 

utility can search solutions more efficiently.  

6 CONCLUSION 

This study has clarified that a combinatorial auction with a 

bidder’s utility can be developed to accommodate the special 

needs of a traditionally negotiated environment. The 

mechanism is designed as a resource allocation problem 

using combinatorial auction. The resource allocation problem 

is divided into two problems, such as bid determination 

problem and winner determination problem. Furthermore the 

objective system is classified into two models. One is that the 

objective function minimizes the number of holders under 

machine restriction. The other is that the objective function 

maximizes the number of the utility without machine 

restriction. The utility is used to make neighborhood 

efficiently by sending combined bids. This is decided as bids. 

Experiment 1 results show a quasi-optimal solution obtained 

with this utility. Experiment 2 results show various solutions 

obtained as an objective function maximizes utility and this 

utility changes. In all patterns, a proposed combinatorial 

auction is calculated within shorter time than that of 

searching the entire solution space. Finally, the proposed 

method in this study has been proved to be effective and 

timely for an objective system. However, this method can not 

accommodate other systems and can not consider schedule 

time. These warrant future study on the method. 

Nevertheless, the proposed method can be a good method to 

search solution space efficiently. 
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Abstract 
Almost the industrial robot tasks are performed by the teaching playback method. This method has problem 
that the laborious and time-consuming online manual teaching is inevitable. Thus, the offline teaching based 
on the high positioning accuracy is desired. However, a nominal kinematic model does not consider the 
geometric errors and non-geometric errors. Therefore, some method of calibrating precisely the parameters is 
required. The kinematic parameters are calibrated by minimizing errors between the measured positions and 
the predicted ones by nonlinear least square method. After that, the residual errors caused by non-geometric 
parameters are further reduced by using neural networks.  
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1 INTRODUCTION 
At present state, almost the industrial robot tasks are 
performed by the teaching playback method, in which the 
robot repeats the motion taught manually in advance using a 
teaching pendant, etc. This method is based on the 
comparatively high repeatability of the robot arm. The 
problem here is that the laborious and time-consuming online 
manual teaching is inevitable whenever the specification of 
the product is changed. It is desirable to teach the task 
quickly to the robot manipulator when the production line and 
the production goods are changed. 
Considering these circumstances, the offline teaching based 
on the high positioning accuracy of the robot arm is desired to 
take the place of the online manual teaching [1]. In offline 
teaching, the joint angles to achieve the given Cartesian 
position of the arm’s tip are calculated using a kinematic 
model of the robot arm. However, a nominal geometrically 
model according to the specification sheet includes the errors 
arising in manufacturing or assembly. Moreover, it also 
includes the non-geometric errors, such as gear transmission 
errors, gear backlashes, arm compliance, etc., which are 
difficult to be geometrically considered in the kinematic 
model.  
Therefore, some method of calibrating precisely the 
geometric and non-geometric parameters in a kinematic 
model is required, in which the three dimensional (3-D) 
absolute position referring to a world coordinate system 
should be measured [2-6]. The parameters are obtained so 
as that the errors between the measured positions and the 
predicted positions based on the kinematic model are 
minimized by a computer calculation using a nonlinear least 
square method. 
In the present paper, a laser tracking system was employed 
for measuring the 3-D position with high accuracy of 
approximately 5 µm [7-9]. As a target of calibration, a 7-DOF 
articulated robot (Mitsubishi Heavy Industries, Ltd., type 
PA10) was employed.  

After the geometric parameters are calibrated, the residual 
errors caused by non-geometric parameters were further 
reduced by using neural networks, which is the major 
originality of this study. 
 
2 MEASUREMENT APPARATUS 

2.1 Robot arm and position measurement system 
In this study, the seven degrees of freedom articulated robot 
(Mitsubishi Heavy Industries, product name: PA10-7C) is 
employed as a calibration object. 
A laser tracking system (Leica Co. Ltd., product name: 
SMART310) is used as a position measuring instrument in 
this study. This system measures the distance by using a 
laser interferometer and measures the direction by using a 
tracking mirror, as shown in Figure 1. 
A laser beam is emitted and reflected by the tracking mirror, 
which is installed in the reference point and is rotated around 
two axes, then, this beam is projected to a retro-reflector 
called Cat’s-eye, which is fixed at the tip of the robot as a 
target (see Figures 2 and 3). The Cat's-eye consists of two 
hemispheres of glasses, which have same center and have 
different radiuses. A laser beam is reflected by the Cat’s-eye 
and returns to the tracking mirror, following the same path as 
the incidence. 
The horizontal and azimuth angle information of laser 
direction is obtained by optical encoders, which are attached 
to the two axes of the tracking mirror. The distance 
information of laser path is obtained by an interferometer. 
Then, using these information, the position of the center of 
Cat’s-eye, i.e., the position of robot arm’s tip, can be 
calculated with considerably high accuracy (the detail is 
explained in the following subsection). 

2.2 Estimation of measuring performance  
According to the specification sheet, the laser tracking system 
can measure three dimensional (3-D) coordinates with 
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repeatability of ±5 ppm (µm/m) and accuracy of ±10 ppm 
(µm/m). In this section, these performances are 
experimentally checked. 
First, Cat’s-eye was fixed, and static position measurement 
was carried out to verify the repeatability of the laser tracking 
system. Figures 4, 5, and 6 show the results of transition of 
measured x, y, and z coordinate, respectively. Looking at 
these figures, it is proven that the repeatability is within ±4µm, 
which does not contradict the above-mentioned specification 
which the manufacturer claims. 
Next, the known distance between two points were measured 
to verify the accuracy of the laser tracking system. Strictly 
speaking, the performance estimated here is not the 
accuracy, but is to be the equivalence. The scale bar, to both 
ends of which, the Cat’s-eye can be fixed, as shown in Figure 
7. The distance between two ends is precisely guaranteed to 
be 800.20 mm. The positions of Cat’s-eye fixed at both ends 
were measured by the laser tracking system, and the 
distance between two ends was calculated by using the 
measured data. The results are shown in Figure 8. 
Concretely, the measurement was done for each end, and the 
difference between corresponding data in these ends is 
calculated off-line after the measurement. Looking at this 
figure, it is proven that the accuracy is within approximately 
±10 µm, which does not contradict the specification. 
 

3 METHOD OF CALIBRATING KINEMATIC 
PARAMETERS OF ROBOT ARM 

3.1 Kinematic model using DH parameter 
In this research, the kinematic model of the robot is 
constructed by using Denabit-Hartenberg (DH) parameters.  
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Figure 1: Principle of measurement of SMART310. 
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Figure 5: Result of transition of y coordinate. 
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The outline of the DH notation is shown in Figure 9. In this 
modeling method, each axis is defined as Z  axis and two 
common perpendiculars are drawn from 1iZ −  to iZ  and from 

iZ  to 1iZ + , respectively. The distance and the angle between 
these two perpendiculars are defined as id  and iθ , 
respectively. The torsional angle between iZ  and 1iZ +  around 

1iX +  is defined as iα . The length of the perpendicular 
between iZ  and 1iZ +  is defined as ia . Using these four 
parameters, the rotational and translational relationship 
between adjacent two links is defined. 
The relationship between two adjacent links can be 
expressed by a homogeneous coordinate transformation 
matrix constructed by using above-mentioned four 
parameters. Nominal values of DH parameters on the basis of 
a specification sheet are shown in Table 1. 
The kinematic model of the relationship between the 
measurement coordinate system (i.e., SMART310 coordinate 
system) and the 1st axis coordinate system of the robot is 
expressed by a homogeneous transformation matrix using 6 
parameters (not 4 parameters of DH notation), which are 3 
parameters , ,r p yθ θ θ for expressing the rotation, and 3 
parameters 0 0 0, ,x y z  for expressing the translation.  

These 6 parameters are estimated as follows: a circular path 
of the robot arm’s tip around the 1st axis is measured by a 
laser tracking system. Then, the position and orientation of 
the 1st axis are calculated (estimated).  
On the other hand, at the upright configuration, the position of 
the robot arm’s tip is measured by a laser tracking system. 
The origin of the robot base coordinate system is defined so 

that it is on the estimated 1st axis, and it is apart from the 
abovementioned upright position by the distance defined by 
the nominal link lengths. Then, 6 parameters are determined 
using the direction of the 1st axis and the origin of the robot 
coordinate system. 
The kinematic model from the robot base coordinate system 
to the 7th joint coordinate system is calculated by the product 
of homogeneous coordinate transformation matrices, which 
includes 4×7=28 DH parameters.  
As for the relationship between the 7th joint coordinate 
system and the Cat’s-eye coordinate system (i.e., endeffector 
coordinate system), it can be expressed by using translational 
3 parameters 8 8 8, ,x y z . 

Thus, as the result, the kinematic model of the robot is 
expressed by using 6+28+3=37 parameters in total, which is 
as follows:  

0 0 0 1 1 1 1 7 7 7 7 8 8 8( , , , , , , , , , , , , , , , , , )T
r p yx y z a d a d x y zθ θ θ α θ α θ=P L (1) 

3.2 Nonlinear least square method for calibrating 
geometric parameters 

The Cat's-eye is attached to the tip of PA10 robot, and it is 
positioned to various points by the robot, then the 3-D 
position of the robot arm’s tip is measured by the laser 
tracking system. 
The parameters are obtained so as that the errors between 
the measured positions and the predicted positions based on 
the kinematic model are minimized by a computer calculation 
using a nonlinear least square method. 
The concrete procedure of calibration is described as follows: 
Let the joint angles be 1 2 7( , , , )θ θ θ=Θ L , designated 
Cartesian 3-D position of robot arm’s tip be ( , , )r r r rX Y Z=X , 
measured that be ( , , )X Y Z=X , nominal kinematic 
parameters based on DH notation be nP  (see Eq. (1)), then, 
the nominal forward kinematic model based on the 
specification sheet is expressed as ( , )n=X f Θ P . 
By using the nominal kinematic model, the joint angle rΘ  to 
realize rX  are calculated, i.e., the inverse kinematic is 
solved, which is expressed in a mathematical form as 

1( , )r r n
−=Θ f X P . 

Note that in this calculation, the joint angle of 3rd axis is fixed 
to 0, to avoid the redundancy of the solution. This calculation 
is analytically performed, since the inverse kinematics can be 
solved analytically provided that the adjacent joint axes are 
accurately parallel or perpendicular to each other: this 
condition is of course satisfied in the nominal model. 
By using the measured data X , the kinematic model is 
calibrated by above-mentioned non-linear least square 
method. Here, let the calibrated parameter be P̂ , and the 
predicted position based on the calibrated model be X̂ , then 
the forward kinematic model using them is expressed as 

ˆ ˆ( , )r=X f Θ P . The P̂  is obtained so as that the sum of the 
errors between the measured positions X  and the predicted 
positions X̂  is minimized by a nonlinear least square 
method. These calibration procedures are shown in block 
diagram form in Figure 10. 
 

Table 1: DH parameter of PA10. 

Joint θ [deg] d [mm] a [mm] α [deg]
1 0.0 315.0 0.0 -90.0 

2 0.0 0.0 0.0 90.0 

3 0.0 450.0 0.0 -90.0 

4 0.0 0.0 0.0 90.0 

5 0.0 500.0 0.0 -90.0 

6 0.0 0.0 0.0 90.0 

7 0.0 80.0 0.0 0.0 

 
 

Figure 9: DH notation. 
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3.3 Neural networks for compensating non-geometric 
errors 

After the geometric parameters are calibrated as already 
explained above, the residual errors caused by non-geometric 
parameters are further reduced by using neural networks 
(abbreviated to NN hereinafter) [10]. 
NN is an algorithm to give a good solution for a non-linear 
problem. There are non-geometric errors in a real robot 
mechanism, such as gear transmission errors, gear 
backlashes, arm compliance, etc. Since they are non-linear, it 
is difficult to geometrically consider them in the kinematic 
model. However, by using NN, it may be possible to consider 
them in the kinematic model. 
Typical three layered forward type NN is applied. The input 
layer is composed of 3 units, which correspond to Cartesian 
coordinates , ,X Y Z . The hidden layer is composed of 100 
units. The output layer is composed of 7 units, which 
correspond to compensation values of 7 joint angles, which is 
expressed as 1 2 7ˆ ˆ ˆ ˆ( , , , )PΔ Δθ Δθ Δθ=Θ L  and is added to the Θ  
parameter in DH model. 
In the learning of NN, measured data of robot arm’s tip 

( , , )X Y Z=X  is adopted as the input data to NN. Then, the 
parameter ˆ

PΔΘ  to satisfy ˆ ˆˆ( , )r P= +ΔX f Θ P Θ  is calculated 
numerically by nonlinear least square method, where 

1ˆ ˆ( , )r r
−=Θ f X P is the joint angle to realize rX  based on 

kinematic model using calibrated parameters P̂  (see the 
previous Section 3.2). 
Then, the obtained many of pairs of ( X , ˆ

PΔΘ ) are used as 

the teaching data for NN learning, in which the connecting 
weights between units, i.e., neurons, are calculated. For this 
numerical calculation, RPROP algorithm [11], which modifies 
conventional back-propagation method, is employed. These 
NN learning procedures are schematically shown in block 
diagram form in Figure 11. 

3.4 Implementation of neural networks for practical 
robot positioning 

Figure 12 shows the implementation of NN for practical robot 
positioning. When rX  is given, the compensation parameter 

ˆ
PΔΘ  is obtained by using NN, then, the accurate kinematic 

model includes ˆ
PΔΘ  is constructed. Using this model, the 

joint angle 1ˆ̂ ˆˆ( , )r r PΔ−= +Θ f X P Θ  is calculated numerically, 
and it is positioned by a robot controller. Then, rX  is ideally 
realized. 
 
4 EXPERIMENTAL RESULTS OF CALIBRATION 

4.1 Group of grid points for teaching and verification 
Measurement area of 400×400×300 mm is set, as shown in 
Figure 13. This space is divided at intervals of 100mm for x, y 
coordinate, and that of 50 mm for z coordinate. As the result, 
96 rectangular parallelepipeds and 5×5×7=175 grid points are 
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Figure 10: Calibration procedure by non-linear least 
squre method. 

Figure 11: NN learning procedure. 

Figure 12: Implementation of NN. 
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generated. The group of the grid points is used for teaching 
set for calibration. 
On the other hand, the group of grid points, each of which is 
the center of each rectangular parallelepiped, is used for 
verification set of the calibrated kinematic model.  

4.2 Procedure for verification of calibrated model 
The joint angles to realize the verification set are calculated 
based on the calibrated model, and they are positioned by a 
robot controller. Here, the joint angle of 3rd axis is not fixed to 
0, contrary to the case of teaching set. 
Note that, this calculation of inverse kinematics is not solved 
analytically, so it should be numerically solved, since the 
adjacent joint axes in the calibrated model are no longer 
accurately parallel or perpendicular to each other. 
Then, the Cartesian 3-D positions of the robot arm’s tip, i.e., 
the verification set, are measured by a laser tracking system. 
By comparing the measured data with the designated data, 
the validity of the calibrated kinematic model is estimated. 

4.3 Results of calibration in grid points for teaching 
After the kinematic model is calibrated by using the measured 
data in the grid points for teaching, the robot arm’s tip is again 
positioned to the same points based on the calibrated model. 
Here, the extent how the calibrated model can fit to the 
teaching points, i.e., can realize the positioning to the 
teaching points, is estimated. 
Figure 14 shows the results. It is proven that the error is 
drastically reduced by calibrating geometric parameters using 
non-linear least square method. And, it is further reduced by 
calibrating non-geometric parameters using NN.  
As the result, it is confirmed that the calibrated model is 
effective for improving accuracy at the gird points for 
teaching. The accuracy is improved from 3.53 mm to 0.76 
mm by using non-linear least square method, and further 
improved to 0.24 mm by also using NN (see Table 2).  

4.4 Results of calibration in grid points for verification 
The robot arm’s tip is positioned to the grid points for 
verification based on the calibrated model. 
Figure 15 shows the results. The accuracy is improved from 
3.33 mm to 0.81 mm by using non-linear least square 
method, and further improved to 0.40 mm by also using NN 
(see Table 3). Compared to the case for the teaching grid 
points (see the previous Section 5.3), the realized accuracy is 
somewhat degraded, especially for the case using NN. 
The reason of the error in case using NN here supposedly 
arises from the limitation of generalization ability of NN, since 
the grid points for verification are considerably apart from 
those for teaching. To address this problem, increasing the 
number of teaching points is one countermeasure for 
obtaining the more accurate NN model, which is the projected 
work in the future. Another countermeasure is dividing the 
robot working space to comparatively small subspaces, and 
kinematic models corresponding to these subspaces are 
provided and they are calibrated by using the non-linear lest 
square method and NN. This countermeasure is also the 
future work. 
 

5 CONCLUSIONS 
A laser tracking system is employed for measuring the robot 
arm’s tip with high accuracy. Using the measured data in grid  
points for teaching, the kinematic model is calibrated. First, 
geometric parameters based on DH notation are calibrated by 
using non-linear least square method. Second, non-geometric 
parameters arising from gear backlash, arm compliance, etc., 
is further calibrated by using neural networks. The accuracy is 
drastically improved from approximately 3.5 mm to 0.8 mm by 
the former method, and further improved to 0.2 mm by also 
using NN, in the case of calibrating PA10 robot manipulator in 
grid points for teaching. And the accuracy of positioning in 
grid points for verification is drastically improved from 
approximately 3.3 mm to 0.8 mm by the former method, and 
further improved to 0.4 mm by also using NN. This means 
that applying NN after calibration of kinematic model using 
non-linear least square method is efficient for various points. 
To conclude, it is confirmed that the proposed method of 
combining the usual kinematic parameter calibration with the 
NN has potential for calibrating the non-geometric 
parameters. 

Before calibration 3.53 mm 

Non-linear least squarw method 0.76 mm 

Applying NN 0.24 mm 

Before calibration 3.33 mm 

Non-linear least squarw method 0.81 mm 

Applying NN 0.40 mm 

Table 2: Average of errors in grid points for teaching. 

Table 3: Average of errors in grid points for verification. 
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Figure 14: Result of Grid points for teaching. 

Figure 15: Result of Grid points for verification. 
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Abstract 
Dance is one form of entertainment where physical movement is the key factor. The main reason why robots 
are experiencing a kind of “boom” is that they have a physical body. We propose a robot dance system that 
combines these two elements. First, various factors concerning entertainment and dance are studied. Then 
we propose the dance system by robot using motion unit and the synthetic rule referring the speech synthesis. 
Also we describe the details of the system by focusing on its software functions. Finally we show the 
evaluation results of robot dance performances.  
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1 INTRODUCTION 
The research and development of various kinds of robots is 
actively being carried out, especially in Japan [1][2][3][4][5]. 
Several reasons explain the current robot boom. One main 
reason is that robots have physical bodies, and so human-
robot interaction extends beyond human-computer 
interaction. 

Although in the future these robots are expected to support 
various aspects of our daily life, so far their capabilities are 
very limited. At present, installing such a task in robots 
remains very difficult. To break through such a situation, 
entertainment might be a good application area for robots. 
Developing a dancing robot would be remarkable from 
various points of view. First, it might become a new form of 
entertainment, activates both the body and brain. Watching 
humans dance is already one established type of 
entertainment. Second, we might develop a new type of 
communication with computers, because dance can be 
considered one of the most sophisticated nonverbal 
communication methods. 
 Based on the above considerations we started to research 
dancing robots. In this paper we clarify the relationship 
among entertainment, humans, and robots and propose a 
robot dance system by robot using motion unit and the 
synthetic rule referring the speech synthesis. Also we will 
describe an evaluation experiment carried out to test this 
basic concept’s feasibility. 
 

2 DANCE ENTERTAINMENT AND ROBOT 

2.1 Entertainment 
The role of entertainment in our daily life is very important. It 
offers relaxation and thus contributes to our mental health. 
Many aspects concerning entertainment must be considered 
and discussed [6]. One of the most important may be the 
existence of two sides: entertainer and audience. Although 
these two sides change positions depending on the case, the 
existence of performers and spectators is an absolute 
prerequisite for entertainment. Many entertainments have 
both entertainer and spectator characteristics. In the case of 

dance, people sometimes go to theaters to watch good dance 
performances, and they sometimes go to dance clubs or 
discos to dance themselves.  
Furthermore, when viewed from a different aspect 
entertainment can be classified into two types. One is a real-
time type that includes performers or entertainers performing 
live in front of an audience. Good examples include plays 
and/or concerts. Another is the non-real-time type; reading 
books and watching movies are good examples. 
Following this classification, dance basically belongs to the 
real-time type of entertainment. For robot dancing, however, 
as described later, its position is somewhat special. 

2.2 Dance Robot 
One main reason why we choose dance as an entertainment 
for robots is that dance is quite sophisticated [7]. Based on 
the considerations described above, what is the role of robots 
in dance entertainment? Dance robots allow us to become 
both entertainers and spectators. When watching a robot 
dance, we are spectators. On the other side, many people will 
probably want to install dance motions on their robots and 
show these actions to others. In this case they are 
entertainers. For the classification between real-time and 
non-real-time entertainment, dance robots also have 
significant characteristics. If we want to show people the 
robot dance, we have to install the dance actions beforehand, 
meaning that the robot dance is non-real-time entertainment. 
At the same time, by developing interactive capabilities, the 
robot would show impromptu dancing behaviors. For 
example, it could change the dance depending on audience 
requests. Or it could sense the audience mood and could 
adopt its dancing behaviors to reflect the sensor results. A 
dance robot could provide flexible entertainment that ranges 
between real-time and non-real-time entertainment.  
 
3 DANCE ROBOT SYSTEM 

3.1 Basic concept 
Based on the above considerations we want to develop a 
system that can generate various dance motions. Since 
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different dance genres exist, it is necessary to restrict dance 
genres to a specific one. Then the system would generate by 
selecting several basic dance motions and by concatenating 
them. This basic idea resembles text-to-speech synthesis 
(TTS) [8], where by restricting the language to be synthesized 
and by selecting a basic speech unit, any kind of text 
described by the language can be generated. The following is 
the basic concept adopted in TTS: 
(1) Speech consists of a concatenation of basic speech units. 

(2) Selection of the speech unit is crucial. 
(3) Connection of speech units is also crucial. 
As basic speech units, various basic units such as 
phonemes, phoneme pairs, CV (consonant-vowel 
concatenation), CVC, VCV and so on have been studied [8]. 
Based on research of the last several decades, phonemes 
including variations that depend on previous and following 
phonemes are widely used as speech units. Taking these 
situations into consideration, the basic concept of dance 
generation is as follows: 
(1) We restrict the generated dance to a specific genre. 
(2) All dance motions consist of a concatenation of several 
basic dance motions. 
(3) Deciding what to select dance units as basic dance 
motions is very important. 

(4) Connecting dance units is crucial. 
(5) Also it is crucial how to express a dance unit as robot 
motion. 

In the following sections, we answer the above questions. 

3.2 Dance genre 
For basic dance motions, there are several researches on 
classic ballet [9]. The classification of ballet motions is based 
on several leg positions and movements called steps. 
Although each leg position and step has its own name, 
basically no rules describe the details of whole body motions. 
We chose hip-hop as the dance genre because all of its 
dance steps and motions are classified into several 
categories, so it is easier to handle the whole body motions of 
hip-hop than ballet.  

3.3 Dance unit 
Next we must decide the basic unit for dance motions. As 
described above, since each hip-hop step/body motion has its 
own name, it can be selected as a dance unit. However, it is 
difficult for an amateur to extract them from continuous dance 
motions. Therefore we collaborated with a professional 
dancer to simplify the extraction of basic motions from 
continuous dance motions. In addition, when constructing 
robot motions based on human motions, we must deform 
complicated human motions into rather simple robot motions. 
In this deformation process, a professional dancer’s advice is 
also of great help. 

3.4 Concatenation of dance units 
The next question is how to connect each motion unit. One 
method interpolates the last posture of the previous motion 
and the first posture of the next motion. The difficulty in the 
case of a dancing robot is how to connect these two motions 
and prevent the robot from falling down. We introduced a 
method in which a neutral posture represented by a standing 
still pose is used as a transition posture between two dance 

units. In this case developing an algorithm is unnecessary to 
generate a transitional motion that connects two different 
motions. 

3.5 Realization of robot dance motion 
The next issue is transforming human dance motions into the 
motions of robots. One common method adopts a motion 
capture system that is used to generate the motion of CG 
characters.  For a robot, however, due to the limitations of the 
degree of freedom at each joint, directly transforming the 
motion captured by the system into robot motion does not 
work well. Research that transforms captured motions into 
robot motions is described in [10] that treats a Japanese 
traditional dance whose motions include legs moving slowly 
and smoothly front/back and left/right instead of dynamically. 
In this case it is relatively easy to maintain balance. However, 
hip-hop motions include dynamic body motions, and therefore 
it is difficult to maintain balance. Taking these situations into 
considerations, we chose a method where each motion unit 
extracted from continuous motion is transformed manually.  

3.6 System architecture 
Based on the above considerations, we constructed the first 
prototype of a robot dance system, as shown in Fig. 1, that 
consists of dance unit sequence generation, a dance unit 
database, and dance unit concatenation. 
(1) Dance unit database 
A large amount of dance units are stored here; each one 
corresponds to a basic short dance motion and is expressed 
as robot motion data. 
(2) Dance unit sequence generation 
An input data that expresses a dance motion is analyzed and 
converted into a sequence of dance units by this part. At the 
present stage, a sequence of dance units is directly used as 
input data and fed into the system. 
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(3) Dance unit concatenation 
As is described in 3.4, a neutral posture is introduced as an 
intermediate posture between two dance units, and therefore, 
they can be easily connected.  
 
4 SYSTEM DEVELOPMENT AND EVALUATION 

4.1 Humanoid Robot 
From the several humanoid robots already available on the 
market, we selected a humanoid robot developed by Nirvana 
Technology [11] and installed dance motions on it. Figure 2 
shows its appearance, and Table 1 shows its basic 
specifications. Various robot motions can be designed and 
produced on PC using a “motion editor” realized by motion 
making and editing software.  
 

Table 1: Specifications of humanoid robot 
Size/Weight 34 cm / 1.7 kg 
Degree of 
flexibility 

22 (12 legs, 8 arms, 1 waist, 1 
head) 

CPU SH2/7047F 

Motor 
KO PDS-2144, FUTABA S3003, 

FUTABA S3102, FUTABA 
S3103 

Battery DC6V 

4.2 Development of dance unit database 
As described above, we collaborated with a dancer to 
develop a dance unit database and conducted the following 
database generation: 
(1) First, a typical hip-hop motion of several minutes long was 
recorded. 
(2) Then we observed and discussed the dance sequence 
and selected about 60 motions as dance units that included 
almost all the representative hip-hop motions. 
(3) We asked the dancer to separately perform each motion 
corresponding to each dance unit and recorded it. At the 
same time we asked him to start each dance motion from a 
“natural standing posture” and to finish in the same posture. 

(4) By watching each dance motion being performed, we tried 
to create a robot dance motion that corresponds to human 
dance motion using motion editor. 

4.3 Evaluation of robot dancing 
Using the system described above we carried out simple 
evaluation experiments. 

4.3.1. Comparison of the two types of robot dance units 
We evaluated the two types of dance units; one was 
generated by the professional dancer (type 1) and the other 
by non-experts (type 2). First we classified all the dance 
motions into three categories according to the complications 
of the motions; primary, intermediate, and advanced. And we 
selected one representative motion for each category. These 
dance motions are "Lock"(primary), "Rolling Arm" 
(intermediate), and "Club"(advanced).  Then we generated 
two types of robot dance motions for each of these motions. 
Ten subjects were asked to compare these two types of robot 
dance motions by giving a score ranging from 1 to 5 to each 
dance motion (1 is the worst and 5 is the best). Figure 3 

shows the comparison between the two types of dance 
motions; robot dance motions developed by the dancer 
himself (type 1) and those developed by non-experts of 
dancing (type 2) for three kinds of motions; (a) Lock, (b) 
Rolling arm, and (c) Crab. Also the live dance motions 
performed by the dancer is shown as references.  Figure  4 
shows the evaluation results for each of the three kinds of 
motions. The evaluation result and the consideration for each 
motion is described below. 
 

 

Figure 3: Comparison of three dance motions 

 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

      (a) Lock                 (b) Rolling arm               (c) Crab 
Figure 4: Evaluation results for three kings of motions 

 
(a)Lock 
This is a repeating motion of moving the body and stopping it 
like being locked. In this move the sharpness of stopping 
motion is an important factor as a dance. For “sharpness,” 
type 1 motion (motion designed by a professional dancer) 
obtained the higher score than type 2 (motions designed by 
non-experts) as expected. On the other hand, for such 
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evaluation items as “exiting,” “wonder”, and “smooth,” the 
type 2 motion got higher scores than the type 2 motion. It 
seems that the stop-and-go motion designed by the dancer 
was judged awkward by the subjects.  
(b)Rolling arm 
This is a motion of moving body while turning arms smoothly. 
For the “sharpness,” the type 1 motion obtained higher score 
than the type 2. But for other evaluation items, the type 2 
motions generally got slightly higher scores. Especially for 
“smooth” type 2 received much higher scores against type 1. 
Originally this motion contains a step of raising legs, and the 
type 1 motion precisely simulates this process and in the 
case of “sharpness” it worked well and obtained the high 
score. On the other hand, the type 2 motion achieves this 
move by sliding legs without raising legs. As a result, it was 
judged that the type 2 motion looked smoother than the type 
1, and this gave a influence to the result of smoothness 
evaluation and others. 
 (c)Crab 
This motion is a move peculiar to the Hip-hop dance. It 
includes a move of sliding legs sideways without raising them 
and fixing their backside on floor and thus moving the body 
sideways. The motion designed by the professional dancer 
(type 1) receives higher scores than the motion designed by 
non-expert (type 2) for almost all evaluation items. Especially, 
important evaluation items for this move such as “exciting,” 
“wonder,” and “smooth,” the type 1 obtains fairly higher 
evaluation scores than the type 2.  
These result shows that as the robot dance motions become 
more complex, they can get higher scores. The reason for 
this would be that the professional dancer understands so 
well the characteristics of each dance motion and his 
knowledge and now-how is reflected on the robot dance 
motion. Even though it does not appear so well in the case of 
simple motions, this characteristic reveals itself in the case of 
complicated motions. On the other hand, the motion designed 
by non-expert (type 2) obtained higher evaluation scores than 
the type 1 for simple motions. The explanation for this would 
be that the subjects got good impressions for the over-actions 
and the unstableness that the type 2 motions generally 
contain and express themselves. Contrarily, the type 1 
motions designed by a professional dancer are sophisticated 
without containing such over-action nor unstableness. This 
characteristic sometimes leads to rather low evaluation 
scores as the subjects are non-expert of dances and thus 
could not understand the details of the dance motions where 
the knowledge and now-how of the professional are stored. 
4.3.2 Evaluation of the continuous dance motion. 
Then we carried out the experiment to evaluate the feasibility 
of the dance generation system. We compared two types of 
continuous dance motions. One is a continuous dance motion 
which is automatically generated by this system and has the 
length of about one minutes (type3). 

 

 
 

Figure 5: Comparison between automatically generated 
motions and manually generated motions 

 
Another is the same dance motion where instead of 
automatic generation the professional dancer designed the 
whole continuous dance motion from scratch (type 4). 

For evaluation twelve items generally used for the sensibility 
evaluation such as "stable," "soft", “smooth,” and so on were 
selected. Each evaluation item has a seven level score 
ranging from -3 to 3. For example, for the evaluation item 
"stable" the 0 means neutral, 3 means very stable, and -3 is 
very unstable. Figure 5 shows the evaluation result. The type 
4 obtained fairly good results for most of the evaluation items. 
This means that the evaluation items were fairly well 
selected. Generally the dance motion generated by this 
dance generation system (type 3) obtained lower evaluation 
scores than the type 4 motion. Especially, for such evaluation 
items as "harmony," "lightness," and "tempo, " the type 3 
motion obtained minus evaluation scores. This is because the 
subject felt unnaturalness due to the neutral posture effect 
used to connect the two dance units. This means that the 
system still needs further improvement to generate 
continuous dance motion, especially for the connection of two 
dance units. At the same time, however, the type 3 motion 
got plus scores for "stability", "cool", and "intentional." 
Especially for "cool" and "intentional" the evaluation results 
are almost as high as the results of the type 4 motion. This 
shows that the continuous dance motion generated by this 
system would be effective as far as it is used as a 
performance even at the present stage. 
The difference between type 3 and type 4 motions are that in 
the case of type 3 motion it goes back to a neutral position at 
the point of the dance unit connection. It is necessary to 
improve this point by introducing better neutral posture or 
introducing multiple neutral postures. 
 
5 CONCLUSION 
In this paper we proposed a dance robot system as a new 
application area for humanoid robots. We clarified several 
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distinctive entertainment characteristics and investigated the 
role of robots in entertainment. 
Based on these basic considerations we proposed a dance 
robot system in which a humanoid robot performs various 
dance motions. We hypothesized that any dance motion 
consists of a concatenation of short dance motions called 
dance units. This basic idea was imported from TTS, where 
any text can be converted into speech by concatenating short 
basic speech called speech units. Based on this basic idea, 
we collaborated with a professional dancer. After recording 
and analyzing his hip-hop dancing, we extracted about sixty 
dance units and converted them into the motions of a 
humanoid robot. By concatenating these dance units we 
found that a huge amount of dance variations for the hip-hop 
genre could be achieved.  

Then we carried out two types of evaluation experiments. 
First we compared dance motions designed by the 
professional dancer and the ones by non-experts of dancing. 
We  found that as the dance motions become more 
complicated and sophisticated, the dance motions by the 
dancer got higher evaluation results. Then we compared a 
continuous dance motion automatically generated by this 
system and one fully manually designed. Although the 
automatically generated dance got lower evaluation results, 
for some evaluation items it got almost the same scores. This 
means that this system is promising from a point of automatic 
dance generation. Further studies must address the following 
issues. First we have to investigate how many dance units 
are enough to generate any type of hip-hop dance. Also we 
have to investigate the feasibility of a neutral posture that 
connects two dance units. As only one type of neutral posture 
was used so far, still there is some unnaturalness for the 
automatically generated continuous dance motion. We expect 
that by introducing several other neutral postures, continuous 
dance motions achieved by the robot would become more 
natural. 
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Abstract 
In this paper, we try to construct a simulation using evolutionary artificial neural networks models for building 
the robot controller and adopt an expansion that introduces noise to acquire precise and advanced processing 
for the robot. In ER approach addressing virtual spaces that contain noise, a simulation technique is called 
Minimal Simulation. In some experiments, it was shown that the controller was able to be acquired by 
simulation, yet it does not reach the level that is necessary for the development of a general simulation 
methodology. Therefore, we propose Extended Minimal Simulation method that introduces alternative coding 
techniques and show the effect of this technique. 
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1 INTRODUCTION 
In a dynamic environment, it is proposed that a method in 
which a robot acquires appropriate emergent behaviour for 
environment by its recognizing surrounding environment 
through its body and by its interaction with the environment [1]. 
Contrary to classical artificial intelligence in which the designer 
makes the controller beforehand, there is embodied cognitive 
science as a field of research based on such a framework. In 
embodied cognitive science, there is an important concept of 
complete agents. In this case, ‘agent’  refer to an artifact, and 
complete agents refer to agents that continuously behave by 
themselves can keep like an animal or a human being. When 
this concept is applied to the autonomous robot, it is expected 
that the robot will become independent of human control, 
continuously interact with the environment and keep behaving 
appropriately. The robot should have the performance 
adaptation, autonomy, embodiment and self-sufficient in order 
to fulfil appropriate behaviour for the concept of complete 
agents.  

Computational intelligence is mainly adopted in order to 
achieve these functions and construct systems using a 
bottom-up approach. Computational intelligence is a field of 
research where functions similar to those of the living things, 
adaptation, evolution, and learning are artificially realized 
using a computer. The goal of research In this field is to 
develop and use techniques similar to those used in artificial 
neural networks, evolutionary computing and reinforcement 
learning[4]. When the computational intelligence technique is 
applied in  the development of a robot controller, the machine 
should learn and search in a vast solution space because a 
real environment is dynamic and difficult to predict. In this 
research study, evolutionary computation is adopted because 
it enables a solution search of the abovementioned type. 
  In embodied cognitive science, Evolutionary Robotics ( ER ) 
is a proposed methodology in which evolutionary computing is 
used to develop a robot controller. The term ER was 

advocated by I. Harvey and has been used widely in recent 
years[2][3]. Currently, artificial neural networks (ANNs) are the 
main models used in robot controller. Various methods based 
on ER have been proposed for developing robot controller. It is 
thought that ANNs are very effective as robot controllers 
because they are robust with respect noise and their function 
can be easily extended. Currently, evolutionary artificial neural 
networks (EANNs) in which evolutionary computation is used 
to obtain the feature of ANNs are used as robot controllers.  
  ANNs represent an information processing mechanism, and 
in those models, many elements of cranial nerves are 
connected with each other to form network. One of the 
characteristics of the human cerebral nerve network is that it is 
capable of nonsymbolistic and parallel distributed processing. 
Research that involves the application of such information 
processing, thinking process, and learning process to 
computer processing has been continuing for a long time. In 
EANN, it is important to identify which of the element of the 
ANNs the designer selects as an evolutional object and how 
the designer codes them to the genotype. As for the element 
that appears as the phenotype of the ANN, the synapse 
combination weights, the neuron model, the number of hidden 
nodes, and synapse formation are considered. Of these 
elements, the synapse combination weights are generally 
coded to the genotype, but the research still continues on how 
to model the other elements and on whether they are coded to 
match the genotype. Research studies in this area have 
achieved remarkable development in their respective fields 
over the last few dozens of years.  
  However, there are various problems that must be 
considered in ER. One such problem is the choice of 
environment in which to evolve the robot controller. In 
accordance with the concepts in embodiment cognitive 
science, in ER, It is preferable to evaluate all individuals in the 
search population using an actual robot in a real environment. 
However, the evolutional process is extremely time-consuming 
since evolutionary computing involves a search over a vast 
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space. Therefore, approaches using computer simulation 
receive attention because of the large reduction in test time, 
and such approaches are used in many studies. However, in 
such techniques, how to model a real environment is still 
unknown. When computer simulation are used, it is relatively 
easy to model objects that do not change during an 
experiment (e.g., the field in which a robot is installed and the 
size of the robot), but it is difficult to model the sensor 
resolution and motor output accurately because of the 
influence of noise characteristics and hardware. Therefore, an 
existing problem is that the behaviour acquired by simulation 
cannot always be reproduced by an actual robot.  

Moreover, when these models are used in simulation, the 
problem of how to develop an evolutional environment for a 
robot controller should be considered. In our current study, we 
have investigated this problem as a benchmark problem. In 
this case, we have not added any noise to the simulation in 
order to guarantee that the behaviour acquired by evolutionary 
computation can be reproduced by the robot. Therefore, it was 
difficult to investigate the feature of the EANN model because 
the problem is too simple for evaluating the sophisticated 
mapping ability of the model. In order to investigate the EANN 
model, it is necessary to construct a simulation environment 
that is similar to real environment including some noise. We 
adopt the minimal simulation technique (N. Jakobi) in this 
study, though various techniques have been proposed for the 
development of the computer simulation environment in ER. 
This technique, which is applied in the development of 
computer simulations, reflects a general theoretical and 
methodological framework that was developed from an 
experiment in which a robot controller developed using 
computer simulations was successfully used to make an actual 
robot acquire appropriate behaviour. Further, this technique 
can be used to develop an environment that can be 
implemented easily though a simple and inexpensive design.  
However, when a simulation is developed using this technique, 
an over-learning problem occurs in the final generation of 
evolution. Here, one problem is that the genotype that acquires 
the best fitness in the final generation of the evolutional 
process learns a peculiar noise characteristic that is specific to 
the simulation. In conventional minimal simulation, the robot 
controller is continuously adjusted after it is implemented in an 
actual robot in order to solve this problem. In this study, a new 
solution is necessary because only the computer simulation is 
investigated. Therefore, in this paper, we propose an approach 
involving extended minimal simulation in, where one genotype 
learns two or more noise patterns in order to avoid solve over 
learning. To verify the effectiveness of this extended 
simulation, we use the problem involving transport by one 
autonomous mobile robot as a benchmark test. 
2 SIMULATION APPROACH 

In the development of a robot controller, it is expected that 
the adopted approach that involve the least computational time 
and labour in developing the robot controller through computer 
simulation and implementing this controller in a real robot. 
However, even the best controller evolved using computer 
simulation may not perform satisfactorily when   implemented 
in an actual robot because many uncertainties and some noise 
exist in a real environment. There are some differences 
between the real environment and the computer simulation 
that are difficult to model. Hence, it is necessary to invest time 
and labour in trial and error to model the noise characteristic in 
detail. The main challenge in the computer simulation 

approach in ER is to design the general theoretical and 
methodological framework that enables the development of a 
compact, cheap simulator with the ability to run at high speeds 
for the evolution of the behaviour of the robot in a real 
environment. 

2.1 Minimal Simulation 
N. Jakobi analyzed the differences between a real and 

virtual space by conducting some experiments in which a robot 
controller was evolved using computer simulations and 
succeeded in implementing an actual robot [5][6][7][8]. He 
developed the general theoretical and methodological 
framework in ER for the development of a controller and its 
implementation in an actual robot. This theoretical framework 
is called minimal simulation and a very important concept for 
the inexpensive construction of a compact, high-speed 
controller is included in this framework.  

In minimal simulation, before the simulation is developed, it 
is necessary to establish the limits that separate the controller 
and the environment in order to distinguish the feature of the 
real world that should not be simulated from those that should 
be accurately and clearly simulated. In general, the division 
between the controller and the environment is established at 
the limit where the digital signal of the controller is converted 
into an analogue output and vice versa. As a result of this 
division, the controller turns out to be entirely digital. Both an 
actual controller and the controller developed using computer 
simulation can be considered systems with similar 
mechanisms that are executed by a computer. For a particular 
behaviour, the environment must contain a base set of 
environmental features so that the robot can interact 
appropriately with the environment. To decide whether or not 
the environment is capable of supporting the particular 
behaviour, we need to know whether it contains a base set of 
features that the robot can interact with.  
  The base set with respect to a behaviour will refer to the set 
of environmental features that must influence each other and 
interact with the controller’s output in an appropriate manner 
defined by the behaviour. Whether a particular environment is 
capable of supporting a behaviour depends on whether that 
environment contains a suitable base set. A controller is said 
to reliably perform a particular behaviour if the interaction 
among the members of the base set and that between these 
members and the controller’s output constitutes an instance of 
the behaviour for every fitness trial. 

After understanding the abovementioned statements well, 
we must then undertake the task of including randomness in 
the aspects of the controller's input that are part of the 
implementation. In many cases, it is tempting to simply add a 
large amount of noise to all aspects that are not base set 
aspects. However, if this noise is reliable, i.e., developing 
controllers can operate on the assumption that the noise will 
always be present, the noise can be used to develop 
controllers with high fitness. Therefore, the form of the 
implementation feature of the controller input is varied at 
random from trial to trial. A method for determining the amount 
of random variation to apply in the base set feature in the 
simulation and the best manner in which to apply the variation 
is sufficient for developing reliable and appropriate individuals 
that are base-set robust. In order to favour the selection of 
controllers that can cope with slightly differing versions of each 
base set aspect of a simulation, a set of simulation noises 
need to varied between trials and not during trials. Noise levels 
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should be varied among trials along with all the other base set 
aspects of a simulation. Noise levels  should not be left 
constant at unrealistic levels throughout  evolutionary process. 

2.2 Extended Minimal Simulation 
  In this study, a simulator in which the framework of minimal 
simulation is used will be constructed in order to develop an   
evolutionary controller that is robust and widely applicable in 
environments with noise. The following features of the 
improved simulation are presented. In this case, it is 
necessary to consider both the features of the base set and 
the features of the implementation in order to study the 
problem of transport by the autonomous mobile robot. The 
cognitive ability to recognize other robots and the object that 
should be transported and the cognitive ability to determine 
absolute direction are features of the base set. Sensor inputs, 
motor outputs and an initial position and direction of the robot 
and of the object are implementation features; noise is added 
to these features.  

2.3 Introduction of Noises and Guaranteeing  
Replication 

  In our existing simulation, when the obtained controller was 
set up in the same condition as in the simulation, the controller 
operation was guaranteed to be the same as that in the 
simulation since no noise was introduced in the environment. 
However, after the noise is introduced, the guarantee in which 
the task can be performed by creating an identical 
environment for operation might be lost because of the 
uncertainties in the environment. Therefore, to verify the 
robustness of the controller, its ability to reliably complete task 
is determined by operating the robot in the environment 
multiple times in the presence of different forms of the noise 
and calculating the average number of tasks completed.  
  Further, the completion of the task in a fixed generation is not 
guaranteed even if the experiment has very similar settings to 
those in the simulation because evolutional computing is 
essentially a heuristic search technique. Therefore, in the 
experiment without any noises, we tested multiple evolutionary 
processes with the same settings and determined the ability 
reliably complete the task by calculating the ratio of the task in 
which the robot obtained the controller that finally completed a 
task. In our improved technique, the existing for determining 
reliability is not important because each robot controller 
already has already achieved the task completion rate. 
Therefore, after having performed a trial several times under 
identical condition, the task completion ability is statistically 
determined by calculating the arithmetic average and the 
standard error of the mean of the task completion rate. In other 
words, the arithmetic average of the task completion rate x  is 
shown in (1), where  is the task completion rate of the 
controller i , and n  is the number of the repeated trials.  
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The standard error of the mean is given by (3). 
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  Minimal simulation is a simulation technique that enables the 
straightforward development of a robust evolutional robot 
controller; however, it is difficult to sufficiently reduce the 
difference between computer simulation and  real experiments 
even when minimal simulation is used. In experiments where  
ANNs were evolved for a Khepera robot using minimal 
simulation [7], more than 20 generations had to be evolved in 
an actual robot after having obtained the robot controller by 
evolutionary computing. In other research studies, the large 
degradation in the performance of the robot caused even by 
slight change in the environment is because of the over 
learning, where a robot’s behaviour is specialized for the 
simulation environment [9]. To address this issue, we 
considered factors leading to the difference between the 
robustness of the controller in the simulation and that in a real 
environment. Consequently, we hypothesized that this 
phenomenon is primarily due to the problem of the over 
learning and the behaviour of the robot controller is specific to 
the noise characteristics in final generation. To verify this 
hypothesis, we modify the conventional method of evaluating 
fitness and propose an evaluation technique in which one 
individual is not influenced by the specific characteristics of the 
specific noise. In the proposed technique, two or more 
evaluations with different noise characteristics are carried out 
for one individual, as shown in Figure 2; however, only one  
evaluation was carried out for one individual in the 
conventional fitness evaluation, as shown in Figure 1. In this 
evaluation technique, the value of fitness F of one individual is 
calculated as the summation over N evaluations, as shown in 
the following (4). 
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To increase fitness F of the individual, the evaluation should 
be high for the characteristics of any noises. 

 

 

Figure 1: Established fitness coding method. 
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Figure 3: Transfer problem with a single autonomous robot. 

 

Figure 2: Proposed fitness coding method. 
 

3 EXPERIMENTAL SETTINGS 
  In this study, the problem of transportation by one robot is 
treated as a task. As shown in Figure 3, one robot and an 
object to be transported are placed in the field with the 
experimental environment; the object can be pushed by the 
single robot. If this robot pushes the object to the goal line at 
the end of the field, it is said to have completed the task. 
Figure 4 and 5 show the structure of the robot and the 
topology of ANN that is used as a robot controller, 
respectively. Further, the setting of the fitness function is 
shown in table 2; trials are performed until the 500th 
generation. A computer with Xeon 2.4-GHz dual CPU is used 
for all computer simulation. After evolution is over, we obtain 
the robot in the final generation; the task completion rate is 
evaluated by repeating the experiment 25 times in the 
environment with noise that is shown in table 1, and each task 
completion is assessed statistically.  
  In these experiments, we introduce the noise at the initial 
position of the object in the environment, sensor inputs, motor 
outputs and in the initial direction of the robot. The random 
noise has a maximum value equal to the one-fourth the 
diameter of the robot, the initial direction of the robot is 
assumed to be random. We added Gaussian noise (N(0, 0.1)) 
to the sensor inputs and the motor output. We do not know 
beforehand how strong influence of the magnitude of this 
noise; therefore, we conduct the experiment by the setting that 
doubled the maximum on the random noise and the variance 
of the Gaussian noise. We prepared the noise environment of 
the five noise patterns shown in table 1 in order to compare 
the influence of the noise at the initial position or in the initial 
direction with that of the signal noise. 
  In extended minimal simulation, the genotype is examined in 
two or more random noise environment so that it is not a 
specific to a specific noise pattern, and the summation over 
the evaluation is assumed to yield the fitness. However, the 
number of patterns of the noise in the environment that one 
genotype must learn will be the task-dependence. The trade-
off problem occurred because a large number of tests with 
noise must be performed the robust controller, but the time 
required for computer simulation is directly proportional to the 
number of the tests. In this study, experiments are repeated  1, 
5, 10, 15 and 20 times, and the correlation between the task 
completion rate and the execution time is verified.  
4 RESULT 

Figure 4: Simulated robot. 

 

 
Figure 5: Topology of ANN. 

Table 1: Noise mode. 

MODE 1  2 3 4 5 

 Max initial 
noise level

0 x1 0 x1 x2 

Max sensor
noise level

0 0 x1 x1 x2 

 
  The experimental results obtained in the environment with the 
various noises are shown in Figure 6. As shown in Figure 6 
(a), in an established technique, the controller that is obtained 
in the environment without any noises (Mode 1) as can 
complete the task at the rate of 100 % in the environment 
where the noise is not added during task repetition, but it can 
rarely complete the task in the environment with noise. In 
general, only when there are no uncertainties in a simulator, 
the robot controller can complete tasks in the real environment 
exactly as it did in simulations. As shown in Figure 6 (b), the 
task completion rate of the controller that is obtained in the 
environment with noises added at an initial position and in an 
initial direction is high when the controller repeats the task in 
an environment with a similar noise. Similarly, as shown in 
Figure 6 (c), the task completion rate of the controller that is 
evolved under condition where noise is added to the sensor 
input and the motor output is high when it the controller 
repeats the task in an environment without any noise or with a 
similar noise. From these results, it is inferred that the task 
completion rate of the controller that is evolved under 

4.1     Effect of Minimal Simulation 
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conditions where only the input and output noise is high when 
it repeats the task in an environment with only input and output 
noise. These results indicate that the use of noise at the initial 
position and in the initial direction and the noise in input and 
output signals is exclusive to evolutionary computing, and both 
types of noise are necessary to obtain a widely applicable 
controller for the autonomous mobile robot. 
  Moreover, the controller which has been evolved in the 
environment that is added noises to an initial position and 
direction has the task achievement rate of 20 % in replay in the 
environment with only the noise in input and output signals, but 
the controller which has been evolved in the environment with 
only the noise in signals can hardly achieve the task in the 
environment in which there are noises in an initial position and 
direction. In this reason, it is clear that adding the noise to an 
initial position and direction is strongly related to acquiring the 
robot controller with high generality. 
  Figure 6 (d) shows the task achievement rate of the controller 
which was acquired by the evolutionary computation under 
adding the initial position noise, initial direction noise and input 
and output signal noise. This controller decreases the task 
achievement rate according to an increase in the kind of the 
noise, but it has about 70 \% task achievement rate even in 
the case of replay in the environment with each noise. In this 
task, it can be said that the technique of minimal simulation 
which simulates the noise environment is effective to obtain 
the robot controller with high generality.  

4.2 Effect of Extended Minimal Simulation 
The results of extended minimal simulation, where one 
individual is evaluated five times, are shown in Figure 7. 
Figure 7 (b), (c) and (d) indicate that the individual evaluated 
multiple times with different types of noise in the environment 
is more widely applicable than the individual evaluated only 
once. The robot controller that is obtained in the environment 
with noise at the initial position, in the initial direction, and in 
signals has a task completion rate of 80% or more when tasks 
are repeated in any environment. However, Figure 7 (a) shows 
that repeated evaluation in the environment without the noise 
is ineffective in making controllers widely applicable. Figure 7 
shows the relationship between the task completion rate and 
the number of the evaluations for one individual in the 
environment with noise at the initial position, in the initial 
direction, and signal noise. This graph shows that the task 
completion rate of the individual evaluated only once is less 
than 70 %, while that of the individual which is evaluated more 
than four times is more than 90 %; moreover, the task 
completion rate of the individual evaluated 20 times reaches 
100 %. Further, the standard of the mean is greater than 8.8 % 
when the individual is evaluated only once, while it is less than 
2.5 % when the individual is evaluated more than four times. It 
follows that it is possible to obtain a controller that is not 
influenced easily by the feature in a particular computer 
simulation by increasing the number of evaluations. These 
results show that a robot controller with high reliability is 
obtained by applying extended minimal simulation, if these 
trials are identical to the experimental settings. 
  Further, we consider the number of times one individual 
should be evaluated. The dashed line in figure 8 shows time 
required to complete the computer simulation (500th 
generation) for different number of evaluations. The simulation 
execution time increases linearly, as shown in figure 8. 
Therefore, for this task, it is appropriate to evaluate one 

individual five times. However, we should be note that the 
appropriate of evaluations number depends on the task. In a 
task with a different difficulty, it is necessary to investigate 
beforehand the required number of generations for the 
evolutionary computation and the relationship between the 
number of evaluations and the task completion rate. From the 
abovementioned results, it is found that extended minimal 
simulation, where one individual is repeatedly evaluated with 
different type of noise, is effective in overcoming the over-
learning problem and obtaining a widely applicable robot 
controller.  

4.3 Effect of Amount of Sample 
In our current experiments, we performed the computer 
simulation multiple times with the same experimental settings, 
obtained two or more robot controllers, and evaluated their 
performance by evaluating the average fitness level and 
average task completion rate. 
 
 

   

(a) MODE 1                              (b)  MODE 2 

   
                (c) MODE 3                              (d) MODE 4 
Figure 6: Arithmetic average of task completion rate and SEM. 

   
                (a) MODE 1                              (b) MODE 2 

   
                (c) MODE 3                              (d) MODE 4 

Figure 7: Arithmetic average of task completion rate and 
SEM(evaluated five times). 
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Figure 8: Relationship between coding evaluation number and 

arithmetic average of task completion rate and SEM. 

 
Figure 9: Relationship between coding evaluation number and 

arithmetic average of task completion rate and SEM. 
In this study, to determine and verify the number of samples 

to be acquired by extended minimal simulation, we conducted 
experiments in accordance with the following procedures that 
are based on inferential statistics:   
 • Perform the computer simulation ten times, and collect ten 

sample of controllers. 
 • Select n controllers at random from among ten samples. 
 • Calculate the arithmetic average and the standard error of 

the mean from the task completion rate of the selected 
controller. 

 • Measure the standard error of the mean of the entire trial 
by repeating step 2 and step 3 hundred times. 

Figure 9 shows the results of verification performed in 
accordance with procedure for n = 2, 4, 6, 8 and 10. In the 
experiment conducted for the verification, the individual is 
evolved in an environment with noise at the initial position, in 
the initial direction, and signal noise, and the individual repeats 
the tasks in an environment with a similar noise. Each dashed 
line shows the number of evaluations of the fitness of one 
individual in extended minimal simulation. As shown in the 
figure, in conventional minimal simulation (red solid line), as 
the number of samples increase, the task completion rate 
 

 is almost constant, though the standard error of the mean 
decreases gradually. However, in extended minimal 
simulation, it is found that the standard error of the mean is 
very small, is almost constant, and does not depend on the 
number of the mean. In particular, we have succeeded in 
generating a widely applicable homogeneous controller with 
certainty, even if experiments are not repeated with identical 
settings, because the standard error of the mean is very small 
for two samples.  
5 CONCLUSION  
In this study, we introduced minimal simulation in order to add 
noise to simulation environments and to develop the 
environment that required  the robot to behave in a careful and 
advanced manner. Further, we proposed extended minimal 
simulation in order to overcome the over-learning problem and 
to realize general versatility of the robot; the incorporation of 
these features was verified. When conventional and extended 
minimal simulation were compared experimentally, it was 
found that extended minimal simulation consistently generated 
a robot controller that had a task completion rate 30% higher 
than the corresponding task completion rate in the case of 
conventional minimal simulation. Further, it was shown that 
extended minimal simulation can be used to obtain a 
homogeneous and widely applicable robot controller. We 
would like to further develop extended minimal simulation by 
changing the target problem because it is thought that the 
characteristics depend of this simulation technique depend on 
the task being performed. 
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Abstract 
ROBO-BLOCK (robot block system) and the rational formula of robots were proposed. ROBO-BLOCK is 
composed of servomotors, the parts for servomotor rotor, the brackets for servomotor fixation, the board parts 
and the controllers. A robot can be assembled easily by ROBO-BLOCK. Meanwhile, it is convenient when the 
structure of the robot can be described easily as a character. The whole structure of the robot is expressed as 
rational formula of the robot to show molecule structure in chemistry. ROBO-BLOCK can be useful for not only 
the research but also the education. SANDY-1 was developed based on the structure formula of human and 
skeletal structure and the motion was confirmed.  
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1 INTRODUCTION 
Various robots were researched in the various laboratories. 
The production of one robot takes a high cost and labor. 
Therefore, it is difficult to develop many robots in a laboratory. 
Meanwhile, the main parts of the robot are motors, and how 
to control the motors decides the performance of the robot. 
One robot can be made by combining multiple servo motors. 
A robot can be made easily if multiple servo motor can be 
combined like a block. A block can be rearranged easily, and 
a cost and labor can be restrained. So, ROBO-BLOCK (robot 
block system) which assembled a robot like a block was 
developed. A trial production robot is made by using these, 
and a new robot can be developed ． Meanwhile, it is 
convenient when the structure of the robot can be described 
easily as a character. The whole structure of the robot is 
expressed as rational formula of the robot to show molecule 
structure in chemistry. ROBO-BLOCK can be useful for not 
only the research but also the education. These were applied, 
and a humanoid robot SANDY-1 was made. In this paper, we 
propose ROBO-BLOCK, the rational formula of robots, 
application of ROBO-BLOCK and the structure formulas of 
human and humanoid. 
 
 
 
 
 
 
 
 
 
 
 
 

2 ROBO-BLOCK 
The small humanoid robot SANSYRO-1 [1] was developed in 
our laboratory in 2005. The leg of SANSYRO-1 was designed 
based on the human arm (Figure 1(a)(b)(c)) . An arm can be 
made by repeating rotary joint (1) and (2). The design of the 
part is simple because it is the repetition of the same part.  
The part of Figure 1 (d) was made after it was confirmed that 
it could be designed well with 3D-CAD. A leg was assembled 
like Figure 1 (e), and the part of the body and the arm were 
made, and SANSYRO-1 was completed like Figure 1(f). 
SANSYRO-1 is the robot of its weight 1.65kg, the height 
427mm and the degree of freedom 24. It was difficult to make 
it walk because it was too big and heavy to the output torque 
of the servomotors. So, a small and light weight robot 
SANSYRO-2 [2] was decided to be developed.  
In the development process of the first humanoid robot 
SANSYRO-1,  it became clear that the most parts of the robot 
was assembled with 3 parts(Servo-motors, C form parts and 
box parts).  So, when SANSYRO-2 was developed, the leg 
was designed with the combination of these 3 parts(Figure 2). 
When a leg was designed, we thought about the combination 
to  bend a knee deeply.  SANSYRO-2 is  the robot 
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Rotary  
Joint(1) 
Rotary  
Joint(2) 

Figure 1: The development process of SANSYRO-1. 

Rotary  
Joint(1) 
Rotary  
Joint(2) 

(a) (b) (c) 
 

(d) (e) (f) 
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of its weight 1.25kg, the height 300mm and the degree of 
freedom 16. The experiment of SANSYRO-2 gettingt up was 
done and it could get up. The walking of SANSYRO-2 was 
tested, and it could walk. SANSYRO-2 could walk with 
100mm/s. 
SANSYRO-2 was designed by using the part of Figure 3(a). 
The part which could be actually assembled was devised 
newly (Figure 3(b)). Screws are put in the hole of a diameter 
2mm, and parts can be fixed. The way to build up like blocks 
is called ROBO-BLOCK. ROBO-BLOCK is composed of 
servo motors, the parts for servomotor rotor, the brackets for 
servomotor fixation, the board parts and the controllers. 
Characteristics are to make the hole of diameter 2mm in a 
10(5) mm pace. They can fix each other by using these holes 
with screws and nuts of M2. The various forms of robot can 
be made by using ROBO-BLOCK. The holes are available to 
fix sensors, exterior parts, and so on.  
Humanoid robot can be made by using ROBO-BLOCK 
(Figure 3(c)). The trial production of the humanoid robot can 
be made easily with changing the arrangement of the motor. 
The controllers are the product of KONDO KAGAKU co., Ltd. 
An advantage is that a motion can be made with moving a 
robot like a doll. Therefore, even a beginner can make the 
motion of the robot easily. 
The walking experiment of the humanoid robot by using 
ROBO-BLOCK was done (Figure 4). The center of gravity 
was moved to the left foot, and the right foot was advanced in 
front of one step. It confirmed that it could walk though the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
motion making was difficult because the feet were small. The 
motion making to stand up from a state to lie was tried, but 
did not go well. It became a problem that a mobile range of 
the rotor was small. Because the parts (Figure 3(b)) gave 
priority to compactness, the mobile range became small. 
When movement range was wide, it was easier to make the 
motion of the robot. The part that the mobile range is wide is 
going to be made in the next version. 
 
3 RATIONAL FORMULAS OF ROBOTS 
The method to show structure of a robot with columns is  
used well. It is convenient when the structure of the robot can 
be expressed like a chemical formula. So, the rational formula 
of robots was proposed.  The axis direction of the motor 
which composes a robot is classified by Yaw axis, Roll axis 

Figure 2: Design of SANSYRO-2. 

Figure 3: The humanoid by ROBO-BLOCK. 

(a) (b) (c) 

Figure 4: The walking of the humanoid by ROBO-BLOCK. 
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and Pitch axis. When there is a motor on the body side, the 
initial of axis is written with a capital letter, and written with a 
small letter in case of opposition. The leg of the humanoid 
robot can be written with “Leg=RP-p-PR”. The whole structure 
of the robot is expressed as rational formula of the robot to 
show molecule structure in chemistry. The humanoid robot is 
expressed as a rational formula of the robot with “Humanoid-
16DOF=Head-Y-(Arm=Pr-0-0)2-Y-(Leg=RP-p-PR)2”. 
The structure formulas and the rational formulas of the robots 
are collected about the robot which is in the market, and the 
robot of this laboratory (Figure 6, Table 1). When formulas of 
the robots are compared, the common points, difference of 
the robots become distinct. It's natural that the knees of  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
robots are “p” or “P”. The hip joints, the ankle joints and the 
shoulder joints have “P(p)” and “R(r)”. The characteristics of 
the robots can be grasped. The shoulder joint is “Pr” with a 
robot except for PB1000. When a small and capital letter 
continues like “Pr”, it is shown that it is one unit with two 
servomotors. It is the characteristic point of RB1000 to make 
one unit with two servomotors (the hip joints, the ankle joints 
and the shoulder joints). The neck joint is “Y” with a robot 
except for ROBONOVA-I. In the case of this expression the 
legs of RB1000 and HAJIMEROBOT_15 are the same. In the 
case of HAJIMEROBOT_15, it is a characteristic that the two 
axes meet perpendicularly. When those characteristics are 
expressed, the leg is expressed with “Leg=Y(r⊥P)-P-(p⊥R)”.  

Figure 5: Humanoid -16DOF=Head-Y-(Arm=Pr-0-0)2-Y-(Leg=RP-p-PR)2. 

Figure 6: Structure Formula of Robots. 

Table 1: The rational formula of robots.
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Figure 6: The structure formulas of robots. 

Y

No. Name Rational Formula of Robots. 

① KHR-1 Humanoid-17DOF=Head-Y-(Arm=Pr-r-0)2-0-(Leg=Rp-p-Pr)2 

② ROBONOVA Humanoid -16DOF=Head -0-(Arm=Pr-r-0)2-0-(Leg=Rp-P-Pr)2 

③ MANOI AT01 Humanoid -17DOF=Head-Y-(Arm=Pr-p-0)2-0-(Leg=Rp-P-Pr)2 

④ RB1000 Humanoid -19DOF=Head-Y-(Arm=rP-R-0)2-0-(Leg=YrP-P-pR)2 

⑤ HAJIMEROBOT_15 Humanoid -21DOF =Head-Y-(Arm=PrY-p-0)2-0-(Leg=YrP-P-pR)2 

⑥ SANSYRO-1 Humanoid -24DOF =Head-Y-(Arm=Pr-P-0)2-YPr- (Leg=PRY-P-YPR)2 

⑦ SANSYRO-2 Humanoid -16DOF =Head-Y-(Arm=Pr-0-0)2-Y-(Leg=RP-p-PR)2 
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The characteristics of SANSYRO are to have a Yaw axis. It is 
characteristics that the robots can twist the body in 
comparison with other robots. 
 
4 APPLICATION OF ROBO-BLOCK  
ROBO-BLOCK can be useful for not only the research but 
also the education. Creative student experiment was done in 
the college of industrial technology. Robots were assembled 
in the group. First, students were assembled biped robots 
(Figure 7(b)) by using ROBO-BLOCK (Figure 7(a)). Then, the 
motions to move forward (Figure 7(c)), to move sideway 
Figure.7(d)) and to turn around (Figure 7(e)) were made. 
Next, original robots were made by the students (Figure 7(f)-
(i)). Some groups assembled a measuring worm robot (Figure 
7(f)).  The robot was moved with inchworm motion and it 
possible that the robot turns the whole body and moves, too. 
Some groups assembled a ring robot (Figure 7(g)). The robot 
turns the whole body and moves．Some groups assembled 
robot with four legs(Figure 7(h)). Some groups assembled 
robot with three legs(Figure 7(i)). Students made original 
robots and moved them. 
The rational formula of the robots was shown in Figure 7. The 
rational formula of the robots can be described the robot 
except for humanoid, too. The structure of the robot can be 
appreciated easily by comparing the rational formulas and the 
photographs. 
 
5 THE STRUCTURE FORMULAS OF HUMAN AND 

HUMANOID ROBOT  

5.1 The Analysis  
A humanoid robot is made based on the human body. The 
modeling of human body has been studied intensively. We 
studied the modeling of a human body through the method of 
the structure formulas and the rational formulas of the robots. 
The symbols of joint, spine and muscle for the modeling of a 
human body are listed in Table 2. “Bj” is a ball and socket 
joint. “Hj” is a hinge joint. “Cj” is a condylar joint. “Pj” is a pivot  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: The robots which students assembled. 
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Figure 8: The structure formulas of a human and a 
humanoid robot. 

Symbol Account 

bj ball and socket joint 

hj hinge joint 

cj condylar joint 

pj pivot joint 

sj saddle joint 

cv cervical vertebrae 

tv thoracic vertebrae 

lv lumbar vertebrae 

Mu Muscle unit 

Table 2: The symbols for the human. 
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joint. “Sj” is a saddle joint. “Cv” is cervical vertebrae. “Tv” is 
thoracic vertebrae. “Lv” is lumbar vertebrae. “Mu” is a muscle 
unit. Figure 8 shows the simplified structure formula of a 
human and the structure formula of SANSYRO-1.  
The neck of a human has cervical vertebrae and pivot joint. 
The cervical vertebrae are flexible. So we can tilt the head 
forward, back and, to the right and the left. And because of 
the pivot joint, we can shake the head. Many small humanoid 
robots can shake the head. These are the modelings of the 
pivot joint that has wide range of movement.  
The thoracic vertebrae and the lumbar vertebrae are flexible. 
So these have wide range of movement for bending and 
twisting. For the modeling of the thoracic vertebrae and the 
lumbar vertebrae, SANSYRO-1 had the ranges of movement 
around Yaw axis, Pitch axis and Roll axis. Considering the 
position where the range of movement is wide, the thoracic 
vertebrae was modelled with Yaw axis, boundary line 
between the thoracic vertebrae and the lumbar vertebrae was 
modelled with Pitch axis, and the lumbar vertebrae was 
modelled with Roll axis. SANSYRO-2 has the range of 
movement around the Yaw axis. And it is useful when 
SANSYRO-2 made the full body motion as getting up motion 
and rolling over motion. 
The shoulder has a ball and socket joint. The humerus is 
jointed with the scapula．The scapula is jointed with the 
clavicle. For them, we can make the shoulders move, as 
raising, hunching up, turning. The shoulder of human has a 
ball and socket joint. But the shoulders of many small size 
humanoid robots are modelled to “Pr”. And the shoulder of 
many humanoid robots is modelled to “PrY(Pry)”, too. But that 
is the structure assembled three axes, not the ball and the 
socket joint. To bring motion of a robot close to human 
motion, a spherical motor or the structure that ball and socket 
joint was combined with muscle units is better than that. 
The elbow has a hinge joint. When an arm is stretched and a 
palm is turned to the front, the above arm and a former arm 
are not straight lines, and it has an angle in the outside a 
little. It is good when the arm of the robot is designed in the 
same way. A former arm can rotate by a radius and a ulna 
being twisted. This motion can be modelled with a 
servomotor. The joint of the wrist has a condylar joint, and it 
can be moved in 2 direction. The range that a wrist is shaken 
in front and back is wide. The range that a wrist is shaken at 
the side is small. These motion can be modelled with two 
servomotor. 
A hip joint has a ball and socket joint as well as the shoulder 
joint. The hip joint of many humanoid robots is modelled to 
the structure assembled three axes. To emulate a ball and 
socket joint, there are many robots which have structure of 
axis that run at right angles to one another, too. Mechanical 
interference is produced easily because the rotation axes are 
concentrated on one place. We must devise structures. The 
hip joints of many small size humanoid robots are modelled to 
the structures assembled two axes． 

The combination of the Yaw axis, the Pitch axis and the Roll 
axis was discussed for the modeling of the hip joint. Paying 
attention to a straight walk and a walking on four limbs, the 
structure of hip joint was considered. The combination of ”pry” 
is taken from both condition to open the legs. Figure 9 shows 
a hip looking from the oblique back . “Pr” is a hip and “y” is 
femoral region. The shape of the hips looks like human hips. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A knee joint has a hinge join as well as the elbow. The knee 
joint of many humanoid robots is modelled to “P” or “p” of one 
axis(Figure 10(a)). The contact face of the thighbone and the 
shinbone rolls, and a knee turns(Figure 10(b)). The knee joint 
can be modelled to two Pitch axes (Figure 10(c)). If the knee 
joint has been modelled to one axis, mechanical interference 
is produced easily. The knee joint is modelled to two axes 
and the knee can be bend deeply. And, large torque is 
necessary for the knee joint. Two servomotors are sometimes 
used to solve this problem. 
Because movement range is small, there are many cases that 
the rotation of the lower thigh is omitted. The ankle of many 
humanoid robots is modelled to “Pr”. The distance from the 
Pitch axis of the ankle to the reverse side of the foot gets 
comparatively long in case of small size humanoid. When it is 
compared to the human, a humanoid is the condition that it 
wears platform shoes, and therefore the humanoid can't 
move quickly any more. Because the distance between the 
Roll axeis of the left and the right ankles is long, it becomes 
the condition that humanoid is putting on snowshoes and 
walk. A cam was used in SANSYRO-2 to bring the Roll axes 
of the ankles close to each other. And it was easy to move 
the center of gravity to the right and the left. 

5.2 The Humnoid Robot  
New humanoid robot named “SANDY-1” was developed 
based on the above analysis and skeletal structure. The Pitch 
axis was assembled making angles of 30 degrees around the 

Figure 9:  The hip of a humanoid. 

p 

r 

y 

Figure 10: The knees of a humanoid and a human. 

(a) (b) (c) 
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Yaw axis and angle of 10 degrees around the Roll 
axis(Figure11(a)). The lower thigh gave the angle of 10 
degrees with the femoral region. SANDY-1 is the robot of its 
weight 2.4kg, the height 570mm and the degrees of freedom 
23. SANDY-1 was made to take various poses to confirm 
movement range(Figure 12(a)-(c)). SANDY-1 can seat cross-
legged because the leg of it is thin and the movement range 
is wide(Figure 12(a)). SANDY-1 can bend forward using hip 
joint and Pitch axis of the boundary line between the thoracic 
vertebrae and the lumbar vertebrae(Figure 12(b)). SANDY-1 
can open the legs like a gymnast(Figure 12(c)). SANDY-1 
was powered on, and it confirmed that SANDY-1 stood in 
both legs and the one leg(Figure 12(d)(e)). SANDY-1 was 
made to do back rotation like a gymnast(Figure 13). Pitch axis 
of the boundary line between the thoracic vertebrae and the 
lumbar vertebrae was useful for this motion. 
 
6 SUMMARY 
ROBO-BLOCK (robot block system) and the rational formula  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
of robots were proposed. A humanoid robot can be 
assembled easily by ROBO-BLOCK. And another type of 
robot can be assembled easily by ROBO-BLOCK. Meanwhile, 
the whole structure of the humanoid robot is expressed as 
rational formula of the robot to show molecule structure in 
chemistry. Creative student experiment using ROBO-BLOCK 
was done. SANDY-1 was developed based on the structure 
formula of human and skeletal structure and the motion was 
confirmed. 
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Abstract 
A new method to measure the mass of an object in microgravity is proposed in this paper. The proposed 
method uses a new system that consists of a prismatic variable stiffness mechanism and an actuator. The 
object to be measured is attached to the prismatic variable stiffness mechanism. The actuator vibrates the 
mechanism and the object. The stiffness is adjusted to satisfy the anti-resonance condition, and the mass is 
measured from the stiffness and the frequency. An advantage of the proposed measurement method is that 
the actuator vibration converges to zero as time tends to infinity. Moreover, the physical parameters, such as 
the inertia, and the damping parameters of the measurement system are not required to measure the mass 
value. Several experiments were executed to confirm the effectiveness of the proposed method.  
 
Keywords:  
Mass Measurement; Prismatic Variable Stiffness Mechanism; Microgravity Environment; Anti-resonance Mode 

 
 
 
 
 
1 INTRODUCTION The mechanism of this method is nearly identical to the 

method based on resonance. The object is attached to the tip 
of an elastic element, and an actuator oscillates the object 
through the elastic element. The main difference between this 
method and previous one is that the stiffness value is 
adjustable. The stiffness will be tuned to satisfy the anti-
resonance mode. As the result, the mass is measured by with 
the stiffness value and the frequency. [14] [15] [16] 

Recently, experiments in biology and materials science have 
been conducted in microgravity environments, such as in 
orbiting space shuttles or space stations. For these 
investigations, it is important to measure the mass of an 
object in the experiment. However, conventional methods that 
require a natural gravity field cannot be applied in the 
microgravity environment. The mass of an object is usually 
measured by the signals such as position, velocity, and 
acceleration of the object in microgravity when a force is 
applied to the object. These measurement methods are 
classified into the following four categories. 

 

 The previously proposed methods have two problems. The 
first is that the signals, such as acceleration, and the physical 
parameters contain noise, which decreases the accuracy of 
the mass measurement. The second is the vibration from the 
measurement systems of the proposed methods that use 
oscillation. The vibration should be eliminated to stabilize the 
space structure. In the methods based on anti-resonance, the 
motion of the actuator converges to zero as time tends to 
infinity because of anti-resonance. Thus, it is suitable for use 
in space shuttles or space stations. However, the first 
problem still remains in the method based on anti-resonance.   

 

(1) Methods based on the momentum conservation law  

An impulse is given to the object and the momentum is 
measured. The mass is measured by the velocity of the 
motion, using the momentum conservation law. [1] [2] [3] [4] 
[5] 

 

(2) Methods based on centrifugal force   

The object is rotated with a constant period. The mass of the 
object can be measured by the centrifugal force and the 
radius of the rotation. [6] [7] 

Ishibashi et al. proposed a new mass measurement system 
based on anti-resonance. [17] In this measurement system, 
the exact physical parameter values are not required to 
measure the mass. Moreover, a mass measurement device 
was developed that has a revolute joint and a variable 
stiffness mechanism. The stiffness is adjusted by changing 
the length of a blade spring. The mass of an object is 
measured with the desired period and the length of the blade 
spring in an anti-resonance mode. This method overcomes 
the above two problems. However, in this method, the mass 
center of the blade must be exactly estimated, which is a 
drawback of this measurement system.  

 

(3) Methods based on resonance  

The object is attached to the tip of an elastic element. An 
actuator oscillates the object through the elastic element. The 
mass can be measured by the frequency of a resonance 
mode.  [8] [9] [10] [11] [12] [13] 

 

(4) Methods based on anti-resonance 
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km d
ˆ2 =ω ,                                                                           (7)  

This paper proposes a new mass measurement device for 
microgravity environments. In the proposed device, a 
prismatic variable stiffness mechanism can be utilized to 
move the object. The mass of the object is measured without 
estimating the mass center of the blade. In Section 2, a mass 
measurement method and an adjustment law to attain an 
anti-resonance mode are explained. Subsequently, the model 
of a prismatic variable stiffness mechanism is presented. In 
Section 3, the experimental setup is shown, and some 
experimental results are demonstrated. 

then  

 
2 MODELING AND CONTROL OF THE PROPOSED 

MASS MEASUREMENT METHOD 
Figure 1: A mass measurement system with a prismatic 
variable stiffness mechanism. 2.1 Modeling of the mass measurement system  

 Figure 1 shows a model of the mass measurement device 
proposed in this paper. The device consists of a prismatic 
variable stiffness mechanism and an actuator. A sample 
object is attached at the end point of the prismatic variable 
stiffness mechanism. The actuator is fixed at the base frame, 
and it can vibrate the prismatic variable stiffness mechanism 
and a sample object.  
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In this case, the motion of the actuator completely stops, and 
the motion of a sample converges to the anti-phase of α . In 

this paper, we call the condition (7) the anti-resonance 
condition.   

Let  and  be the displacement of the object and the 

actuator. Here, it is assumed that the dynamics of the 
stiffness control mechanism can be neglected. Then, the 
equations of motion of the system are given by 

1x 2x

If the closed loop satisfies the anti-resonance condition as 
described in equation (7), the mass of the sample m  is 

measured from  

,)(ˆ 1222 τ=−++ xxkxbxm aa &&&                                             (1) 
.

ˆ

2
d

km
ω

=                                                                             (9) 
,0)(ˆ 211 =−+ xxkxm &&                                                            (2) 

The mass measurement only requires us to know the 

stiffness  because we can choose k̂ dω  as a desired 

trajectory of α .  

where  is the stiffness value of the variable stiffness 

mechanism,  is the mass of the sample object,  and 

 are the inertia moment and the viscosity of the actuator 

respectively, and 

k̂
m am

ab
τ  is the control input of the actuator.  2.2 Control of variable stiffness  

The following stiffness adjustment law is employed to attain 
the anti-resonance condition.   

To oscillate the mechanism and the sample object, the 
following control input is given to the actuator:  
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.                                                        (3) )(ˆ 22 xkxk v &−−−= ατ

Here,  denotes the desired periodic trajectory of 

, and  is the control gain. Then, the closed loop is 

obtained as follows: 

tj dce ωα =

1x vk

Here,  is the initial stiffness, and    is a positive 

constant. It should be noted that the stiffness adjustment law 
(10) does not include any parameters of the system; thus, the 
parameter identification error does not affects the 
convergence of the system to the anti-resonance condition. It 
has been mathematically proven that the adjustment law (10) 
and the actuator input (3) constrain the system to a state that 
satisfies the anti-resonance condition [18].  

0k β
,0)(ˆ)(ˆ 221222 =+−+−++ xkxkxxkxbxm vaa &&&& α               (4) 

.0)(ˆ 211 =−+ xxkxm &&                                                          (5) 

It is next assumed that the system's natural frequency mk̂  

coincides with dω ; thus, the displacements can be expressed 

as  and ,  and we can obtain the 

following relations: 

tj decx ω
11 =

tj decx ω
22 = 2.3 A practical control method of variable stiffness 

The second and the third terms in the integration part of  

c
km

k
jF
k

c
c

dd ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

+−
=⎥

⎦

⎤
⎢
⎣

⎡
ˆ

ˆ

)(

ˆ
2

2

1

ωω
,                                         (6) 

Equation (10) become  

{ } 222 ˆ)()ˆ2()ˆ()( kbkjmkkmjF avdd dd −++−+−= ωωωω .  

If the system satisfies 
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The first term on the RHS of equation (11) converges to zero 
when time goes to infinity. The second term in equation (11) 
depends on the initial state. Therefore, these terms can be 
neglected when the adjustment law is applied to the real 
system, and we use 

{ }[∫ +−+=
t

dxktk
0

10 )()()()(ˆ ττατταβ && ]                           (12) 

instead of equation (10). Equation (12) only requires the 
measurement of  and allows us to easily realize the 

system.  
1x&

2.4 Prismatic variable stiffness mechanism 

3 EXPERIMENTAL RESULTS 

3.1 Experimental device 
Figure 3 shows the experimental system. The effective length 
of the blade spring is the length between the two supported 
points. The sample mass is fixed at the stage, which is placed 
at the center of the blade spring.  

The length of the blade spring is controlled with a linear 
actuator in the variable stiffness mechanism.  

    

Figure 2: A model of a prismatic variable stiffness mechanism 
with a double support mechanism.   

Figure 2 shows a model of the prismatic variable stiffness 
mechanism. This mechanism is based on a beam. Here, l  

and  are the effective length and deflection of 

the blade spring, respectively. The blade spring is assumed 
to be massless and its deflection  small enough so that 

the stiffness is linear in . The sample mass m  is fixed at 

the center of the blade spring. An actuator vibrates this 
mechanism periodically, and reaction force w  caused by the 

mass is added to the blade spring.  

21 xxx −=Δ

xΔ
xΔ

 

  

Here, we assume that  

,
4

3

3

xEbhw
l

Δ=                                                                (13) 

then the stiffness  can be modeled as  )(ˆ lk
 

,)(ˆ
3l

Clk =                                                                         (14) Figure 3: The developed measurement system with a double 
support mechanism.  

 34EbhC =  ,                                                                     (15) 
Figure 4 shows an actuator for oscillation. An actuator unit is 
fixed at the base frame and drives the variable stiffness 
mechanism. The actuator unit is composed of a linear guide, 
a rack-and-pinion mechanism, and an AC servomotor with 
optical encoder (output: 200[w] ). 

where E , , and h  are the Young's modulus, the width, 

and the thickness, respectively. All of the parameters are 
constant, and C  also becomes a constant.  

b

Here, we assume that the line density of the beam ρ  is 

linear in   . Then,  can be obtained from equations (9), 

(14), and l  by the following equation.  

l m Figure 5 shows the motion of the variable stiffness 
mechanism. The linear actuator controls the two supported 
points, where the effective length of the blade spring is 

adjusted from  to  and stiffness  is changed from 1l 2l )(ˆ lk
3
1lC  to 3

2lC . The linear actuator is composed of a linear 

guide, a pair of belt pulleys, and a pulse motor (angular 
resolution: ). The resolution of the effective length 

is .  

[deg] 0.36

[m]10  1.13 -4×

.
32

l
l

Cm
d

ρ
ω

−=                                                                 (16) 

We can choose dω  as a desired frequency, and C  is a 

constant. Therefore, the mass measurement only requires us 
to know the length l .  

From equation (16), C  can be calculated from  
Figure 6 shows the supporting mechanism of a blade spring. 
A pair of rollers is arranged at the supported point, placing the 
spring to attain point contact.  

.)( 32llmC dωρ+=                                                           (17) 

Thus, C  can be calculated using the reference masses and 

the values of corresponding .   l
Figure 7 shows a center mechanism. The stage for the 
sample is fixed at the center of the spring as the point contact 
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by the half-column (curvature radius R  = ). An 

acceleration sensor is attached to the stage in order to obtain 
the velocity of the sample (shown in Figure 3) by integration 
of acceleration signals. The weight of the center mechanism 
is 0.299[kg] .  

50[mm] 3.2 Calculation of C  

Before the mass measurement that uses Equation (16), we 

calculate C  with Equation (17).  

The desired trajectory is given as tπα 12sin08.0= . The 

initial length of the blade spring is 0.110[m]  and the stiffness 

is 501[N/m] . Nominal value of  is 0.666 .  C
The sample and the developed measurement mechanism lie 
in a horizontal plane and no gravitational force affects the 
system.  

 

 

(a)                                                 (b) 

Figure 6: Supporting mechanism of a blade spring.  

 

 

Figure 4: An actuator for oscillation. 

 

   

Figure 7: A center mechanism.  

 

 

Figure 8: Effective length of the spring.  

 

 

Figure 9: Calculated values of C .  
Figure 5: Phase of the stiffness adjustment. 
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Figure 8 shows the effective length of the blade spring. Four 
calibrated samples were prepared, ranging from 0.304[kg]  to 

. For each sample, the experiment was repeated 

three times and the time response of the length for each 
sample was drawn with the same color. In every trial with the 
same sample, l  converges to the same state.  

0.354[kg]

Figure 9 shows C  calculated with Equation (17). The circles 

are the calculated values C and the solid line is the average 

of it, which is 0.807 . The standard deviation of C is 

. It can be observed that -310 9.5 × C  is almost constant.  

Table 1: Mass measurement results 

Actual  [kg] Measured [kg] 

- Trial1 Trial2 Trial3 AVG 

0.304  0.305  0.304  0.304 0.304 

0.309  0.309  0.309  0.309 0.309 

0.314  0.314  0.315  0.314 0.314 

0.319  0.317  0.318  0.319 0.318 

0.325  0.326  0.326  0.324 0.325 

0.329  0.330  0.330  0.330 0.330 

0.334  0.336  0.334  0.334 0.335 

0.339  0.340  0.339  0.341 0.340 

0.344  0.347  0.346  0.345 0.346 

0.349  0.349  0.351  0.351 0.350 

0.354  0.354  0.354  0.354 0.354 

 

Thus it can be concluded that the proposed control method 
works well and each l  converges to the state satisfying the 

anti-resonance condition (7). 

3.3 Mass measurement results 
Ten calibrated samples were prepared, ranging from 

 to  in intervals of 0.005[kg] .  0.305[kg] 0.355[kg]

Resolution of this measurement is  to 

, obtained from the resolution of the blade 

length controller. 

[kg]10 9.0 -3×

[kg]10 3.1 -3×

0.807=C , calculated with equation (17), 

was used for the measurement. For each sample, the 
experiment was repeated three times.  

Table 1 shows results of the mass measurement, displayed in 
Figure 10 to verify the accuracy. The horizontal axis shows 
the mass of the samples, and the vertical axis shows the 
measured mass. The error bars represent the measured 
values of three trials. The solid line is the diagonal line, which 
represents the measured value coinciding with the actual 
one.  The maximum error of the measured value is 

, and average of the standard deviation is 

. It seems that the difference between the 

measured masses in three trials is within the arrangement 
error margin of the initial length of the blade spring. 

[kg]10 9.1 -3×
-410 7.0 ×

Figure 11 displays the averages of the mass measurement 
results. Circles are averages of three trials. The maximum 

error of the averages is . The black line is the 

linear approximation line; the intercept is 0.006 , and the 

gradient is 1.02 .  If we let  be the actual mass, we 

obtain the relative error  as  

[kg]10 6.1 -3×

actualm
e

   

Figure 10: Mass measurement results (3 trials).   

 

   

Figure 11: Mass measurement results (average).   

 

actual

actual

m
mm

e
−

×= 100                                                        (18) 

The maximum e  of this measurement is 0.47[%] , and the 

average of e  is ．Thus, we can say that mass is 

well-measured within the error margin despite the presence of 
backlash, the friction of the gear on the actuator unit, and the 
linear guide in the variable stiffness mechanism.  

0.29[%]
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 4 CONCLUSION 
In this paper, we proposed a new mass measurement 
method for microgravity environments. The proposed method 
uses a prismatic variable stiffness mechanism, which adjusts 
the stiffness to satisfy an anti-resonance condition. Then, the 
mass of an object can be measured by the stiffness and the 
frequency. 

[9]  Okugawa, M., Taguchi, T.，and Hori, Y.,  2003 , Study 
on a mass measurement method under weightless 
conditions by using a smart cantilever beam, Journal of 
the Japan Society of Applied Electromagnetics, 11/2, 
94-99. 

In the proposed method, mass is measured from the 
mechanical stiffness of the spring. Therefore, it is very 
important to design a mechanism that can change spring 
stiffness and whose stiffness values can be exactly 
measured. In this paper, a prismatic variable stiffness 
mechanism using a blade spring was developed. 
Experiments were executed to confirm the effectiveness of 
the proposed method. In these experiments, measurement 
had been achieved within a 0.050[kg]  range, and the 

maximum error was .   [kg]10 9.1 -3×
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Abstract 
An electrostatic micromirror is integrated with the piezoresistive sensor. The sensor detects the shear stress 
inside the torsion bar generated by the mirror rotation under the electrostatic driving. The sensor signal is 
confirmed to follow the static movement of the mirror. The short-term noise is improved from our previous 
level of about 0.1 degrees to 0.01 degrees. The main improvement is the modulation frequency (50 kHz) of 
the bias current setting higher than the mechanical resonant frequency of the micromirror (~10 kHz). With the 
electrical design for obtaining the lower impedance, the electrical band width of the sensor becomes larger 
than that of the mechanical one enabling the larger modulation frequency. The leak current is reduced with 
the passivation film. The characteristics of the sensor signal including accuracy, drift, sensitivity, become 
clearer. 
 
Keywords:  
Micromirror; Piezoresistive sensor; Feedback control; Modulation 

 
 
 
1 INTRODUCTION 
Micromirror is expected to decrease the size of equipments 
which scans the optical beam. The applications require the 
high accuracy in the mirror rotation angle. Supposing the 
optical setup of the optical crossconnect presented from 
Lucent technologies, the angular accuracy is estimated to be 
0.03 degrees realizing the clipping loss less than 0.15 dB [1]. 
Not limited to this example, many applications need the 
angular accuracy. The integration of the sensor in the 
micromirror and the feedback control of the rotation angle 
based on a sensor signal are desired. Although the bulk 
galvanometric mirrors have such setups, realizing the similar 
setup in the micromirror is challenging. 
Some methods for sensing the mirror rotation angle have 
been proposed or reported. One is assembling the lasers and 
the photodetectors at the backside of the micromirrors inside 
the device package [2, 3]. The tails of the reflected beam 
profile are monitored. Comparing the magnitudes of the 
sensor signals, the mirror rotation angle can be obtained. 
Kallweit et al. proposes the use of a part of the incident light 
beam to be steered by preparing the transmission type 
grating in the micromirror [4]. Onix Microsystems Inc. 
proposes detecting the capacitance between electrodes [5]. 
Another sensing principle used in MEMS devices is the 
piezoresistive method. Pressure sensors which consist of Si 
diaphragms and the piezoresistors are well-known. The strain 
introduced in the crystal Si changes the conduction and the 
valence band structures. The resultant carrier density or the 
mobility change is observed as the resistivity change. 
Bourouina et al. reported the magnetostrictive actuator 
integrated with the piezoresistive sensor [6].  
There are two different gauges in the piezoresistive sensors 
[7]. One is the normal gauge. The resistance change is 
generated by the longitudinal piezoresistance effect under 
the normal stress. For the signal detection, Wheastone 
bridge is usually constructed with 4 resistances [8]. Another 
gauge is the shear gauge. Since this gauge is the single 
element, the resistance fluctuation or the temperature 

distribution does not directly generate the noise. The 
pressure sensor FP101 from Yokogawa Electric Corp. takes 
this advantage [9]. Considering that the mirror rotation 
generates the shear stress inside the torsion bar, the share 
gauge is appropriate. The single element is advantageous 
also for reducing the foot-print size, since preparing 2 or 4 
elements inside the torsion bar is generally difficult due to the 
small size of the torsion bar. The shear gauge is adopted. 
An electrostatic micromirror integrated with the piezo-
resistive sensor was fabricated in our previous study. The 
sensor signal was confirmed to follow the static movement of 
the mirror. The noise in the measurement was large 
corresponding to about 0.1 degrees [10]. This noise can be 
attributed to the measurement method not to the device 
itself. In the previous study, the modulation frequency was 5 
kHz. Since this frequency is lower than the resonant 
frequency of the micromirror, the modulation will cause the 
noise motion of the mirror. The higher modulation frequency 
for measuring the sensor signal can decrease the noise. In 
this study, the noise is improved taking the advantages of the 
new device design and the operation. The sensor signal is 
measured clearing the performance detail. 
 
2 DESIGN 
Figure 1 shows the schematic drawing of sensor. The 
sensor’s appearance is similar to that of a Hall element. The 
sensor consists of an element and 2 pairs of terminals. One 
pair is for the bias current Ibias to flow through. The other is for 
detecting the signal of the transverse voltage. In contrast to 
the normal piezoresistive sensor which measures the 
resistance, the signal is the voltage between detection 
terminals. The signal Vout is expressed as follows. 

biasout I
t

f
V

tpr0=    (1) 

f is a geometric factor that depends on the shape of the 
gauge. r0 and t are the isotropic resistivity and thickness of 

299



 
 
Takuro Aonuma, Shinya Kumagai, Minoru Sasaki, Motoki Tabata, and Kazuhiro Hane 

the sensing layer, respectively. t is the shear stress, which is 
proportional to the mirror rotation angle. Ibias is the bias 
current. p is the shear piezoresistance coefficient. This value 
depends on the doping type, conductivity, and orientation of 
the crystal Si.  The sensor is prepared from p-type Si due to 
the larger value of p than that of n-type Si. In the device Si 
layer, p-n junction is prepared.  
Figure 2 shows the vertical design of the micromirror which 
has the close relation to the electronic structure. The device 
Si layer has p-n junction. The sensor is in p-type Si region at 
the top surface. When the mirror rotates, the shear stress is 
generated having the maximum magnitude on the surface as 
shown in the inset. The shear stress is proportional to the 
mirror rotation angle. The reverse bias is applied for confining 
the bias current in the p-type region. Since the leak current 
will decrease the sensitivity or increase the drift in the signal, 
the passivation film is prepared over the sensor structure as 
described in the following. Figure 3(a) shows the 1st design 
of the sensor showing the cross-section of the torsion bar. In 
the design 1, the p-type region is 3 mm inside from the 
sidewall. Figure 3(b) shows design 2 having the passivation 
films. Top and side surfaces of the sensor are covered with 
SiN and SiO2 films. Although the design 1 retracts the 
position of p-n junction from the sidewall interface, the device 
surface is exposed to the ambient air. Since the design 2 is 

more difficult to realize the device fabrication, the following 
sections suppose the design 2 without mentioning the 
design. 
 
3 FABRICATION 
The device fabrication starts from the preparation of the 
sensor using the high temperature process followed by the 
deep reactive ion etchings for preparing the mechanical 
micromirror structure. Figure 4 shows the fabrication 
sequence. The mirror and sensor are prepared in the device 
layer of SOI wafer. The device Si (100) layer is 14.5 mm in 
thickness and n-type (>4000 W-cm). First, 1.4 mm-thick SiO2 
film is thermally oxidized. This SiO2 film has the compress 
stress for bending the cantilever with the fixed comb. After 
the patterning of the oxide film, the boron ions are implanted 
(B+ at 100 keV, 1.35x1015 atoms/cm2 and BF2+ at 80 keV, 
1.0x1015 atoms/cm2) using the resist mask. The top 0.5-mm 
Si layer is considered to become p+ region.  This electrical 
structure is covered with 600 nm SiN film, which becomes 

 

Figure 4: Fabrication sequence for the micromirror with 
the passivation film. 

(1) Preparation of sensor 
and film 

(2) Preparation of delayed 
mask 

(3) Etching at torsion bar 

(4) Localized oxidation 

(5) Etching at mirror 

(6) Contact hole 
(12) Removing protection 
layers 

(11) Buried oxide etching 

(10) Resist protection 

(9) Backside etching 

(8) a-Si deposition 

(7) Partial Al deposition 

 

Figure 2: Vertical design of the micromirror. 
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Figure 1: Schematic drawing of the basic sensor 
structure. 
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Figure 3: Crosssection of the sensor. (a) Design 1 
without the passivation film. (b) Design 2 with the 
passivation films. 
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the mask against the subsequent oxidation and plasma Si 
etching. The patterns of the SiN film defines the sensor 
shape and the mirror shape as the delayed mask (step 2).  
First, SiN film is opened as the shape of the torsion bar with 
sensor, and the vertical Si etching is carried out down to the 
buried oxide layer (step 3). Then the thermal oxide is grown 
on the sidewall of the torsion bar (step 4). This becomes the 
passivation film at the side wall. The top surface is protected 
by SiN film realizing the structure shown in Fig. 3(b). This 
selective oxide growth is same with that of LOCOS process. 
Then, SiN film is etched in a whole area. Due to the previous 
patterning in step 2, SiN is open as the delayed 2nd mask 
pattern. Using this mask pattern, the vertical Si etching is 
carried out preparing the mirror and the comb structures 
(step 5). SiN film is again etched opening the contact hole 
pattern(step 6). Al is deposited for the metal electrode using 
the stencil mask (step 7). The device front side is covered 
with a-Si using plasma CVD (step 8). The backside is 
patterned and etched for opening the space for the mirror 
rotation (step 9). After the additional protection of the front 
side using the photoresist against the vapor HF, the 
sacrificial buried oxide is removed (step 11). The a-Si cover 
is removed exposing the mirror structure (step 12). 

Figure 5(a) shows an overview of a fabricated device. The 
total size including electrode pads is 2.05×2.7 mm2. Figure 
5(b) show the magnified image of the sensor. The position of 
the sensor is approached to the electrode pad for 
suppressing the temperature increase. The meandering Si 
spring has the resistance of 6.4 kW. These meandering 
structures have a rotational spring constant that is ~1/10 of 
that of the torsion bar. The center mirror size is 550×570 
mm2. Figure 5(c) shows the magnified image of the vertical 
comb. The width and the length of the comb finger is 5 and 
80 mm, respectively. The gap between comb fingers is 4 mm. 
Figure 6 shows I-V curves in the reverse bias region applying 
the voltage between p- and n-type regions of the sensor. 
Compared to the design 1 (Fig. 3(a)) showing the large leak 
current (15 mA at -20 V), the device of the design 2 (Fig. 3(b)) 
with the passivation film reduces the leak current (0.12 mA at 
-20 V). 
 
4 EXPERIMENTAL SETUP 

Figure 7 shows the electric circuits. Six electrical 
connections are obtained by probing the electrical wire using 
the micro-manipulators. The electrical connections are (1) 
one for setting GND level to the moving mirror, (2) one for 
setting driving voltage Vdrive for actuating the mirror, (3) two 
for flowing the bias current Ibias inside the piezoresistive 
sensor, (4) two for obtaining the sensor voltage signals 
Vsignal1, Vsignal2 via meandering spring structures. The right side 
sensor is used in this drawing. The current source for the 
bias current of the sensor is selected realizing the higher 
band width. The modulation frequency is increased up to 100 
kHz from 5 kHz used in the previous device. The resonant 
frequency of the micromirror is around 10 kHz (as going to be 
shown in Fig. 10). The sensor signals Vsignal1, Vsignal2 are 
amplified, and the difference of two signals is the input of the 
lock-in amplifier. The output amplitude is the signal of the 
rotation angle sensor.  

The mirror rotation angle is measured using the optical 
lever method. The reflected laser beam is measured using 
the position sensitive detector (PSD). The equipments are 
set on the stage supported by the air suspension. 

 
 

 

 

Figure 5: Micromirror device. (a) Whole view. (b) Sensor. 
(c) Vertical comb actuator.  

(a) 

(b) 

(c) 

2.05mm 

Figure 7: Electric circuits for driving the micromirror and 
for measuring the sensor signal. 
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Figure 6: I-V curves from devices in designs with and 
without the passivation film. 
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5 RESULTS 
Figure 8 shows the typical time responses of 3 cycles of the 
mirror movement. The triangular voltage is applied for driving 
the electrostatic actuator. The black and gray curves are the 
sensor signal and the mirror rotation angle, respectively. The 
average bias current is 0.82 mA modulated at 50 kHz. The 
sensitivity and the time constant of the lock-in amplifier is 20 
mV/V and 10ms, respectively. The as-measured curves has 
offset in time axis, due to the time delay of lock-in amplifier 
and the A/D conversion timing of the data logger used. This 
time offset is adjusted to have the peak at the same time 
between two curves. When the mirror rotates, the sensor 
output increases. Comparing two signals of the mirror 
rotation angle and of the sensor output, the signal shapes are 
approximately same. The shape difference appears when the 
mirror rotation angle is less than 0.1 degrees. The small peak 
appears. The reason of this small peak is not clear at now. 
The magnitude of this peak changes time to time implying 
the relation to the contact resistance between the sensor and 
the probe wire. There are also cases where such small peak 
disappear or becomes further outstanding. There is a 
possibility that the residual stress introduced by the 
passivation films (top tensile SiN and side compress SiO2 
films) at the initial state relate to this phenomenon. 
Figure 9 plots the sensor signal as a function of the mirror 
rotation angle using the data shown in Fig. 8. There is a 
linear relation except the region of rotation angle smaller than 
0.1 degrees corresponding to the small peak. The sensitivity 
against the rotation angle is 0.066mV/deg. in this torsion bar 

as the appearance (without converting the factor of 
amplifying ratio at the lock-in amplifier). Compared with the 
previous study [10], the short-term noise is improved form 
~0.1 to ~0.01 degrees. The signal detail becomes clearer. 
Three cycles are included. The main noise source is the drift 
of the long-term noise at now. In this experiment, the 
accuracy of the sensor signal is about 0.05 degrees for 3 
cycles. The drift during 1 cycle shown by gray curve is 0.02 
degrees. 
For clearing the sensor characteristics, the sensor signal and 
the mirror movement is examined changing the 
measurement conditions. Figure 10 shows the fluctuation 
amplitude of the mirror rotation when the modulation 
frequency of the bias current changes. The driving voltage is 
kept at the constant value of 50 V. The fluctuation amplitude 
of the PSD sensor signal is directly plotted without converting 
to the rotation angle.  There are the peaks at around 10 kHz. 
There is an antiresonance in the center. At the frequency 
higher than these peaks, the fluctuation amplitude 
decreases. Over 50 kHz, the fluctuation is below the noise 
level. This fluctuation is considered to be generated by the 
change of the part of the potential in the moving mirror 
caused by the bias current. The mechanical resonance of the 
micromirror is examined. Figure 11 shows AC amplitude of 
the mirror rotation angle. The sinusoidal driving voltage is 10 
V in peak-to-peak amplitude with 5.5 V offset. When the 
modulation frequency changes, the amplitude shows the 
curve shape similar to that of Fig. 10. These results confirm 
that the bias current can disturb the mirror movement when 
the modulation frequency is lower than the resonant 
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Figure 9: Sensor output as the function of mirror 
rotation angle for 3cycles of mirror movement. 
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Figure 8: Time responses of 3 cycles of mirror 
movement. 
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Figure 11: Amplitude of the mirror rotation angle as a 
function of the modulation frequency. 
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frequency of the micromirror. The faster modulation 
frequency can remove this fluctuation.  
Figure 12 shows the sensor sensitivity as the function of the 
modulation frequency of the bias current. The sensor signal 
starts to decrease at around 50 kHz, which corresponds to 
the cut-off frequency. Since the mechanical resonant 
frequency of the micromirror is at around 10 kHz, the rotation 
angle sensor realizes the broader band width. This is mainly 
obtained from the decrease of the resistance compared to 
the previous device. The resistance between the electrodes 
for flowing the bias current is decreased from 6.0 to 2.3 kW. 
This enable the modulation faster than the limit of the 
mechanical response. 
Figure 13 shows the sensor sensitivity as the function of the 
bias current. The raw sensor sensitivity is shown counting the 
amplifying ratio of the lock-in amplifier. The sensitivity is 
measured from the change of the sensor output voltage 
divided by the mirror rotation angle obtaining the results 
similar to that of Fig. 9. The bias current changes from 0.1 to 
1mA. The sensor signal rather increases linearly with the 
bias current as estimated in Eq. (1). Considering the facts 
that the current flow generates Joule heat and the 
piezoresistive coefficient p decreases with the temperature, 
Fig. 13 indicates that the temperature increase of the sensor 
is subtle at least up to 1 mA keeping the linear relation 
expected by Eq.(1). 
 
6 SUMMARY 
The piezo-resistive rotation angle sensor is examined. With 
the higher modulation frequency of the bias current over the 

mechanical resonance of the micromirror, the noise level of 
the sensor signal decreases to 1/10 compared to the 
previous study. Taking the advantage of these 
improvements, the detail of the sensor signal becomes 
clearer. The angular accuracy of ~0.01 degrees is 
demonstrated although the signal suffers from the drift which 
is the main noise at now. 
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Figure 13: Sensor sensitivity as the function of the bias 
current.  
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Figure 12: Sensor sensitivity as the function of the 
modulation frequency of the bias current. 
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Abstract 
This paper reports a novel micro gyroscope with improved resistance to acceleration or shock, which can 
measure 2-axis angular velocity with a single device. The novel device has a completely solid structure made 
of piezoelectric material, bulk-PZT, which is quite simple and unlike any conventional MEMS gyroscopes. 
When a longitudinal vibration is excited in PZT rectangular prism, a differential output voltage, generated by 
the Coriolis force, is obtained at the top and bottom surface electrodes, which is proportional to the applied 
angular velocity. The paper describes the operation principle, device design, and preliminary experimental 
results. 
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1 INTRODUCTION 
Miniaturized gyroscopes for measuring angular velocity have 
attracted attention for many applications [1-3]. Many types of 
MEMS gyroscopes have been reported and some are already 
commercialized. Almost all current MEMS devices are 
vibratory types that consist of vibration structures with a 
single beam, tuning fork vibration structures, rotational mass 
or gimbal ring structures [4-7]. However, their essential 
operating principal and basic structures are similar; i.e., they 
provide one or more masses and support springs. Because 
the spring mass system essentially acts as an acceleration 
sensor in such gyroscopes, acceleration or shock causes an 
unwanted movement of the electrodes and sensor body, 
which inhibits the transfer of the mass to the reference 
vibration, and causes permanent damage to the sensor 
device. Thus, no existing vibratory micro gyroscopes can 
operate under large acceleration or in shock environments. 
We previously presented a PZT gyroscope for 1-axis angular 
velocity detection [8], which is composed of a rectangular 
prism-shaped bulk-PZT of 
size 3 × 4 × 5 mm3. The 
PZT device has electrodes 
on its surface, as shown in 
Fig. 1. Because it has a 
solid body, PZT body, it is 
not influenced by high 
acceleration or shock. This 
very simple and sturdy 
structure increases not only 
resistance against the shock 
but productivity.  
In this study, we improved 
the shape of our previous 
gyroscope and propose a 
novel 2-axis bulk-PZT 
gyroscope.  

2 DEVICE CONCEPT 
For vibratory type gyroscopes, a reference vibration is 
essential for generating a Coriolis force. Almost all MEMS 
gyroscopes have independent springs and lumped mass for 
generating the reference vibration. The transversal/bending 
vibration mode of the springs is used for operation. In these 
structures, applied acceleration or shock creates a large 
torque for the spring-mass system. Thus, unwanted reference 
and output vibration are obtained. 
Our novel device has a rectangular prism shape, which has 
various longitudinal vibration modes that can be used as the 
reference vibration. Thus, the vibration is very resistant to 
shock and acceleration. In a PZT device of size 3 × 4 × 4 
mm3, the PZT block has many resonance modes. Figure 2 
shows examples of the 6th and 7th longitudinal vibration 
modes. To achieve angular detection in two axes 
simultaneously, we find a suitable mode shape at the 10th 
resonance mode at 305 kHz, as shown in Fig. 3. The 
movement of the mass includes both the x and y directions, 
and a diagonal direction on a plane surface. 
The operating principle of our device is shown in Fig. 4. First, 

Figure 1: Photograph of 
the device fabricated in a 
previous study. 

(a) 6th (4 kHz) (b) 7th (203 kHz) 

Figure 2: Example of longitudinal resonance modes in an 
unrestrained condition. 
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Figure 4: Operating principle of our gyroscope. 

our PZT device is polarized along the z axis. With excitation 
of the PZT prism at the 10th resonance mode, the reference 
vibration belonging to the x and y axes appear, as shown in 
Fig. 4(a). When an angular velocity is applied along the x 
axis, a Coriolis force is generated according to movement of 
the device, as shown in Fig. 4(b). Then, the Coriolis force 
shows thickness shear vibration, which differentially 
generates a piezoelectric voltage at the top and bottom 
surfaces of the device, as shown in Fig. 4(c). An output 
voltage proportional to the applied angular velocity is 
obtained. Because the device has a rotationally symmetrical 
structure, the angular velocity along the y axis simultaneously 
generates a perpendicular output voltage, as shown in Fig. 
4(c). 
 
3 DEVICE DESIGN AND SIMULATION 
It is difficult to analyze the required properties of our PZT 
prism device. Thus, we used an FEM software (ANSYS) for 
device design. First, harmonic analysis was performed to 
determine the 10th resonance mode for the reference mode. 
Next, the response to the applied angular velocity was 
examined using ANSYS with a special Coriolis Macro 
program [9]. This analysis determined the isolation distance 
between the excitation and output electrodes. 
3.1 Harmonic Analysis 
Since it is necessary to use a higher-order resonance mode 
in our device, some other unwanted resonance modes may 
exist around the required 10th resonance mode. Harmonic 
analysis clarifies required resonance mode. Figure 5 shows 

the model and electrode configuration of our device. There 
are three kinds of electrodes at the surface; a driving 
electrode for longitudinal reference vibration; a detection 
electrode for PZT surface potential generated by the applied 
angular velocity; and a reference electrode for maintaining 
the reference vibration.  
For estimating the device sensitivity, an excitation voltage for 
a reference 10 Vp-p and a mechanical Q factor of 200 are 
assumed. The amplitudes of the surface potential at the 
detection and reference electrodes are calculated as a 
function of excitation frequency, without applying the angular 
velocity. These amplitudes are shown in Fig. 6; the 10th 
resonance frequency is marked by an ellipsoid. The analysis 
showed that the 10th resonance mode has no peak for 
detection electrodes A – D and E – H, but it has a clear peak 
for reference electrode R. Fig. 7 shows an analysis of the 
phase difference between the excitation voltage and the 
output voltage of reference electrode R. At the 10th 

resonance frequency, we can find phase variation, which 
implies that reference electrode R can be used for finding and 
maintaining the required 10th resonance mode. Thus, 
maintaining the phase variation makes it possible to maintain 
a resonant condition. We can use the electrode at point R for 
self oscillation.  
3.2 Response to angular velocity analysis 
With excitation at the 10th 
resonance mode, an 
applied angular velocity of 
1 rad/s was assumed. The 
surface potential of the 
PZT prism can be 
calculated by FEM, taking 
the Coriolis force into 
consideration. Figure 8 

shows the results of the 
surface potential applied 
angular velocity in the x 
and y directions. The sensitivity was calculated to be about 
34 μV/(rad/s). The detection electrodes should be located 
where a large output voltage is generated. The final design 
(size and formation of electrodes) is shown in Fig. 9. 
 

(a) Displacement of the mass 
in the x direction 

(a) Reference vibration: movement of 
mass elements in the PZT body 

(c) Thickness shear vibration results in 
a surface potential due to the 

piezoelectric effect 

(b) An applied angular velocity 
generates a Coriolis force 

z 

x 

 
y 

Axis of rotation 

Polarization 

Coriolis force Electric field 

Ωx 

Figure 3: 10th resonance mode at 305 kHz for 3 × 4 × 4 
mm3 rectangular PZT prism. 

(b) Displacement of the mass 
in the y direction 

Figure 5: Model of the 
device. 
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Figure 6: Calculated output amplitudes at A D and R 
with no applied angular velocity. 

Figure 7: Calculated phase difference between 
outputs at R and excitation voltage. 
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Figure 10: Photograph 
of the test device. Size 
is 3 × 4 × 4 mm3. 
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4 EXPERIMENTS 

4.1 Preparation of prototype device and measurement 
circuitry 

The fabrication steps are extremely simple, involving just the 
fabrication of electrodes and dicing. A photograph of the 
device is shown in Fig. 10. The device is clamped by four 
screws at the center of the side wall, where the amplitude of 
the vibration is very small. The electrodes are attached by the 
usual bonding methods. The measurement setup is shown in 
Fig. 11. This setup contains self oscillation circuitry using a 
Direct Digital Synthesizer (DDS), addition and subtraction 
circuits for removing common mode signals, a filter, an 
amplifier and a synchronous demodulator. 
4.2 Resonance characteristics  
We first measured the resonance characteristics for 
reference vibration from 200 to 600 kHz, as shown in Fig. 12. 
These correspond to the calculations shown in Fig. 6. The 
absolute values of mode frequencies are slightly different, by 
about 2 kHz, between calculations and measurements. 
However the analysis is sufficiently accurate. Figures 13 and 
14 show voltage and phase comparisons of the calculation 
and measurement for reference electrode R. The differences 
between measurements and calculations are due to a lack of 
accuracy in estimating the Q factor for the analysis. The 
fabrication tolerance of the device is another influence. 
 
5 DISCUSSION 
In this state, the resonant 
frequency of the PZT device is 
slightly different from the 
designed value. Thus, the 
output signal tends to be 
masked with noise or the 
driving signal. To improve the 
resonance matching, we 
discuss the properties of the 
current device. 
In our device, because of the 
symmetrical arrangement of the 
driving electrodes, the common 
mode output signals on 
detection electrodes (shown in 

Fig. 5) A and B (C and D) should be equal. It also has a 
rotationally symmetric structure; the same should be true for 
detection electrodes E to H. In our experience, an 
asymmetric signal appeared at the detection electrodes 
because these electrodes had some misalignment, which can 
cause large offset signals in the output. Thus, the 
addition/subtraction circuits would not be effective, and we 
would not obtain clear output.  

34V 0V 34V 34V 0V 34V 

(a) Applied angular velocity 
along the x axis 

(b) Applied angular velocity 
along the y axis 

Figure 8: Calculated output signal for an applied angular 
velocity. 

R A 

B 

E F 

0.875mm 

0.625mm 

0.25mm 0.875mm 

1mm 
1mm 

0.625mm 

1.625mm 

0.25mm 

Figure 9: Arrangement of electrodes. 

Figure 11: Measurement setup. 
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Figure 12: Measured resonance characteristics for 
electrodes A D and R. 

Figure 13: Comparison of measured and calculated 
output amplitudes for electrode R. 

Figure 14: Comparison of measured and calculated 
phase differences between outputs for electrode R. 

In Fig. 13, the output value at reference electrode differed 
from the calculated value. This difference was also caused by 
the device asymmetry. We are working to improve the 
process accuracy using MEMS technology, and will redesign 
the control circuitry to improve system sensing 
characteristics. 

 

6 CONCLUSIONS 
A 2-axis bulk PZT gyroscope was proposed. We explained 
the operating principle and device design, and examined the 
resonance characteristics for the prototype device. The 
rotationally symmetric PZT structure realizes a 2-axis 
gyroscope. The longitudinal vibrating gyroscope presented 
here will be a candidate for next generation gyroscopes that 
can operate in heavy acceleration and shock environments. 
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Abstract 
In this report, to evaluate atomization characteristics of surface acoustic wave atomizer and electrostatic 

deposition method (SAW-ED), Laser Doppler Anemometry (LDA) is used. In the case of SAW-ED method, 
atomized sample is collected by electrostatic force, and measured by field-emission scanning electron 
microscope (FE-SEM). In LDA method, scattered beam is measured and drop speed is calculated. Applied RF 
power is in the range from 0.97 to 1.03 W. In the results of SAW-ED, particle size and input RF power is 0.36 
μm (0.97 W), 0.38 μm (1 W), and 0.4 μm (1.03 W), respectively. In the case of LDA method, drop speed is 
0.16 m/s (0.97 W), 0.19 m/s (1 W) and 0.26 m/s (1.03 W). As a result, atomization characteristics of SAW 
atomizer were sensitively changed by the variation of input power. 
 
Keywords:  
Surface Acoustic Wave Atomizer, Laser Doppler Anemometry, Ultrasonic Atomization, Micro droplets 

 
1 INTRODUCTION 
Generation techniques of nano-particles via liquid 

atomization methods have been expanding to the variety of 
fields, such as chemistry, physics, medical science and 
material science. Especially, dry-direct patterning using nano 
-particles and electrostatic deposition method showed 
possibility of high-resolution patterning [1]. Another merit is 
that physical and chemical damage to the sample is relatively 
lower than other deposition methods like PVD (thermal 
evaporation, e-beam evaporation, sputtering) or CVD, so that 
it is possible to use organic and bio-macromolecules (protein, 
DNA, cell). 
The process of dry-direct patterning methods is normally 

composed of four steps; the first is sample charge using high-
voltage; the second is atomization of micro-droplets; the third 
is drying process for the nano-particles generation; the final 
step is deposition of the charged particles by electrostatic 
force. In this process, atomization speed as well as drop size 
are one of the most dominant parameters, which limit 
patterning resolution, deposition time and so on. 
Among variety of atomization methods, ultrasonic atomizer 

has merits on the compact equipment, narrow droplet 
distribution, high energy density and relatively high 
atomization speed. Based on the mechanism of ultrasonic 
atomization, drop size is reduced according to the operating 
frequency. In 1995, new ultrasonic type atomizer using 
surface acoustic wave device had been proposed [2]. The 
merit of proposed device is that it is possible to operate with 
higher frequency than ordinary ultrasonic type atomizer. 
The authors have been studied about nano particle 

generation techniques as well as deposition methods using 
surface acoustic wave atomizer, which is possible to make 
tiny droplets with high frequencies ranged from 10 to 100 
MHz [3-6]. In this report, standing wave type surface acoustic 
wave (SAW) atomizer is fabricated, and atomization 

performances are tested by means of an electrostatic 
deposition (SAW-ED) method and Laser Doppler 
Anemometry (LDA). 
2 EXPERIMENTAL SETUP 

2.1 Design of the Surface Acoustic Wave Atomizer  
Mechanism of atomization is that surface acoustic wave is 

generated by applying an alternating current to a metal film 
electrode (Inter Digital Transducer; IDT) on the 128˚ Y-cut 
LiNbO3. Then, generated SAW ultrasound is passed through 
a liquid located on the piezoelectric surface, capillary wave on 
the liquid surface is generated. If energy of capillary wave has 
enough level to overcome surface tension, liquid drop is 
atomized as shown in figure 1. 
Figure 2 shows the designed electrodes of surface acoustic 

wave atomizer. For the standing wave vibration, two 
excitation electrodes are utilized [4]. And, each of excitation 
electrode, reflector electrode was utilized for the amplification 
of vibration energy by the reflection. Wave velocity is almost 
4000 m/s, and resonance frequency is 10 MHz, thus wave-
length of vibration is 0.4 mm. Therefore, width of electrode is 
fabricated with 100 micrometers. Electrode was fabricated by 
thermal evaporation using chrome and gold. Thickness of 
chromium and gold layer is about 100 nm respectively. 

Capillary
wave 

SAW
propagatio 

Liquid
sample

RF 
power

Piezoelectric
material

Wave intensity 
of vibration 
enegry 

Atomized 
droplet

IDT
electrode

 
Figure 1: Concept of surface acoustic wave (SAW) atomizer 
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Figure 2: Electrode design of surface acoustic wave atomizer 
(128˚ Y-cut LiNbO3 (Y-cut X-propagation), Thickness: 1 mm, 
Operation frequency: 10 MHz) 
 

2.2 Driving circuits and operating conditions 

2.3 Surface Acoustic Wave Atomizer and Electrostatic 
Deposition (SAW-ED) 

Figure 4 shows experimental apparatus of surface acoustic 
wave atomizer and electrostatic deposition (SAW-ED). 
Mechanism of SAW-ED is that liquid sample is charged by 
the high-voltage conductive wire, and atomized by the SAW 
atomizer. Atomized droplets are immediately dried and 
changed into nano-sized particles. These charged nano-
particles are lifted up to the conductive substrate by the 
electrostatic force. Detailed experimental setup is as follows. 
Used material is bovine serum albumin (BSA) protein 
solution. Concentration of the sample was 5 mg/ml. Applied 
high voltage for the drop-charge was approximately 5 kV. 
Distance between SAW atomizer and conductive substrate 
was 15 cm. Aluminium coated plastic film was utilized 
between Teflon shield and conductive substrate. Deposited 
particles were measured by field-emission scanning electron 
microscope (FE-SEM), and particle size was calculated by 
the image processing software (Image-J, National institutes of 
Health, USA). 
 

High 
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In the case of surface acoustic wave device, impedance, 
resonance frequency and other mechanical and electronic 
characteristics are sensitively changed according to the 
boundary conditions. Especially, it is known that impedance 
variation lead to unstable atomization, when surface acoustic 
wave device used as an atomizer [7]. During atomization 
process, impedance variation is generated by the variation of 
temperature, power absorbance, weight of the liquid sample 
located on the vibration surface. 
 Figure 3 shows driving circuits of surface acoustic wave 
atomizer. Continuous sign signal is generated by PLL 
oscillator, low-pass filter, and programmable attenuator. For 
the stable power operation by the absorbing reflector power,  
-1 dB fixed attenuator is utilized. For the measurement of the 
forward and reflected power, SWR and power meter is 
connected after the attenuator. After that, impedance 
matching circuit is utilized for the purpose of 50 Ω matching.  
 For the finding operating condition of the RF power, we 
tested required minimum forward RF power for the 
atomization. As the results, we found that 0.97 W was 
minimum power, and other 1 and 1.03 W were also adopted 
for the following test.  

Figure 4: Experimental apparatus of surface acoustic wave 
atomizer and electrostatic deposition (SAW-ED) 
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 Figure 3: Driving circuits of surface acoustic wave atomizer 
for 10MHz operation Figure 5: Experimental apparatus of Laser Doppler 

Anemometry (LDA) 
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2.4 Laser Doppler Anemometry (LDA) method 
Figure 5 shows experimental apparatus of Laser Doppler 

Anemometry method. 532 nm laser was used for LDA 
system. Designed fringe size was 2.4 μm, interference spot 
size was 20 μm, and fringe number was approximately 8.  
Distance between interference fringe and SAW atomizer was 
5 mm. When a drop passes through interference fringe, 
scattered light is generated and that signal has information 
about drop size and speed. Using two lens and filter, 
scattered laser beam was measured by photomultiplier tube 
(PMT). 
 
3 EXPERIMENTAL RESULTS  

3.1 SAW-ED method 
Figure 6, 7 and 8 shows SEM image of deposited BSA 

particles by SAW-ED method. In the case of figure 6, 
relatively smaller particles are deposited compared with figure 
7 and figure 8. Figure 9 shows size distribution of the 
deposited particles by SAW-ED method. In this graph, entire 
particle count is increased by the RF power rise. And, size 
range between minimum and maximum diameter is also 
increased by the power rise. Figure 10 shows mean particle 
diameter and standard deviation according to the forward RF 
power. In the results, particle size and input RF power is 0.36 
μm (0.97 W), 0.38 μm (1 W), and 0.4 μm (1.03 W), 
respectively. 

Figure 6: SEM image by surface acoustic wave atomizer and 
electrostatic deposition (SAW-ED) method, forward power 
0.97W, magnification x2000 
 

 

 

3.2 Laser Doppler Anemometry method 
 In the case of LDA method, drop speed is 0.16 m/s (0.97 W), 
0.19 m/s (1W) and 0.26 m/s (1.03 W). Drop speed is 
increased according to the input RF power.  
 
4 CONCLUSION AND DISCUSSION 
In this report, particle size and drop speed was measured by 

the SAW-ED and LDA method. As the results, particle size 
and drop speed was increased by the RF power rise. This 
phenomenon may be explained by ultrasonic atomization 
theory [8-9]. Capillary waves on the liquid surface are 
generated by the absorbed vibration energy. Then, generated 
capillary waves are divided into droplet and liquid fountain if 
vibration of the capillary energy is enough to overcome 
surface tension of liquid sample. In this process, energy of 
the capillary may be strongly concerned to atomization 
process, increase of the capillary wave energy may lead to 
increase of drop size as well as drop speed. 

Figure 7: SEM image by surface acoustic wave atomizer and 
electrostatic deposition (SAW-ED) method, forward power 1 
W, magnification x2000 
 

 

In the previous research, we found that impedance of the 
SAW atomizer is changed during atomization process [7]. 
During atomization process, weight of the liquid sample as 
well as temperature was fluctuated. In that report, design of 
the impedance converter was focused to reduce variation of 
the impedance, and we obtained stable atomization. 
Compared with this report, we used same operation circuit 
and condition. In this report, we can conclude that operation 
power is also important parameter, and atomization 
characteristics may change by the input power. For the 
evolution of the atomization characteristics, further studies 
such as feed-back control of operation power or phase 
Doppler anemometry techniques are required.  

Figure 8: SEM image by surface acoustic wave atomizer and 
electrostatic deposition (SAW-ED) method, forward power 
1.03 W, magnification x2000 
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 Figure 10: Mean particle diameter and standard deviation 
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 Figure 11: Drop speed measured by Laser Doppler 

Anemometry (LDA)  
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Abstract 
A scheduling based collision avoidance method for integrated or multitasking machine is proposed in this 
paper. This method consists of two procedures. One is the operation sequence sorting to find the most 
suitable machining schedule which has the least collisions during machining operation. The other is the dwell 
insertion to avoid the collisions which occur in the most suitable machining schedule. This method realizes the 
automatic generation of collision free NC program for integrated or multitasking machine. This method was 
implemented and applied to some computational experiments to verify the effectiveness of the proposed 
method. In the computational experiments, the proposed method is able to generate a collision free NC 
program automatically for integrated or multitasking machine. 
Keywords:
Multitasking Machine; Integrated Machine; Collision Avoidance; Scheduling; CAM 

1 INTRODUCTION
Integrated or multitasking machine has a lot of advantages 
such as reduction in the machining preparation time, 
accuracy enhancement in the loading/unloading operation, to 
complete complicated machining operations. However, 
because of complicated and multi-functional motions of the 
machine components of multitasking machine, the risky 
collisions among machine components and workpieces occur 
frequently. The collisions may cause the break down of the 
machines or the damage of the workpieces. Therefore, 
collision avoidance is absolutely important for perfect 
management of the multitasking machine. However, the 
generation of collision free NC program is very difficult. in 
order to generate a collision free NC program, the whole 
machining process is checked to find the collision and to 
modify the NC program in each case. This modification 
process is very time consuming. Therefore, a systematic 
collision avoidance method is required to modify the NC 
program automatically. 
The objective of this research is to propose a scheduling 
based collision avoidance method for multitasking machine. 

2 COLLISION PROBLEMS IN MULTITASKING MACHINIE 

2.1 Multitasking machine 
This research deals with the 2 spindles and 2 turrets type 
multitasking machine. Figure 1 shows the example of the 
target machine of this research. Both the turning and the 
milling process can be executed in this machine. The 
multitasking machine achieves the following effects. 
 Reduction of the machining preparation time 
 Reduction of the in-process inventory 
 Accuracy enhancement by once chucking 
 Need no carrier between processes 
 Simultaneous machining operation 

2.2 Collision problems in multitasking machine 
In the multitasking machine, the turrets and the spindles 
move crisscross the inner space of the machine as shown in 
Figure 1. So the structure of this machine has the potential to 
collide frequently. Machine components, tools, chucks and 
workpieces are the object to make the collision. The collisions 
occurred in the multitasking machine are summarized as 
follows. 

(1) Collision between machine components 
(2) Collision between machine and tool 
(3) Collision between machine and chuck 
(4) Collision between machine and workpiece 
(5) Collision between tool and workpiece 

Meanwhile, the collisions are categorized as follows. 

(a) Collisions which are derived from the machining shapes 
or the machining conditions. 

(b) Collisions which are derived from the machines behavior. 

TuTurret rret 1

Turret Turret 2

Spindle ASpindle A

Spindle BSpindle B

Figure 1: Example of multitasking machine 
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Figure 2 shows an example of collision for case (a). In this 
case, the tool conflicts with the workpiece because of the 
unsuitable tool posture. Such collisions often occur in 5 axis 
controlled machines[1]. In order to avoid such collisions, the 
machining conditions have to be modified before processing. 

Table 1: Example of process sequence 

10000MP5

10000MP4

01000MP3

01000MP2

00110MP1

MP5MP4MP3MP2MP1

10000MP5

10000MP4

01000MP3

01000MP2

00110MP1

MP5MP4MP3MP2MP1
Post-process

Pre-process

 

On the other hand, in case (b), the collisions occur because 
two structures in the machine run in the same time. In such 
collisions, by changing the process sequence, the collisions 
can be avoided. 
In this research, only the collisions in case (b) were 
considered. The machining process sequence which has the 
least collisions during machining operation was searched by 
applying the scheduling method. 
 
3 SCHEDULING BASED COLLISION AVOIDANCE 

3.1 Description of machining process 
The following terms are used to express the schedule of the 
machining process in this research. 

(1) Machining process is the element to be executed in the 
multitasking machine, such as a rough processing, a 
finishing processing and a slot milling. Machining 
processes are represented by MP i (i = 1, 2, …, m). 

(2) Spindle is the element that holds the workpieces. 
Spindles are represented by SP j (j = A, B). 

(3) Operation represents the processing executed by a 
combination of a machining process and a spindle. 
Operations are represented by OPij. Operation OPij is the 
i-th process and is performed on the spindle SPj.  

Process sequence represents the constraints on the 
sequence of machining process. Process sequences are 
described as shown in Table 1. All machining processes are 
written in the first row and the first column. The first row 
represents the post-process and the first column represents 
the pre-process. The cross points of the two processes 
represent the constraint of the sequence. If the sequential 
constraints exist between two processes, “1” is put in to the 
table. If it does not exist, “0” is put. For example, MP1 (Pre-
process) has to be performed before MP2 (Post-process), as 
shown by “1” in Table 1. 

3.2 Collision avoidance scheme 
Two procedures are contained in the proposed method. One 
is the operation sequence sorting to find the most suitable 
machining schedule which has the least collisions during 
machining operation. The other is the dwell insertion to avoid 
the collisions which occur in the most suitable machining 

schedule. Figure 3 shows the flow chart of the proposed 
method.  
In this research, all machining processes are predetermined 
before starting the collision avoidance process. Initial 
operation sequence is created by CAM software. CAM 
software does not consider the collision avoidance, so some 
collisions will be occurred in the initial sequence. Therefore, 
the operation sequence is sorted by applying the scheduling 
method. If no collision was occurred in the new operation 
sequence, this operation sequence is applied to the NC 
program. On the other hand, if some collisions were still 
occurred in the new operation sequence, the dwells are 
inserted for the process in order to have a wait for passing 
another process. If several operation sequences with no 
collision were found, the best operation sequence is selected 
based on the objective of machining, such as machining cost 
or processing time. 

3.3 Sorting of operation sequence 
Figure 4 shows an example Gantt chart of the machining 
process. Horizontal axis represents time and vertical axis 
represents spindles. The boxes and the numbers represent 
the machining operation and the process number, 
respectively. The sequence of the operations performed on 
each spindle can be changed. Therefore, the combinations of 
the operation sequences are searched by using the search 
tree as shown in Figure 5. In the search process, the 
constraints of the process sequence as shown in Table 1 
have to be considered. In Figure 5, the nodes represent the 
operation and the arcs represent the flow of the operation. 
Node “0” represents the starting point of the search. All nodes 
whose operation can satisfy the constraints of the process 

START

Initial operation sequence

Operation sequences 
without collision exist ? Dwell insertion

Operation sequence sorting

Operation sequence without collision

END

n operation sequences

Yes

No

 

Figure 3: Flow chart of collision avoidance 

Tool

Work peace  
Figure 2: Collision example caused by tool posture 
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Figure 4: Example of Gantt chart 

Figure 5: Search tree for operation sequence sorting 

sequence are spreading the branch. For example, only node 
“1” can be spreading in the first layer in Figure 5, because 
only MP1 can satisfy the constraints of the process sequence 
based on Table 1. In the same way, the combinations of the 
operation sequences are searched. Finally, the connections 
of the vertical nodes are set as the candidate of the operation 
sequence. If the operation sequence which has no collision 
could not be found by the search, the operation sequence 
which has the least collision is selected. Then, the dwell 
insertion process will be carried out in order to avoid the 
remaining collisions. 

3.4 Dwell insertion 

jbia RSTRFTLD ,, −=  (1) 

where, 
LD : Length of dwell 
RFTa,i : Finishing time of i th collision range at Turret a 
RSTb,j : Starting time of j th collision range at Turret b (Turret 
b is the other side of Turret a) 
Two patterns of the insertion of the dwell can be considered. 
One is to insert dwell into the operation sequence performed 
by Turret 1, and the other is to insert into the operation 
sequence performed by Turret 2. Therefore, in this research, 
the pattern which has the shorter machining time is selected. 
In the same way, dwells are inserted to avoid all collisions 
which remain after the operation sequence sorting. 
 
4 COMPUTATIONAL EXPERIMENTS 

4.1 Experimental conditions 
The effectiveness of the proposed method was verified 
through the computational experiment. 
In the experiments, the initial operation sequence and NC 
program were created by using ADMAC-Parts, which is the 
CAD/CAM software released by Okuma Corporation. The 
scheduling system which was used in the operation sorting 
process was implemented using Smalltalk, an object-oriented 
programming language. Figure 8 shows the 3-D models of 

 
Figure 6: Potential area in collision 

Figure 7: Collision avoidance by dwell insertion 

The remaining collisions after the operation sequence sorting 
process are the collisions that can not be avoided by 
changing the operation sequence. Therefore, these collisions 
are dealt with the dwell insertion process. 
Dwells mean the waiting time to avoid the confliction between 
structures in the machine. Dwells are inserted into the 
suitable position in the machining processes in order to avoid 
collisions. Figure 6 shows the work areas of each turret in the 
machine. The collisions occur in the over-lapping range of the 
work areas. Figure 7 (a) shows the Gantt chart of machining 
processes which is created by the operation sequence 
sorting. The shaded areas correspond to the time that the 
turret moves into the potential collision area. In order to avoid 
collisions, starting time of either operation should be delayed. 
In this research, the starting time of the operation with 
collision is shifted backward by the time which is calculated 
by the following equation. 
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From view point of the productivity, the total machining time 
after sorting the operation sequence did not increased much. 
However, the total machining time after inserting dwells 
increased about one minutes. However, in the real situation, 
the collision avoidance process was carried out manually by 
the skilled workers. It is a seat-of-the-pants operation and an 
optimal solution cannot be guaranteed. The proposed method 
is the systematic method to show the solution within the 
reasonable calculation time. Thus the increasing of total 
machining time should be considered tolerable. 
 
5 CONCLUSIONS 
Integrated or multitasking machine has a lot of advantages 
such as reduction in the machining preparation time, 
accuracy enhancement in the loading/unloading operation, to 
complete complicated machining operations. On the other 
hand, it faces the problem that collisions between the 
structures of the machine often occur, and the collision 
avoidance process is very difficult and time-wasting 
processes. In this research, a scheduling based collision 
avoidance method has been proposed. In this method, by 
sorting the operation sequence and by inserting dwells, 
suitable machining process is created efficiently. The 
effectiveness of the proposed method was verified through 
some computational experiments. 
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subject product. Table 2 shows the initial machining 
processes which were created by ADMAC-parts for each 
spindle. The collisions were detected by the machining 
simulator bundled with ADMAC-Parts. Exhaustive search was 
used as the scheduling method. The following constraints 
were considered in the scheduling method. 

• Rough cutting for edge face of outer shape is processed 
first. 

• Finishing processes are carried out after rough cutting 
process. 

• Grooving processes are carried out after all finishing 
process. 

• Threading and tapping processes are carried out at the 
end of all processes. 

4.2 Experiment results and discussions 
Table 3 shows the result of the computational experiments. 
Thirteen collisions were detected in the initial operation 
sequence. Therefore, the operation sequence sorting process 
was applied to the initial sequence. By applying the operation 
sequence sorting, the collisions were reduced by up to three. 
Table 4 shows the operation sequence after sorting. These 
collisions cannot be avoided by operation sequence sorting. 
Therefore, the dwell insertion process was carried out. By this 
process, all collisions were avoided successfully. 

 
Figure 8: 3-D shape of subject product 

Table 2: Machining processes in each spindle 

Spindle A Spindle B 

Rough cutting 
(Outer shape, Edge 
face) 

Rough cutting 
(Outer shape, Edge 
face) 

Rough cutting 
(Outer shape) 

Rough cutting 
(Outer shape) 

Rough cutting 
(Inner shape) 

Rough cutting 
(Inner shape) 

Finishing 
(Outer shape) 

Finishing 
(Outer shape) 

Finishing 
(Inner shape) 

Finishing 
(Inner shape) 

Grooving  

Grooving (Finishing)  

Threading  
Table 3: Results of computational experiment 

 Number of 
collisions 

Total 
machinig time

Initial sequence 13 3:38 

After sorting 3 3:39 

After insertion of dwells 0 4:35 

Table 4: Operation sequence after sorting 

Rough cutting
(Outer shape, Edge face)

Rough cutting
(Outer shape, Edge face)

Spindle BSpindle A

Threading

Grooving (Finishing)

Grooving

Finishing
(Inner shape)

Finishing
(Inner shape)

Rough cutting
(Inner shape)

Rough cutting
(Inner shape)

Finishing
(Outer shape)

Finishing
(Outer shape)

Rough cutting
(Outer shape)

Rough cutting
(Outer shape)

Rough cutting
(Outer shape, Edge face)

Rough cutting
(Outer shape, Edge face)

Spindle BSpindle A

Threading

Grooving (Finishing)

Grooving

Finishing
(Inner shape)

Finishing
(Inner shape)

Rough cutting
(Inner shape)

Rough cutting
(Inner shape)

Finishing
(Outer shape)

Finishing
(Outer shape)

Rough cutting
(Outer shape)

Rough cutting
(Outer shape)
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Abstract 
Compared to conventional serial kinematic machine tools, parallel kinematic machine tools have advantages 
for high speed and multi-degrees of freedom positioning. However, they cannot simply achieve high speed 
cutting because of their relatively complex structures. In order to achieve high speed cutting on parallel 
kinematic machine tools, it becomes important to optimize the tool trajectories and the workpiece position. In 
this study, the strut motion controlling a spindle unit is simulated while cutting. And external forces, which are 
gravity, friction and inertia forces, acting each strut are estimated by solving the kinematic model. The tool 
posture, the feed direction of ball-end milling and the workpiece setup position are evaluated based on the 
estimated external forces during a cutting operation. Also, an evaluation method of vibrational stiffness is 
proposed by employing the unit vector of each strut direction obtained from the simulator developed above. 
The proposal method is validated by the hammering tests in various conditions. It is confirmed that the support 
system developed in this study can realize to reduce the variation of external forces and the influence of 
vibration during a cutting operation on a parallel kinematic machine tool. 
 
Keywords: 
Parallel Kinematic Machine Tool, Operation Planning, Tool Trajectory, Vibration Characteristics 

 
 
1 INTRODUCTION 
In aerospace, automotive and die/mold industries, high speed 
ball-end milling is expected to realize efficient and productive 
machining of sculptured surfaces. Compared to conventional 
serial kinematic machine tools, parallel kinematic machine 
tools have advantages for high speed and multi-degrees of 
freedom positioning. Therefore, parallel kinematic machine 
tools attract the attention of a lot of manufacturing engineers 
and researchers. 
Parallel kinematic machine tools have begun to be accepted 
in industries through over one decade since the first 
appearance. There are many kinds of machine tools adopting 
parallel kinematic structures at the present day. The 
classification of realized structures and their applications in 
industries are reviewed with great circumstance [1]. 
Machining performances of parallel kinematic machine tools 
are investigated particularly and the results show the potential 
advantages for high speed cutting [2, 3]. 
However, operating technologies of parallel kinematic 
machine tools are not adequately established at this time. 
The reason comes from the fact that commercially available 
CAM systems, which not only generate NC programs but also 
include functionalities of the cutting simulation, focus on only 
avoiding collisions among the machined part, the machine 
tool and the cutting tool. The dynamics of cutting process 
including cutting forces, machine vibration and the 
smoothness of the cutting motion are not considered based 
on the specific structure of each machine tool.  
Machine control method is one of essential differences 
between parallel kinematic machine tools and serial kinematic 
machine tools. Serial kinematic machine tools are generally 
controlled directly by NC programs in Cartesian coordinates 

(X, Y, Z, etc.) without any coordinate conversion. On the other 
hand, to operate parallel kinematic machine tools, tool 
locations and postures instructed by NC programs are 
converted to a specific coordinate based on the structure, 
such as the lengths of struts. Hence, the smoothness of the 
cutting motion is not guaranteed even though tool locations 
and postures are decided slickly in Cartesian coordinates. 
Furthermore, dynamic characteristics of parallel kinematic 
machine tools generally depend on the location and the 
posture of the spindle unit. In order to achieve high speed 
cutting on parallel kinematic machine tools, it becomes 
important to optimize the tool trajectories and the workpiece 
position. 
In this study, the strut motion controlling a spindle unit is 
simulated while cutting. And external forces, which are 
gravity, friction and inertia forces, acting each strut are 
estimated by solving the kinematic model. The summation of 
external forces imposed on each strut is equal to each servo 
motor’s driving load in non-cutting operation. The tool 
posture, the feed direction of ball-end milling and the 
workpiece setup position are evaluated based on the 
estimated servo motor load during a cutting operation. 
Also, dynamic characteristics of a parallel kinematic machine 
tool differ considerably according to the tool location and 
posture even though the spindle unit exists within working 
space. Therefore, in this study, vibration characteristics like 
vibrational stiffness and eigen frequency are evaluated in 
various combinations of the tool location and posture in order 
to support operation planning for a parallel kinematic machine 
tool. An evaluation method of vibrational stiffness is proposed 
by employing the unit vector of each strut direction obtained 
from the simulator developed above. The proposal method is 
validated by the hammering tests in various conditions. 
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Moreover, in some conditions, it is confirmed that effective 
tool postures can decrease the influence of vibration even at 
the same tool location. 
As a result, it is confirmed that the support system developed 
in this study can realize to reduce the variation of external 
forces and the influence of vibration during a cutting operation 
on a parallel kinematic machine tool. 
 
2 PARALLEL KINEMATIC MACHINE TOOL 
A commercial Hexapod type parallel kinematic machine tool 
“COSMO CENTER PM-600” developed by Okuma Corp., 
shown in Figure 1, is used in our study. The machine tool 
consists of the Stewart platform. Experimental tests are 
conducted by using the actual machine tool and its major 
specifications are shown in Table 1. 
The machine tool has six telescoping struts and each strut is 
driven by a built-in servo motor via ball screw simultaneously. 
One end of each strut is connected to a base plate by a base 
joint which has 2-DOF, and the other end is connected to a 
platform plate by a platform joint which has 3-DOF. Tool 

 
locations and postures of a spindle unit are controlled by 
varying the lengths of six struts. Figure 2 shows a schematic 
view of a strut, with a servo motor and a spindle unit. 
First of this study, the strut motion controlling a spindle unit is 
simulated while cutting [4], in order to optimize the tool 
trajectories and the workpiece position on the parallel 
kinematic machine tool. In a parallel kinematic machine tool, 
the tool locations and postures instructed by NC programs 
are converted to a specific coordinate in real time. The 
lengths of six struts correspond to the values in the specific 
coordinate to control the Hexapod type parallel kinematic 
machine tool. The conversion is called the inverse kinematic 
problem, which can be calculated geometrically as follows : 
1. The relative distance Ri (i=1,2,···6) between the control 

point of the cutting tool (or the spindle unit) and each 
platform joint is decided. 

2. The position in machine coordinate system of each 
platform joint Pi is obtained by above Ri and the tool 
locations and posture T (X, Y, Z, A, B, C), as shown in 
Figure 3. 

3. The lengths of six struts L (l1, l2, ··· l6) are calculated as 
the distance between Pi and the position in machine 
coordinate system of each base joint Qi. 

The parameters Ri and Qi are contained within kinematic 
parameters of the parallel kinematic machine tool. The same 
calculation step of the conversion is also performed in real 
equipments. 
On the other hand, the problem calculating the tool locations 
and posture from the strut lengths is called as the forward 
kinematic problem. This problem can not be solved 
analytically and is calculated numerically using Jacobian 
matrix as the following equation : 

( ) )−(−= −
+ LLTJTT kkkk

1
1                                                (1) 

where Tk is the k-th tool location and posture, Lk is the k-th 
lengths of six struts, and J is the Jacobian matrix. Equation. 
(1) is calculated iteratively until the difference between Lk and 
the target struts’ lengths L becomes sufficient small. To solve 
the forward kinematic problem is not required to control the 
machine tool, but it is extremely important for calibrating 
various kinematic parameters. Hence, Nakagawa and Ibaraki 
solve this problem in their studies [5 - 7]. In this study, the 
forward kinematic problem is also solved to intend to 
generate tool trajectories with a smooth strut motion.  

 
Figure 1: Hexapod type parallel kinematic machine tool. 

Table 1: Major specification of “COSMO CENTER PM-600”. 

Work space mm φ600 x 400 
Tilt angle deg. ±25 

Rapid traverse speed m/min 100 
Cutting speed m/min 40 
Acceleration m/s2 14.7 

Spindle speed min-1 30,000 

 
Figure 2: Schematic view of a strut and two joints. 

 
Figure 3: Hexapod type parallel kinematic machine tool. 
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3 VARIATION OF EXTERNAL FORCES 
As mentioned in Section 2, Nakagawa et al. have proposed 
the calibration methodology of various kinematic parameters 
of a Hexapod type parallel kinematic machine tool [5]. Also, 
Ibaraki et al. have improved the motion accuracy by 
considering gravity-induced errors based on the elastic 
deformation of each strut [6] and proposed a disturbance 
estimation methodology to monitor cutting forces [7]. Their 
researches will contribute to improve the static motion 
accuracy of a parallel kinematic machine tool. In this study, in 
order to evaluate the tool posture, the feed direction of ball-
end milling and the workpiece setup position based on the 
estimated servo motor load during a cutting operation, their 
methods are applied in a developed strut motion simulator. 
In the developed simulator, the strut motion controlling a 
spindle unit is simulated while cutting. And external forces, 
which are gravity, friction and inertia forces, acting each strut 
are estimated by solving the kinematic model [6, 7]. Figure 4 
shows the GUI of the developed strut motion simulator in this 
study. The specific functions are as follows: 
a. Calculation of each strut’s length in various tool locations 

and postures of the spindle unit. 
b. Simulation of cutting motions given by NC programs. 
c. Calculation of telescoping velocity and acceleration of 

each strut. 
d. Estimation of external forces (gravity, friction and inertia) 

acting on each strut. 
Kinematic models used in this study are shown in Figures 5 
and 6. mp and me,i represent mass of the spindle unit and 
equivalent mass of the strut and the ball screw etc.,  

 
respectively. Also, Vp and VJ,i represent position vectors from 
the tool tip to the centre of gravity of the spindle unit and from 
the tool tip to the centre of the platform joint. Gravity acting on 
each strut is given by solving equilibrium equations of force 
and moment. Friction and inertia are estimated in the similar 
manner [6, 7]. 
The summation of external forces imposed on each strut is 
equal to each servo motor’s driving load in non-cutting 
operation. In order to verify this estimation method, a circular 
motion test is conducted. The comparison of measured (Ti ) 
and estimated (Ti’ ) servo motor torque profiles are shown in 
Figure 7. In this figure, Ti is the servo motor torque of the i-th 
strut. The mean of error between the measured and the 
estimated servo motor torque profiles is 0.10 Nm. 
Tool trajectory and workpiece position on the machine table 
are evaluated by using the developed strut motion simulator. 
Figure 8 shows the overview of the assumed cutting 
operation, which is finish ball end milling (φ10mm). First, 
external forces for each strut Fe,i (t) (i=1~6) are estimated on 
the tool trajectory of a part of aspherical surface (R=82.8mm). 
And, the value Fv,i given in Equation (2) is defined for each 
strut. Finally, Fv which equals to the maximum value of Fv,i is 
employed to evaluate the tool trajectory and the workpiece 
position. 

))(())(( ,,, tFMintFMaxF ieieiv −=                                    (2) 

In this study, the effects of the tool posture, the workpiece 
position and the feed direction on servo motor torque are 
verified. The definition of the tool posture is shown in Figure 
9. The angles α and β are each inclination angles to the feed 
direction and to the pick feed direction respectively. The 
evaluated workpiece positions on the machine table are  

Figure 4: Developed strut motion simulator. 

 
Figure 5: Force acting on the spindle unit and joint. 

 
Figure 6: Vector toward centre of gravity. 
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Figure 8: Overview of assumed cutting operation. 
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represented in Figure 10. The definition of the feed direction 
is shown in Figure 11. 
As shown in Figure 12, the interaction between the tool 
posture and the workpiece position is investigated to reduce 
the variation of external forces. In this figure, the interactions 
between α, β and Fv in various workpiece positions are 
illustrated. The vertical scale is the external forces converted 
from the estimated servo motor torque. Note that, the result of 
the workpiece positions (d) and (e) are spared. The tendency 
of estimated forces especially differs according to the tool 
posture. 
Furthermore, the interaction between α, β and Fv in various 
feed directions is investigated, and the results are shown in 
Figure 13. In this case study, the workpiece centre position is 
fixed at the center of the table (X=0, Y=0). The maximum 
point and at that α, β varies in every feed direction. It can be 
seen that the effect of feed direction is also as an important 
factor as the workpiece position for this parallel kinematic 
machine tool to reduce the variation of external forces. Based 
on these results, it is verified that this support system is 
effective to optimize the tool trajectory and the workpiece 
position by considering the variation of external forces. 
 
4 INFLUENCE OF MACHINE VIBRATION 
Vibration characteristics are also evaluated in various 
combinations of the tool location and posture in order to 
support operation planning for a parallel kinematic machine 
tool. Dynamic characteristics of a parallel kinematic machine 
tool differ considerably according to the tool location and 
posture even though the spindle unit exists within working 
space, and affect the machined results. 
An evaluation method of vibrational stiffness is proposed in 
this study by employing the unit vector of each strut direction 
obtained from the simulator developed above. The unit vector 
of each strut direction is calculated as the following equation : 

 

i

ii
i L

QPu −
=                                                                      (3) 

where Pi is the i-th platform joint coordinate, Qi is the i-th base 
joint coordinate, and Li is the i-th strut length, as shown in 
Figure 2. The sum of the absolute value of ui’s element is 
used to estimate dynamic characteristics in each direction (X, 
Y, Z). For example, in case the evaluated value in Y direction 
is large, it is recognized that the struts directions are close to 
Y direction and flexural vibration of struts is difficult to occur. 
Figure 14 shows the overview of the conducted hammering 
test. The proposal evaluation method is validated by the 
hammering tests in various conditions base on the measured 
compliance and frequency of the primary resonance. The  

N

α

β

Feed
direction

Pick feed
direction

T

-
+

   

X

Y

100mm100mm
10

0m
m

10
0m

m

Table center

Workpiece

a b c

e

d

Figure 9: Tool posture.      Figure 10: Workpiece position.

 

0deg.

45deg.

90deg.

Y

X

Angle of feed direction φ

Workpiece center  
Figure 11: Definition of feed direction. 

β deg.

α
deg.

Fo
rc

e 
N

90 180 270 360
00

5

1000
1200
1400
1600

800
10

β deg.
α

deg.

Fo
rc

e 
N

1000
1200
1400
1600

800
1000
1200
1400
1600

800

5

10

90 180 270 360
00

β deg.

α
deg.

Fo
rc

e 
N

1000
1200
1400
1600

800

5

10

90 180 270 360
00

(a) Workpiece position a

(c) Workpiece position c

(b) Workpiece position b

Figure 12: Variation of forces at various workpiece positions.

 

β deg.

α
deg.

Fo
rc

e 
N

1000
1200
1400
1600

800
1000
1200
1400
1600

800

5

10

90 180 270 360
00

β deg.

α
deg.

Fo
rc

e 
N

1000
1200
1400
1600

800
1000
1200
1400
1600

800

5

10

90 180 270 360
00

β deg.

α
deg.

Fo
rc

e 
N

1000
1200
1400
1600

800
1000
1200
1400
1600

800

5

10

90 180 270 360
0

0

(a) φ = 0deg. (b) φ = 45deg.

(c) φ = 90deg.

Figure 13: Variation of forces at various feed directions. 

40 60 80 100 120-0.3

-0.2

-0.1

0

Frequency Hz

C
om

pl
ia

nc
e 

μm
/N

Impulse hammer

FFT analyzer

Accelerometer

+ Y

An example of obtained FRF

Imaginary part

Resonance
frequency

Compliance

Figure 14: Overview of conducted hammering test. 

320



 
 

Development of a Support System of Operation Planning for Parallel Kinematic Machine Tool 

 

 
measured points on the table (15points in XY plane) are 
shown in Figure 15 and summarized in Table 2. Note that, the 
test is not conducted in the half of the spindle movable area 
because the structure of the parallel kinematic machine tool is 
symmetry to the Y axis. 
The measurement results in Y direction impulse are shown in 
Figure 16 in case the spindle unit is kept upright and fixed to 
Z axis. 4 different Z levels (-900, -1000, -1100, -1200) in each 
XY coordinate are prepared. From Figure 16(a), it can be 
seen that vibration characteristics strongly depends on Z 
levels of the spindle unit. It means that vibrational stiffness 
becomes better in case the struts length become shorter. 
Compared to the proposed evaluated value shown in Figure 
17, it is recognized that there is a common trend. Higher Z 
level (-1000) makes high evaluated values and vibration 
characteristics is improved in +Y area. 
The measurement results in X direction impulse are similarly 
shown in Figure 18. In this experiment, 5 different A values (-
25, -17.7, 0, 17.7, 25 deg. around X axis) in each XY 
coordinate are prepared. The obtained results differ from the 
last experiment shown in Figure 16 and vibration 

X

Y

Z Table

Measured positions
(15 X 4 conditions)

Spindle movable 
area (φ 600mm)O

A2
B2

C2

C2B

B2BA2B

A1
B1
O1 O2

A1B

 
Figure 15: Measured points of hammering test. 

Table 2: XY coordinate of measured points. 

A2 (0, -300) B2 (150, -259.8) C2 (259.8, -150)
A2B (0, 300) B2B (150, 259.8) C2B (259.8, 150)
A1 (0, -150) B1 (75, -129.9) C1 (129.9, -75)

A1B (0, 150) B1B (75, 129.9) C1B (129.9, 75)
O (0, 0) O1 (150, 0) O2 (300, 0) 
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Figure 16: Measurement results (Tool posture is fixed). 

 
Figure 17: Evaluated value in Y direction.
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Figure 18: Measurement results (Tool posture is changed).

 
Figure 19: Evaluated value in X direction. 
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characteristics is improved in -Y area. Figure 19 shows the 
proposed evaluated value in this case. It is confirmed that the 
evaluated values indicate qualitative character, which is 
similar to the measurement results. Specifically, the better 
rotational angle of the spindle unit related to the tool posture 
differs between +Y area and -Y area. Also, it is recognized 
that effective tool postures can decrease the influence of 
vibration even at the same tool location. 
From the obtained results, the capability of the proposed 
evaluation method of vibrational stiffness is confirmed in 
order to reduce the influence of vibration during a cutting 
operation on a parallel kinematic machine tool. The 
developed strut motion simulator has prospects for supporting 
operation planning. 
 
5 SUMMARY 
In order to achieve high speed cutting on parallel kinematic 
machine tools, it becomes important to optimize the tool 
trajectories and the workpiece position. This paper presents a 
development of a support system for operation planning of a 
parallel kinematic machine tool. The conclusions are 
summarized as follows : 
1. In order to establish a methodology to evaluate generated 

tool trajectories for a parallel kinematic machine tool, a 
strut motion simulator is developed. The simulator can 
solve the inverse and the forward kinematic problems. 
The cutting motion instructed by NC programs can be 
checked apparently. 

2. A new feature is added to the strut motion simulator. 
External forces, which are gravity, friction and inertia 
forces, acting each strut are estimated by solving the 
kinematic model. The tool posture, the feed direction of 
ball-end milling and the workpiece setup position are 
evaluated based on the estimated servo motor load 
during a cutting operation. 

3. An evaluation method of vibrational stiffness is proposed 
by employing the unit vector of each strut direction 
obtained from the developed strut motion simulator. 
Vibration characteristics like vibrational stiffness and 
eigen frequency are evaluated in various combinations of 
the tool location and posture in order to support operation 
planning for a parallel kinematic machine tool. The 
proposal method is validated by the hammering tests in 
various conditions. 

To establish an optimization scheme of cutting parameters 
such as effective tool trajectories, feed direction and 
workpiece position which the support system suggests, 
becomes an issue in the future. 
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Abstract 
For realization of the next generation thin-film pattern formation technology by the lift-off method, the inversely-
tapered resist profile with interstice has been proposed, and its fundamental effectiveness was shown. 
Furthermore, a method was given, for calculation of thickness distribution of the film pattern formed with the 
proposed resist profile, and a design method of the proposed resist profile. However, in these methods, there 
are some problems in identification of process parameters and definition of proper resist profile. This paper 
proposes a systematic method for identification of the parameters and a design method of proper resist profile. 
 
Keywords:  
Parameter identification; Resist profile design; Deposition 

 
1 INTRODUCTION 
Thin-film pattern formation technology is required in the 
electronics field such as displays and semiconductors. 
Recently, it has been strongly desired to achieve low 
environmental damage and high cost-performance in the 
pattern formation process. Therefore, in place of the etching 
method which is the mainstream, the lift-off method is 
expected to be effective. The lift-off process has applied to 
pattern formation in LSI field [1] [2] [3]. However, in the lift-off 
process, there have been problems caused by inappropriate 
resist profiles, such as difficulty in resist removal and low 
pattern accuracy due to formed film on the resist side wall. 
For these problems, the inversely-tapered resist profile with 
interstice has been proposed, and its fundamental 
effectiveness was shown [4]. Furthermore, a computation 
method of film thickness distribution formed by the proposed 
profile was given, and a design method of the proposed 
profile based on this computation method was suggested. 
However, this computation method requires identification of 
process parameters by trial and errors. Furthermore, the 
design method outputs the optimal resist profile from only the 
vewpoint of height of the interstice. 
This paper proposes a systematic method for identification of 
the parameters and a design method of proper resist profile 
from the vewpoint of the height of interstic and taper incline. 
 
2 PROCESS PARAMETER IDENTIFICATION 
The inversely-tapered resist profile with interstice shown in 
Figure 1 is considered, where H is thickness of the resist; 2a 
and 2b’ are resist pattern widths at top and bottom of the 
inversely tapered part, respectively; h and w are thickness 
and depth of the interstice, respectively, l is length from the 
edge of the interstice to the edge of the electrode.  
The film thickness distribution in this resist profile, T(x,h,σ,κ), 
can be predicted as follows [4]: 

( ) ( ) ( )σκσκσ ,,,,:,,, hxThxThxT GF += . (1) 

 

Figure 1: Resist profile and expected film pattern. 

About the details of TF(x,h,σ) and TG(x,h,σ) readers should 
refer to Appendix A. In T(x,h,σ,κ), σ(≥0) is the parameter to 
show breadth of the angular distribution of depositing material 
onto an arbitrary point on the surface of horizontal substrate 
without any resist patterns. κ(≥0) is the parameter to show the 
ratio of the two processes; the F process, depositing particles 
reach the substrate directly; the G process, depositing 
particles reach the substrate via the resist sidewall. These 
two parameters are the process parameter, and required to 
be identified by calculations and deposition experiments. 
However, at present, this identification is carried out by trial 
and errors. 
In this section, an evaluation index of consistency between 
experimental and computational results will be defined, and 
then the identification method of σ and κ will be proposed, 
which is given as an optimization problem based on the 
index. 
First of all, the consistency between experimental and 
computational results is defined by the following features: 
1. the cross sectional area of the thin-film pattern; 
2. the film thickness beneath the edge of the interstice; 
3. the width of the area where the film is thick; 
About the feature 1, the consistency is evaluated by the 
smallness of the following index: 
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( ) ( )
( )

dxxThxT
lb

lb
es∫

+

+−
−

'

'
,,, κσ , (2) 

where Ts(x,h,σ,κ) and Te(x) are film thickness distribution 
obtained by calculation and an experiment, respectively, l is 
the width of the film under the interstice. 
However, it is difficult to express Te(x) as a mathematical 
function, and film thickness at only a finite number of 
positions xk (k=1,…,N) can be obtained. Therefore, the 
consistency is evaluated by the following discrete index: 

( ) ( ) ( )( ))'',,,
1

lbxlbxThxT k

N

k
keks +≤≤+−−∑

=

κσ . (3) 

About the feature 2, the consistency is evaluated by the 
smallness of Ts(±b’,h,σ,κ)-Te(±b’). However, minimization of 
this index may result in σ and κ such that 
Ts(±b’,h,σ,κ)<Te(±b’). In this case, the film pattern formed with 
the resist profile designed with the σ and κ, would be also 
formed on the resist sidewall. For the reason, Ts(±b',h,σ,κ) is 
required to be larger than Te(±b’). On the other hand, too 
much largeness of Ts(±b’,h,σ,κ)-Te(±b’) is not good from the 
viewpoint of the consistency. Therefore, the consistency is 
evaluated by the following inequality: 

( ) ( ) εκσ ≤±−±< ',,,'0 bThbT es , (4) 

where ε is a given positive number which is sufficiently small. 
About the feature 3, the consistency is evaluated by 

es rr − , (5) 

where r is defined as the value by which the following 
equation holds with a given value d: 

( ) ( ) dhrThT =±− κσκσ ,,,,,,0 . 

By the above arguments, identification of the process 
parameters is defined as the minimization problem of (3) and 
(5) under the condition (4). From the point of view of product 
functions, this minimization problem can be re-defined as 
follows. 
However, this optimization problem is inappropriate from the 
point of view of mathematical optimization method, since rs is 
difficult to describe in analytical form due to the complexity of 
the function T(x,h,σ,κ). For small electrical resistance of film 
pattern electrodes, the consistency from the viewpoint of the 
feature 1 in the area where film thickness is large, is vey 
important. For this reason, the indices (3) and (5) are merged 
into the following index: 

( ) ( ) ( )rxrxThxT k

N

k
keks ≤≤−−∑

=1

,,, κσ . (6) 

In the area where the film thickness Ts(x,h,σ,κ) is large, 
Ts(x,h,σ,κ) can be approximated by TF(x,h,σ), since TG(x,h,σ), 
which is the film thickness by the G process, tends to be 
small. Therefore, the index (6) can be re-defined as 

( ) ( ) ( )rxrxThxT k

N

k
kekF ≤≤−−∑

=1

,, σ , (7) 

which is a function of only σ. 

The condition (4) is also transformed as follows: 

( ) ( )
( )

( ) ( )
( )σ

εσκ
σ

σ
,,'

,,''
,,'

,,''
hbT

hbTbT
hbT

hbTbT

G

Fe

G

Fe
±

+±−±
≤<

±
±−±

. (8) 

This inequality means that κ can be given by this inequality if 
σ is given by (7). However, the following inequality must be 
satisfied such that a solution of the inequality (8) exists: 

( ) ( )[ ] 0',,' ≤+±−± εσ bThbT eF . (9) 

As a result, the identification problem is defined 
mathematically as the profile of finding σ which minimizes (7) 
under the condition (9) and finding κ which satisfies (8). 
 
3 RESIST PROFILE DESIGN 
By using the methods suggested in the paper [4] and Section 
2, the film thickness distribution formed with a given 
inversely-tapered resist profile with interstice can be 
calculated. It is necessary to design, with this method, the 
resist profile with which the formed film pattern satisfies 
specifications. In this section, the design method of this resist 
profile is discussed. 
The inversely-tapered resist profile with interstice is 
determined by the five parameters: H, h, a, b', w. H and b' are 
dominantly decided by specifications for the thin-filem pattern 
and demands from front-end processes. For this reason, the 
design parameters of the resist profile are h, a and w. 
However, w is decided by the length from the edge of the 
interstice to the edge of the electrode l, which can be 
calculated after deciding h and a. Therefore, the resist profile 
design is considered to be decision of h and a. For this 
reason, the function of film thickness distribution T(x,h,σ,κ) 
described in Section 2, is re-described as T(x,h,a) from the 
point of view of resist profile design. 
The paper [4] proposed a resist profile design method in 
which the design parameter is only h. This method minimizes 
h by interative calculation of film thickness beneath the 
interstice based on a bisectional method, for the purpose of 
minimization of l. 
From the viewpoint of the pattern film electrode, its electrical 
resistance is also important as well as pattern accuracy. It is 
necessary to properly design the taper angle of the resist 
profile since it affects the cross sectional area of the film 
pattern which control the electrical resistance. However, 
adequate resist profile can be designed from the viewpoint of 
the taper angle. This section discusses the ideal resist profile 
from the viewpoints of both the height of the interstice and the 
taper-incline, and then the evaluation function for the resist 
profile is defined. The resist profile design problem is defined 
as the minimization problem of the function. 
It is demanded that the edge of the interstice to the edge of 
the electrode l is small since l decides pattern accuracy. For 
this reason h should be small as possible. However, too small 
h results in formation of the film on the resist sidewall. 
Therefore it is desirable that h is minimum in the range of 
h>T(±b’,a,h), as described in the paper [4]. On the other 
hand, from the viewpoint of electrical resistance of the film 
electrode, it is desirable that the area where the film is thick is 
wide as possible. This is achieved by increasing a as 
possible. However, it is necessary that a<b’ is satisfied for the 
inversely-tapered resist profile. Therefore, it is desirable that 
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a is maximum in the range of a<b’. The followings are the 
conditions of the ideal resist profile: 
1. Minimize h such that h>T(±b’,a,h) holds. 
2. Maximize a such that a<b’ holds. 
The resist profile which satisfies these conditions realizes 
small electrical resistance of film pattern electrodes and good 
pattern accuracy. 
There is, however, a trade-off between the conditions. 
Therefore, the following evaluation function is defined: 

( )[ ] ( )abAhabTh −+±− ',,' , (10) 

where A is a weghting parameter. By minimizng (10) under 
the conditions h>T(±b’,a,h) and a<b’, the resist profile can be  
designed well from the points of view of both pattern accuracy 
and electrical resistance. 
 
4 CASE SYUDY 
For evaluation, the proposed methods were applied to the 
experimental result (H=32.8[µm], h=5.7[µm], a=12.3[µm], 
b’=14.1[µm]) shown in [4]. 10 points on the substrate xk 

(k=1,…,10) were chosen arbitrarily in the area where the film 
is thick, and then the film thickness over the each points 
Te(xk) was measured. Table 1 shows the values of xk and 
Te(xk). The specified film thickness T and the film thickness 
beneath the edge of the interstice Te(±b’) were also 
measured, and T=2.35[µm] and Te(±b’)=0.552[µm] were 
obtained. The proposed identification method was applied, by 
using these values. Since the process parameter 
identification is a constrained nonlinear optimization problem, 
the penalty function method was utilized and the following 
evaluation function was defined: 

( ) ( ) ( ) ( )( )[ ]{ }

( ).

',,',0max,,

)(

1

1

rxr

bThbTxThxT

S

k

eF

N

k
kekF

≤≤−

+±−±+−=∑
=

εσρσ

σ

(11) 

By optimization using the gradient method with ρ=10, the 
initial value σ=5.0×10-2 and ε=0.01[µm], σ=7.73×10-2 and 
S1(σ)= 0.417 were obtained. The inequality (8) was  

55 1019.71024.1 −− ×≤<× κ ,  

and then κ=7.19×10-5 was selected. Figure 2 shows the 
experimental and calculated thickness distribution. The result 
indicates that this identification is successful. 
By using these identified values, H=25.0[µm], and 
b’=15.0[µm], the resist profile was designed by the proposed 
design method. The penalty function method was also used. 
The evaluation function was defined as follows: 

( )[ ] ( ) ( ) ( )( )[ ]hhabTbaabAhabTh
haS

−±+−+−+±−= ,,',0max',0max',,'
),(2

ρ
. (12) 

By optimization using the gradient method with ρ=10, A=2.0, 
the initial values a=10.0[µm] and h=3.0[µm], S2(a,h)= 1.57, 
a=14.2[µm] and h=1.10[µm] were obtained. By calculation of 
the film thickness distribution for this resist profile, I=2.45[µm] 
and Ts(±b)=1.04 were obtained. w=3.0 was decided based on 

the value of l. The result of this resist profile design is shown 
in Figure 3(a), and the result by the existing method 
(h=5.64×10-2[µm], a=10.9[µm], I=8.23×10-2[µm], Ts(±b)-
=5.61×10-2[µm]) is also shown in Figure 3(b). The calculation 
results of the film pattern cross sectional area obtained with 
each designed resist profile, were 82.7[µm2] (the proposed 
method), and 65.3[µm2] (the existing method). By the 
proposed method, the resist profile is successfully designed 
well in the sense of both pattern accuracy and electrical 
resistance. 
 

Table 1:The result of xk and T(xk). 

xk [µm] T(xk) [µm] 

x1 1 T(x1) 2.34 

x2 2 T(x2) 2.29 

x3 3 T(x3) 2.29 

x4 4 T(x4) 2.39 

x5 5 T(x5) 2.34 

x6 6 T(x6) 2.26 

x7 7 T(x7) 2.29 

x8 8 T(x8) 2.18 

x9 9 T(x9) 2.08 

x10 10 T(x10) 1.97 
 

 

Figure 2: A calculation result and an experimental result. 

 

 
(a) Result by the proposed method. 
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(b) Result by the existing method. 

Figure 3: Result of the resist design and calculation result. 
 
5 SUMMARY 
This paper has proposed two methods which improves the 
film pattern thickness calculation method suggested in [4] to 
the film pattern formation by the lift-off process: One is a 
method for identification of the process parameters without 
trial and error, and the other is a design method of proper 
resist profile from the viewpoint of both pattern accuracy and 
electrical resistance. By the case study, the effectiveness of 
these proposed methods was verified. 
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APPENDIX 
A Details of the film thickness distribution equation [4] 
Deposition process is modelled by the following two 
processes; the F process, depositing particles reach the 
substrate directly; the G process, depositing particles reach 
the substrate via the resist sidewall. The following assumption 
is introduced: 
Assumption 1. Depositing particles make perfectly inelastic 
collision at the surface of the substrate, and perfectly elastic 
collision at the resist sidewall, as shown in Figure 4. 
 

 

Figure 4: Assumed processes of deposition phenomenon. 

First of all, an arbitrary point on the surface of horizontal 
substrate without any resist patterns is considered. 
Probability of collision of a particle at the point depends on its 
incoming angle θ; it is largest for vertical direction, and 
decreases as the angle approaches horizontal direction, as 
shown in Figure 5(a). Therefore, as shown in Figure 5(b), the 
following probability distribution function p(θ,σ) based on the 
gaussian-like function with variance s is assumed: 
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(a) Schematic diagram  (b) Contour of p(θ,σ). 

of angular distribution. 

Figure 5: Angular distribution of deposited materials. 

As shown in Figure 6, the incoming angle θ with which a 
particle reach the point in the resist pattern (x,0) is in the 
range from θm(x) to θM(x). Since the particle reach the point 
with the possibility p(θ,σ), the amount of the particles which 
reach the point in unit time through the F process, f(x,h,σ), is 
given by the followings: 
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where erf(x), θm(x), and θM(x) are defined as follows: 
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Figure 7 shows schematic diagram of the G process. 
Incoming paths to the point in the resist pattern (x,0) is 
determined by geometric relation between the point and the 
resist side walls. The amount of the particles g(x,h,σ) which 
reach the point in unit time where gl(x,h,σ) and gr(x,h,σ), the 
amounts in unit time of the particles incoming via the left and 
right sidewalls, are defined as follows: 
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Figure 6: The F process. 
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Total amount of particles deposited by both of the F and G 
processes in unit time, D(x,h,σ,κ), is given with a weighting 
constant κ>0 by the following equation: 

( ) ( ) ( )σκσκσ ,,,,:,,, hxghxfhxD +=  (A8) 

Furthermore, if the specified film thickness T is smaller 
enough than H, the following approximation is considered to 
be valid: 

( ) ( ) 0,,,,,,, ≥≈ ακσακσ hxDhxT  (A9) 

where α is defined as follows: 

( )σα
,,0

:
hD

T
=

 

Figure 7: The G process. 
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The film thickness distribution, T(x,h,σ,κ), is given by the 
followings: 

( ) ( ) ( )σκσκσ ,,,,:,,, hxThxThxT GF +=  (A10) 

where TF(x,h,σ) and TG(x,h,σ) are defined as follows: 

( ) ),,(:,, σασ hxfhxTF =  

( ) ( )σασ ,,:,, hxghxTG = . 
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Abstract 
With the development of microelectronics technology, the demands of the automatic inspection system are 
ever increasing. The current trends toward miniaturization of components, denser packing of boards, surface 
mounting technology, and highly automated assembly equipment make the task of inspecting these defects 
more critical and more difficult for humans. In this paper, we achieved 0% of misjudgment by implementing 
training category intermediate samples. We also achieved cutting down the processing time and an increase 
of correct judgments by the improvement of inputs using principle component analysis and multi-angle image.  
 
Keywords:  
Visual inspection, Neural networks, Principal component analysis, Intermediate sample, Multi-angle image 

 
 
 
1 INTRODUCTION 
Nondestructive inspection of solder joints is necessary to 
keep the quality and reliability of electronics products. Visual 
inspection of soldering joints is usually done by directly or by 
glass magnifying by experts. However, there are some 
problems such as misjudgment caused by the miniaturized 
and high density assembly. The trend of experts’ aging and 
staff shortage gets worse. In addition, the inspection quality 
variation caused by the individual variation, physical 
conditions and fatigue are also some of the problems. So 
manufacturer demands the automatic visual inspection 
system in the manufacturing process of electronics devices.  
Logical qualification of the solder joints estimation is difficult 
because the surface sheen makes it difficult to measure the 
geometry and some judgment criterions of the inspections are 
qualitative [1]. There are some kinds of information used for 
automatic nondestructive inspection methods. The two or 
three dimensional geometric information of the solders [2]-[4], 
visual information such as intensity of each pixel of optical or 
X-ray images and so on are utilized for automatic inspection 
[5]-[11]. The surface of solders should be smooth and sheen 
and the solders should flow well. Therefore, some image 
processing methods or learning algorithms are used in some 
visual inspections. Neural network is one of the learning 
methods used for visual inspections of solder joints. The 
neural network is one of the learning system which is possible 
to categorize complicated pattern information utilizing the 
repeatability of view pattern by learning good and defect 
samples [12]-[17] 
In this paper, the following three approaches for improving 
neural network visual inspection system are evaluated. 
1. Improvement of input data using principal component 

analysis (PCA) for high speed learning and inspection. 
2. Learning virtual intermediate samples for preventing 

misjudgment. 
3. Utilization of additional information from multi-angle view. 
 

2 NEURAL NETWORK VISUAL INSPECTION SYSTEM 
Three-layer neural network which is known to be capable of 
approximating nonlinear systems with any degree of 
nonlinearity is applied in our visual inspection system (Figure 
1). The neural network visual inspection system consists of 
the learning phase and the inspection phase. 
In the learning phase, the neural network system is given 
inputs extracted from a good or a defective sample and two 
outputs of good degree and defect degree of the sample. The 
system updates the coefficients representing the relationship 
between the inputs and the outputs by backpropagation 
algorithm. The training data which are intensities of each 
pixels or principal components are input and the good degree 
and defective degree are the outputs. The connection weights 
are learned so that good degree is 1.0 and defective degree 
is 0.0 for good samples, and good degree is 0.0 and defective 
degree is 1.0 for defective samples as shown in Table 1. 
 The inspection is executed after obtaining converged and 
well-learned coefficients. The input data of the neural network 
is the intensity of each pixel of the soldering joint pictures. In 
our high speed neural network system with PCA, the 
projective transformed data are the inputs.  

(Wij,Vjk:connection weight)

X1

X2

X3

Xr Wij

Vjk

T1

Tt

Input layer
Hidden layer

Output layer

Learning

Training data
(input data)

 

Figure 1: Three-layer backpropagation neural network. 
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In the inspection phase, there are two thresholds for the 
judgment. If the good sample degree is higher than a higher 
threshold and defective sample degree is lower than a lower 
threshold, the sample is determined to be a good sample. In 
a contrary case, it is a defective sample. In case that one or 
both degrees are between two thresholds, the sample is 
categorized to “undeterminable.” 
The training values of good degree and defective degree for 
good samples and defective samples are shown in Table 1 
and two thresholds for the judgment are shown in Table 2. 
The sigmoid function of the following equation is used as the 
output function in our neural network. 

( ) ( )x
xf

•−+
=

αexp1
1  

The parameters of the neural network such as the number of 
nodes in each layer, the gradience of sigmoid function and 
the allowable total error in learning are shown in Table 3. 
 

3 SAMPLES AND CAMERA SETUPS 
The requirements for good solder joint are the following: 
1. The solder flows well and forms fillets. 
2. The solder surface is clean, shiny and smooth. 
3. The fillet ends are thin enough.  
4. The form of the solder joints contains no cracks, holes, 

discontinuity, and the volume of the solder is adequate. 

Therefore, the necessary information for inspection is the 
following:  
1. The wetting information. 
2. The surface information such as roughness and micro 

convexoconcave. 
3. The geometry information. 

Various defectives are detected from this information. In this 
paper, the solder excess is picked up, for instance, to 
consider the effect of each approach. 
The 120 good samples and 120 defective samples are 
respectively divided into 2 groups. One is for learning and the 
other is for inspection. Almost the same numbers of good 
samples close to defective and defective samples close to 
good are included in each group. The numbers of samples 
are shown in Table 4. 
The conditions of taking pictures are determined by the 
angles of camera and light resource. Camera angles are from 
vertical upward and right angle to the solder surface (The 
solder surface is assumed that the line from the upper edge 
of the chip terminal and far edge of the terminal on the board 
(Figure 2)). The light source angles are selected to avoid the 
interference to the camera and other devices. These setups 
are summarized in Table 5.  

 

4 IMPROVEMENT OF THE INPUT DATA FOR FAST 
LEARNING AND INSPECTION 

4.1 Principal component analysis 
Generally, the more information of the sample, the more 
reliable inspection is possible. However, it takes much time if  

Table 1: Training values.  

Samples Good degree Defective degree 

Good 1.0 0.0 

Defective 0.0 1.0 
 

Table 2: Judgment thresholds. 

Good degree Defective degree Judgment 

≥0.8 ≤0.2 Good 

≤0.2 ≥0.8 Defective 

else above Undeterminable 

 

Table 3: The parameters of the neural network. 

Camera angle (deg) 90 65 40 

Input layer 2496 2288 1872

Hidden layer 100 

Output layer 2 

Gradience of the sigmoid 
function 

1.0 

Allowable total error value 0.01 

 

Table 4: Number of teaching and inspecting samples. 

Number of teaching samples 

Good 49 
Good (close to defective sample) 11 

Solder excess (Close to good sample) 45 

Solder excess 15 

Number of inspecting samples 

Good 50 
Good (close to defective sample) 10 

Solder excess (Close to good sample) 45 

Solder excess 15 

 

Table 5: The camera and light source setups. 

No. Camera angle (deg) Light angle (deg) 

1 90 65 
2 90 40 

3 65 90 

4 40 90 
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the system has to process a large number of data. Saving the 
computational effort can be a large merit for selecting the 
ideal camera setups and additional learning as well as for the 
efficient inspection. Though we minimize the pictures from 
208 x 144-192 into 52 x 36-48, minimizing the picture can 
cause the loss of information. Therefore, more minimization is 
critical to the reliable inspection. When two or more images  
are used for this inspection, the input data goes twice or more 
and it will take much more time to learn. So we adopt the 
PCA to degrade the input dimension and cut down the 
computational effort. 
The PCA is a method where the vectors of input data set are 
projected to the coordination system which makes the 
distributions of data set large in the axes. The component of 
the projected axis direction with the maximum distribution is 
the first principal component. This method enables us to 
dissolve the correlations of multivariate data and enables the 
data with lower dimension to represent the feature of the 
original measured data distribution8). The example of PCA 
applied to the two dimensional data is shown in Figure 3. 
Projecting the x1 axis and x2 axis to the principal component 
axes of z1 and z2 enables us to represent most of the 
distribution of the data by the z1 axis only. The contribution 
rate of each principal component represents the degree of 
explaining the feature of data set. 

4.2 Applying the principal component analysis to the 
visual inspection  

In the learning phase, the principal components calculated 
from the intensity of teaching sample images are used as the 
input of the neural network. In the inspection, the principal 
components of the samples for inspection are calculated with 
the projective coordinate and used as the input of the neural 

Chip parts

Substrate

Solder

Cu pad

0.4mm

1.0mm

68°

Figure 2: Right angle to the solder surface. 

• •

•
•

•

•
•

•

•

•
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x2

z2

z1

 
Figure 3: Principal component analysis for two dimensions. 

network formed in the learning phase. To avoid the 
deterioration of the information, the components are utilized 
so that the cumulative contribution rate is over 99.99 %. The 
cumulative contribution rate is the summarized contribution 
rate from the first (largest contribution rate) principal 
component. 

4.3 The effect of applying the principal component 
analysis on the inspection 

The effect of applying the PCA on the inspection results is 
investigated using the average of the results with the camera 
and light source setups shown in Table 4. The numbers of 
inputs for the system with 99.99% cumulative contribution 
rate and collapsed time for learning and inspection with and 
without PCA and the inspection results of correct judgment 
rate, misjudgment rate, and undeterminable sample rate for 
the inspection with and without PCA with 65 degree camera 
angle and 90 degree light source are shown in Table 6. 

The number of PCA input was decreased to the half of the 
original inputs. The processing time is also decreased. The 
total processing time of PCA and neural network with 
principal component input is about a half of original learning 
process time. Inspection time for one soldering joint was 
decreased to about 1/30. The applying PCA enabled to 
improve the correct determination as well as to decrease the 
computational effort. The availability is confirmed from this 
result, the component analysis is applied to the following 
inspections.  
 
5 PREVENTIVE METHOD OF MISJUDGMENT 

5.1 Intermediate samples in category space 
When the dependent n-dimensional information is extracted 
from an image, the data can be considered as a certain point 
in n dimension Euclid space. The samples in the same 
category have similar information and located close in 
distance in the n dimension Euclid space. A set of samples in 
the same category constructs one category space. In the 
information space of soldering joint image, the various 
defective category spaces such as solder excess or lack of  
 

Table 6: Effect of the principal component analysis on the 
inspection results. 

Inputs Intensity 
Principal 

Component

Learning time 

of PCA [s] 
0 116 

Learning time 

of neural networks [s] 
1899 788 

Total learning time [s] 1899 904 

Inspection time 

per sample [ms] 
2.504 0.082 

Correct judgment rate[%] 90.83 91.67 

Misjudgment rate [%] 0.84 0.84 

Undeterminable rate [%] 8.34 7.5 
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solder volume, wetting defects, overheating, wicking and so 
on are considered to exist around the category space of 
good soldering (Figure 4). 
The inspection system must not misjudge defective samples 
as good. The n dimensional data extracted from teaching 
solder joint sample images constructs the category spaces 
around each good and defective sample sets as shown in 
Figure 5. 
The teaching sample does not fulfill all points in each 
category space so the category space and learned space 
does not match. The mismatch space causes the 
misjudgment or incapability of determination (shown in Figure 
5). The misjudgment space appears around the boundary 
zone between leaned good sample space and defective 
sample space. If the Euclid distance of a good sample and 
defective sample is short, they are located around the 
boundary zone. The sample sets of good samples and 
defective samples whose Euclid distances are small are 
searched and generate the virtual intermediate sample on the 
line between the good and defective sample. Learning the 
intermediate samples as low points of good degrees and 
defective degrees makes the boundary zone of misjudgment  
to undeterminable zone (shown in Figure 6). 

5.2 Application of intermediate sample in category 
space 

The application method of intermediate samples in category  
 

Good soldering        Lack of 
    solder volume

      Excess of 
    solder volume

Bridge
Wetting defect 
    of solder

Wicking

 Overheat

 
Figure 4: Category space image of good and defective 

soldering. 
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Learned space
of defective samples

Good sample category space Defective sample category space

Learned good samplesGi Di Learned defective samples

Undeterminable zone

 
Figure 5: Image of misjudgment and undeterminable zones. 

space is the following: 
1. Calculate the Euclid distance between the teaching good 

sample and teaching defective sample.  
2. Pick up the set of good and defective samples with the 

shortest Euclid distance from all teaching samples.  
3. Generate the intermediate samples at the internally 

dividing points of 8:2 and 2:8 between the samples. 
4. Pick up the sample set with the shortest Euclid distance 

except the sample set already used to generate the 
intermediate samples. 

5. Repeat step 3 and 4 several times 
The test samples with four camera and light source setups 
shown in Table 4 are inspected to evaluate the validity of 
intermediate samples. 
Figure 7 shows the results of the inspection with learning the 
intermediate samples. It shows the decrease of misjudged 
samples as the effect of learning the intermediate samples 
although the correct judgments are also decreased.  
 

(a) No intermediate sample (b) Learning intermediate samples

good degree
defective degree

Undeterminable zone
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good defective
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Figure 6: Image of intermediate samples effect. 
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Figure 7: Effect of learning intermediate samples on 
judgment. 
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6 THE UTILIZATION OF MULTI-VIEW 

6.1 The concept of utilizing multi-view 
In some solder joints, it may be difficult to determine whether 
they are fine or defective if they are only inspected in a 
certain directions. In some directions, even defective sample 
sometimes look good. Multi-angle view inspecting system is 
necessary to inspect the indistinguishable samples. However, 
the larger the amount of input data becomes, the longer 
processing time it takes to learn and inspect. If there are any 
misjudgments, multiple results just confuse the inspection. In 
order to utilize the multiple images, it is necessary to 
decrease the input data without thedeterioration of 
information quality and to prevent the misjudgment. 
We applied the PCA to decrease the data amount without the 
deterioration of information quality. It is possible to decrease 
the number of undeterminable samples by utilizing multi-
angle views obtained from the camera setups which had no 
misjudgments by learning the intermediate samples. 

6.2 Evaluation of the effect of utilizing multi-angle view 
on undeterminable sample rate 

The undeterminable sample rate with the multi-angle view is 
shown in Figure 8. The undeterminable sample rate was 
decreased and correct judgment rate was increased by 
utilizing the multi-angle views obtained from the camera 
setups which had no misjudgments by learning the 
intermediate samples. 
 
7 SUMMARY 
In the visual inspection system with neural network, the 
method of fast learning and inspection with the PCA, 
prevention of the misjudgment with learning intermediate 
samples, and utilizing the multi-view are evaluated.  
The following are the obtained results: 
 
1.   The number of the input data was decreased by the PCA 

without the information loss. The processing time was 
also cut down and the correct judgment rate was also 
improved.  
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Figure 8: Effect of multi-angle view on the judgment. 

2.   The misjudgment rate was decreased to 0 by learning the 
virtual intermediate samples in the category space. 

3.  The correct judgment rate was improved by utilizing the 
multi-angle images as input. The rate of the samples 
unable to determine was decreased. 

 
8 ACKNOWLEDGMENTS 
We appreciate Mr. Tateo Nakajima’s inspecting the samples 
as an expert of solder joint inspection. 
 
9 REFERENCES 
[1] Robertson, G. I., 1987, Automatic Optical Inspection of 

Printed Circuit Boards During Assembly, Proceedings 
of SME Visio’87, 59-67. 

[2] Ryu, Y. K., Cho, H. S., 1997, New Optical Measuring 
System for Solder Joint Inspection, Optics and Lasers 
in Engineering, 26/6:487-514. 

[3] Japan Welding Society Microsoldering Technology 
Education Committee, 2002,Standard Microsoldering 
Technology, Nikkan Kogyo Shimbun, Ltd. 

[4] Matsuyama, Y., Honda, T., Yamamura, H., Sasazawa, 
H., Nomoto, M., Ninomiya, T., 1996, Automated Solder 
Joint Inspection System Using Optical 3-D Image 
Detection," WACV '96, 116. 

[5] Asakura, Y., Takahashi, Y., 2003, Feature Extraction for 
Fillet Profile of Pb-free Solder and Its Application to 
Inspection, Trans. JWRI, 32/1:55-58. 

[6] Doirona, T., Pinskyb, D. A., Chenc, S., Plottd, M., 1993, 
An SPC Artifact for Automated Solder Joint Inspection, 
Measurement, 12/1:1-8. 

[7] Oyeleye, O., Lehtihet, E. A., 1999, Automatic Visual 
Inspection of Surface Mount Solder Joint Defects, 
International Journal of Production Research, 
37/6:1217-1242. 

[8] Matsuyama, Y., Honda, T., Yamamura, H., Sasazawa, 
H., Nomoto, M., Ninomiya, T., 1996, Automated Solder 
Joint Inspection System Using Optical 3-D Image 
Detection," WACV '96, 116. 

[9] Mahona, J., Harrisb, N., and Vernonc, D., 1989, 
Automated Visual Inspection of Solder Paste 
Deposition on Surface Mount Technology 
PCBs,Computers in Industry, 12/1:31-42. 

[10] Mahona, J.1991, Automatic 3-D Inspection of Solder 
Paste on Surface Mount Printed Circuit Boards, Journal 
of Materials Processing Technology, 26/2:245-256. 

[11] Juha, M., 1986, X-Ray Machine Vision for Circuit Board 
Inspection, Proceedings of SME Vision’86, 3:41-55. 

[12] Roh, Y. J., Park, W. S., Cho, H. S., 2003, Correcting 
Image Distortion in the X-ray Digital Tomosynthesis 
System for PCB Solder Joint Inspection, Image and 
Vision Computing, 21:1063-1075. 

[13] Kim, J. H., and Cho, H. S., 1995, Neural Network-based 
Inspection of Solder Joints using a Circular Illumination, 
Image and Vision Computing, 13/6:479-490. 

[14] Koji, Y., Takatsu, N., Oh, M., 1996, Visual Solder 
Inspection using Neural Network, Systems and 
Computers in Japan, 27/1:92-100. 

333



 
 
M.Matsushima, N.Kawai, H.Fujie, K.Yasuda, and K.Fujimoto 

[15] Kim, T. H., Cho, T. H., Moon, Y. S., and Park, S. H., 
1999, Visual Inspection System for the Classification of 
Solder Joints, Pattern Recognition, 32/4:565-575. 

[16] Ko, K. W., Cho, H. S., 2000, Solder Joints Inspection 
using a Neural Network and Fuzzy Rule-Based 
Classification Method, IEEE Trans. Electronics 
Packaging Manufacturing, 23/2:93-103. 

[17] Misonou, N., Ota, K., Yasuda, K., Fujimoto, K., 2005, 
Additional learning in Neural Network Visual Inspection 

System, The 11th Symposium of Micro-joining and 
Assembly Technology in Electronics, 11:385-390. 

[18] Acciani, G., Brunetti, G., and Fornarelli, G., 2006, 
Application of Neural Networks in Optical Inspection 
and Classification of Solder Joints in Surface Mount 
Technology, IEEE Trans. on Industrial Informatics, 2/3: 
200-209.

 

334



Path Generation and Collision Avoidance of Robot Manipulator for Unknown 
Moving Obstacle using Real-time Rapidly-exploring Random Trees (RRT) 

Method 
 

Chikatoyo Nagata1, Eri Sakamoto1, Masato Suzuki1, and Seiji Aoyagi1 
1 Dept. of Mechanical Engineering, Kansai University, Osaka, Japan  

 
Abstract 
Collision avoidance in a double-arm robot is focused on. One robot arm (Robot2) is taken as a moving 
obstacle and another arm (Robot1) should move from a start position to the goal one while avoiding the 
collision with Robot2. A comparatively short path can be searched efficiently in configuration space (C-space), 
i.e., joint angle space, by using Rapidly-exploring Random Tree (RRT) method. In this study, to cope with 
unknown obstacle’s trajectory, real-time RRT method is proposed. This method assumes that the robot can 
obtain the information of unknown object movement at every interval. 
 
Keywords:  
Robot manipulator; Collision avoidance; RRT search; Path generation 

 
 
 
 
 
1 INTRODUCTION 
A robot has developed mainly for industrial use such as 
assembly, welding, etc. in a factory, where the environment is 
arranged for the robot, i.e., the obstacles do not exist. 
However, in the next generation, a robot is expected to 
perform complicated tasks, such as assisting a person in the 
daily home work, nursing her/him in a hospital, etc., where the 
environment is difficult to arrange for the robot. In such 
environment, collision avoidance for unknown moving 
obstacle is necessary. 
In this study, collision avoidance in a double-arm robot is 
focused on. One robot arm (referred to as Robot 2 herein) is 
taken as a moving obstacle and another arm (referred to as 
Robot 1) should move from a start position to the goal one 
while avoiding the collision with Robot 2. A comparatively 
short path can be searched efficiently in configuration space 
(C-space), i.e., joint angle space, by using rapidly-exploring 
random trees (RRT) method. RRT is a contemporary path 
planner developed in recent years [1] [2].  
To cope with a moving obstacle, the path in terms of time, 
i.e., the trajectory, must be considered. For this purpose, a 
method is proposed in this study, which regards each step of 
expanding node of RRT as a unit time. 
Under the condition that Robot 1 knows the trajectory of 
Robot 2 in advance, it is easy for Robot 1 to generate the 
trajectory by off-line calculation based on the RRT search. On 
the other hand, if the trajectory of Robot 2 is unknown for 
Robot 1, the path planning becomes drastically difficult. In 
home or hospital environment, the trajectory of obstacle is not 
assured to be known in advance, since the environment is 
changeable in real time. Thus, to cope with unknown 
obstacle’s trajectory, real-time RRT method is proposed in 
this study. This method assumes that the robot can obtain the 
information of unknown object movement at every interval. 
The robot forecasts future obstacle’s trajectory based on the 
information obtained before and now, and generates the 
trajectory avoiding the collision with the forecasted trajectory 
based on the RRT search within the interval. To speed up the 

RRT search, the probability that the tree expands in the 
direction to the goal is set to 100% unless the collision is 
detected. 
In this research, the effectiveness of real-time RRT was 
verified by both a simulation and an experiment. In the 
simulation, serially linked cylinders were considered as a 
robot arm. In the experiment, a real-time controller was 
constructed using ART-Linux. Both in the simulation and the 
experiment, the proposed real-time RRT method effectively 
worked for collision avoidance. 
 
2 PATH GENERATION BY USING REAL-TIME RRT 

2.1 Basic RRT 
A path in terms of time, i.e., a trajectory, in n-dimensional 
configuration space (C-space) is assumed to be expressed by 

1( ( ), ( ))nf t tθ θ= . There are infinite number of paths, which 
satisfy the condition that they progress from a given start 
position and finally reaches a given goal position, while 
avoiding obstacles. Therefore, RRT is employed, which can 
efficiently search a path even in a considerably high 
dimensional C-space. 

In RRT, a path from a start configuration init 1( (0), (0))nθ θ θ  to 
a goal configuration goal 1( ( ), ( ))nθ θ T θ T (T; arrival time) is 
searched as follows: RRT first samples a point (called as 
“node”), and samples another point randomly with constant 
adjacent distance. If the collision is detected, this point is 
cancelled and another point is sampled again. This process is 
performed successively until the sampled point finally 
reaches the goal, where the route connecting the points is 
called as “tree”. This search is fast compared to other 
searching methods, thus, can cope with comparatively high 
dimensional space. 

Concretely, the basic RRT algorithm is described as follows 
(see Figure 1): the start position of the robot is assumed to be 
the node q_init in RRT, which is defined as the origin of a 
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tree. When the path is generated, a node q_rand is taken at 
random in the C-space, and it is connected to its nearest 
node q_near among already existing nodes. Then, a node 
q_new is generated on a line of connecting q_rand to q_near, 
so that it is apart from q_near by constant distance (e). Then, 
q_new and q_near is connected to each other, making a 
branch of the tree. The above-mentioned process is 
successively repeated until the tree reaches q_goal, which is 
the node of given goal position. 
In the basic RRT, the direction q_rand is randomly taken, that 
is, there is a possibility q_rand is taken in the neighborhood of 
q_init, that is, a branch is extended from a node near the root, 
even in the ending stage of path searching. Considering this 
fact, the scheme of basic RRT is rather inefficient in the 
viewpoint of fast search of a path. 

2.2 Improvements is RRT algorithm  
2.2.1 Path generation that considers time series 
Since the collision avoidance of double-arm robot is 
considered in this study, it is necessary to detect the collision 
between two robots dynamically. Assuming that the obstacle 
movement is uniform and rectilinear, RRT algorithm 
considering time domain is reported [3]. By contrast, RRT 
algorithm considering time domain, which can cope with 
arbitrary obstacle motion, is proposed in this study, in order to 
generate a path in terms of time, i.e., in order to generate a 
trajectory. 
A proposed algorithm considering time domain is as follows: 
obstacle’s trajectory is assumed to be known in advance. The 
time at the start position is defined as 0, and the time is 
incremented by one arbitrary unit, synchronously with an 
extension step of a branch in the RRT tree. By this process, 
time series of a path, i.e., a trajectory can be considered.  
At every time when a new node is generated, the collision 
between the node with the obstacle can be checked, since 
obstacle’s trajectory is assumed to be known, as mentioned 
above. If the collision is detected, the node is cancelled, and 
another node is re-generated based on the above-mentioned 
basic RRT algorithm. By successively repeating this process, 
finally, the trajectory of avoiding the obstacle can be obtained. 

2.2.2 Contrivance for achieving real-time RRT 
The above-mentioned RRT extends a branch of the tree by 
taking a node at completely random. This scheme of 
extending a tree is surely effective for searching a free space 
in which a robot can move among a comparatively wide 
unknown space. However, in the view point of fast search of  
a path which reaches a goal, this scheme of randomly 
extending a tree is not a smart way. To speed up the RRT 
search, a method has been reported, in which q_rand is set to 

q_goal at a constant rate [4]. This study also follows this 
method. The feature of this study is to 
set the rate to 1.0 unless the collision is detected, which 
means a tree is extended straight to a goal, achieving a fairly 
fast path generating. And, once the collision is detected, the 
rate is decreased to 0.5, to efficiently avoid the obstacle. Note 
that even in this case, the tree is extended to the goal with 
50% probability. After it is judged that the danger of collision 
is removed, the rate is recovered to 1.0. By these processes, 
the search time is drastically reduced, which is the key point 
of making real-time RRT search possible. 
 
3 COLLISION DETECTION OF DOUBLE-ARM ROBOT IN 

THREE DEMENSSIONAL SPACE 
Assume that one link be an obstacle, and another link would 
avoid it. If the distance between two link is more than double 
the link’s radius, as shown in Figure 2 [5]. According to this 
rule, the collision between two links is detected for all the 
combination of links in a double-arm robot. As the result, the 
collision of double-arm robot can be detected in three 
dimensional space. 
The criterion of collision detection is described in detail 
hereinafter. The equation of link ML  is expressed by using 
the direction vector m . That of the central line of the obstacle 
is expressed by using hm . The common normal vector of 
them (n), the shortest distance between them (b), and the 
distance from JMr  to the intersection of n and the link (s) are 
obtained as follows [9]: 

h

h

×
=

×
m m

n
m m

, (1) 

( , )JM hb = -r r n , (5) 

( )JM h

h

- , ×
s =

×
r r m n
m m . 

(6) 

Assuming that the radius of the cylinder and the length of the 
link are c and Ml , respectively, then the condition for collision 
avoidance is b>2c when 0<s< Ml . When s> Ml , it is 
necessary that 1JMr +  is apart from hm  by 2c at the least, the 
condition of which is expressed as follows:  

2 2 2{( ) ( ) } (2 )h JM+1 h JM+1 h- - , > cr r r r m− . (7) 

In the same way, when s<0, the condition is as follows: 

2 2 2{( ) ( ) } (2 )h JM h JM h- - - , > cr r r r m . (8) 

b
s
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n
hr
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Figure 2: Collision detection. 

Figure 1: RRT algorithm. 
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Not collision 

Linear progress 

Collision 

Trajectory of Robot1

Registered trajectories 

A node on the registered trajectory is selected in the 
neighborhood of the current node. The next node is successively 
searched with 0.5 probability (0.5 probability to the next node on 
the registered trajectory, and 0.5 probability to the goal).  

Figure 4: Obstacle avoidance using registered trajectories. 

Figure 5: System for real-time RRT and its procedure. 
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4 CONCEPT OF REAL-TIME RRT AND SYSTEM 
COMPOSITION 

4.1 Outline of Real-time RRT 
In this study, the concept of real-time RRT is proposed. Real-
time RRT is a method to generate a trajectory of avoiding a 
moving obstacle in real-time, being given (or sensing) the 
data of obstacle’s movement (in case of double-arm robot, 
the data are all the joint angles of the robot arm to be 
avoided) at every interval. This interval is set to a short period 
as possible, considering the calculating time of trajcetory 
based on RRT algorithm. Of course, this interval is usually 
larger than the unit time of RRT tree extension (see Section 
2.2.1). 
Here, the trajcetory of the obstacle is assumed to be unknown 
in advance, thus, this trajectory is forecasted in the real-time 
RRT by extrapolating the past trajectory at above-mentioned 
every interaval. On the other hand, at every unit time of RRT 
tree extention, the collision is checked between the trajectory 
of the robot searched by RRT and that of the obstacle 
forecasted by extrapolation. The avoidance based on the 
poposed real-time RRT is schematically shown in Figure 3. 
As shown in this figure, the interval (sampling time) adopted 
in the experimental system is 100 ms, as explained later in 
Section 4.4. On the other hand, sampling time of robot control 
is 16 ms in the experimental system, which is equivalent to 
the unit time of RRT tree extension. 

4.2 Tree extension in real-time RRT 
In real-time RRT, as already explained in Section 2,2,2, 
q_rand is set to q_goal at a constant rate of 1.0 unless the 
collision is detected, which means a tree is extended straight 
to a goal. Once the collision is detected, the above-mentioned 
rate is decreased to 0.5, to efficiently avoid the obstacle. In 
this case, it is possible that q_rand is taken in the 
neighbourhood of tree’s root, which is undesirable in the 
viewpoint of fast search. To address this problem, in the real-
time RRT, q_rand is taken near the previous q_new. Namely, 
the number of routes of the tree from q_init to q_goal is only 
one, and there are no junctions or branches.  

4.3 Obstacle avoidance using registered trajectories 
It consumes long calculating time to search a detour path 
when the robot encounters the collision with obstacle, even 
the real-time RRT search is employed. To address this 
problem, in this research, many trajectories for avoiding the 
obstacle’s trajectories are registered in advance, assuming 
some typical obstacle’s trajectories. And, once the collision is 
detected, the nearest registered trajectory is selected, and a 
node on this trajectory is selected, which exists in the forward 
area of the extending direction of the RRT tree, as shown in 
Figure 4. This node is selected as q_rand with probability of 
50%, whereas the q_goal is selected as q_rand with 
probability of 50%. Then, the q_new is generated on the line 
connecting q_rand and the previous q_new, so that the 
distance between q_rand and the previous q_new be the 
constant value of e. After it is judged that the danger of 
collision is removed, the probability of the process, in which 
q_rand is set to q_goal, is recovered to 100%. By conducting 
these procedures of using registered trajectories, the 
searching space is greatly narrowed, so the searching time is 
much reduced, which makes the real-time path generating 
possible. 

Robot1 

Robot2 

Past trajectory 

Forecasted trajectory 

(a) In case collision with forecasted trajectory is not detected.

Robot2 

Robot1

Avoidance 

(b) In case collision with forecasted trajectory is detected. 

Figure 3: Avoidance based on the proposed real-time RRT. 

Past trajectory 
Interval: 100 ms 

At interval, collision detection is carried out. 

Forecasted trajectory 

Sampling time: 16 ms 
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(d) Searching trajectory. (e) Goal position. 

(c) Detection of avoidance (side view). 

(b) Detection of avoidance (top view).(a) Start position. 

Start2 

Goal1 

Robot1 

Robot2 

Start1 

Goal2 

Figure 6: Results of real-time RRT simulation 
(without using registered trajectories). 

4.4 Procedure of real-time RRT 
The procedure of real-time RRT conduced in the experiment 

in this paer is shown in Figure 5, which is as fillows: 
1) Robot 2 sends the angle data of all joints to Robot 1 by 

using local area networks (LAN) at every constant interval 
of 100 ms. 

2) At this interval, Robot 1 forecasts the trajectory of Robot 2 
by extrapolating the past trajectory of Robot 2 in the form 
of spline curve.  

3) Robot 1 calculates a trajectory based on RRT, which 
avoids the forecasted trajectory of Robot 2, while 
approaching the goal. RRT conducted here is improved 
one for real-time operation, the detail of which is already 
explained in Sections 2.2.2, 4.2, and 4.3. 

4) The above-mentioned procedures from 1) to 4) are 
repeated until the Robot 1 reaches the goal position and 
orientation. 

 
5 VERIFICATION OF PATH GENERATION BY REAL-

TIME RRT 

5.1 Simulation results of real-time RRT 
Simulation results are shown in Figures 6, 7, and 8. Each link 
was modeled as the cylinder based on the size of a real 6-
DOF articulated robot (Kawasaki Heavy Industries, Ltd. type 
JS-2). 

Figure 6 shows the result of searching for trajectory at 
random by using real-time RRT without using registered 
trajectories for avoiding obstacle. On the other hand, Figure 7 
and Figure 8 show the results with using registered 

Figure 7: Results of real-time RRT simulation 
(with using registered trajectories, simple trajectory case). 

(c) Searching trajectory. (d) Goal position. 

(a) Start position. (b) Detection of avoidance. 

Start2 

Goal1 

Robot1 

Robot2 

Start1 

Goal2 

Registered 
trajectories 

(c) Searching trajectory. 

Start2 

Goal1
Robot1 

Robot2 Start1 

Goal2 

(a) Start position. (b) Detection of avoidance. 

Robot1 

Robot2 

(e) Goal position. 
Figure 8: Results of real-time RRT simulation 

(with using registered trajectories, complex trajectory case).

Registered 
trajectories  
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trajectories. Here, the trajectory to be avoided is 
approximately linear in Figure 7, whereas, the trajectory to be 
avoided is so complex that the forecasting of it seems very 
difficult for Robot 1 in Figure 8. 
In these figures, the trajectory of Robot 2 to be avoided is 
expressed as red line, the trajectory of Robot 1 of avoiding 
the moving obstacle, i.e., Robot 2, is expressed as green line, 
and the trajectories for avoidance which are registered 
beforehand are expressed as blue lines. 
In Figure 6, all the joints of Robot 2 moves linearly in the C-
space, and the angles information is sent to Robot 1 via LAN 
at every interval of 100 ms. All the joints of Robot 1 are 
moved in C-space on the basis of proposed real-time RRT 
method. Namely, at every sampling time of 16 ms, the 
collision detection with the forecasted trajectory is carried out, 
and if the collision is not detected, all the joints of Robot 1 
move linearly in C-space from start angles to goal angles by 
setting the q_rand to q_goal unless the collision is detected. 
Once the collision is detected, the detour trajectory is 
searched by randomly taking q_rand with probability of 50%. 
Even in this case, the tree is extended to the goal with the 
other 50% probability, which urges the real-time path 
generation. 
Looking at Figure 6, above-mentioned procedures are 
successfully performed, thus, the path generation coping with 
collision avoidance is finely achieved.  
In Figure 7, in case that the collision is detected, the range of 
searching space is narrowed by using one of the registered 
trajectories. When the collision is detected, the nearest 
registered trajectory is selected, and a node on this trajectory 
is selected, as already explained in Section 4.3. This node is 
selected as q_rand with probability of 50%, whereas the 
q_goal is selected as q_rand with probability of 50%. After it 
is judged that the danger of collision is removed, the 
probability of the process, in which q_rand is set to q_goal, is 
recovered to 100%.  
Looking at Figure 7, a nearest registered trajectory is 
successfully selected, and the total path generation avoiding 
collision is finely achieve. 
In Figure 8, the trajectory of Robot 2 is complex. The robot 2 
at first moves in the same direction as Robot 1 does in 
Cartesian space: then it changes the direction by 180 degree, 
i.e., the direction approaching Robot 1. 
Looking at Figure 8, even under the above-mentioned severe 
condition, Robot 1 can successfully avoid Robot 2 in real-time 
in this simulation.  

5.2 Experimental result of real-time RRT 
Similar experiments were conducted by using two 6-DOF 
robots (Kawasaki Heavy Industries, Ltd. type JS-2), as shown 
in Figure 9. The robot controller is equipped with real-time 
control function, sampling time of which is 16 ms. The control 
system is constructed by using real-time Linux (ART Linux). 
On the other hand, the interval of sending the angle data from 
Robot 2 controller to Robot 1 controller via LAN is set to 100 
ms. The system composition is already shown in Figure 5. 
Note that, in real applications in the future, in stead of using 
LAN communication, the configuration of Robot 2 must be 
measured by some sensor, such as vision sensor, laser 

range sensor, ultrasonic sensor, and so on. The experiments 
using a laser range finder is ongoing in the laboratory. 
Looking at Figure 9, even in the severe case same as Figure 

Figure 9: Results of motion using real-time RRT. 

(a) Start position.        

(c) Searching trajectory.      

(d) Goal position.      

Robot1 Robot2

(b) Detection of avoidance.       
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8 in simulation, the real-time path generation while avoiding 
obstacle is successfully performed in real machines. 

5.3 Measurement of processing time 
The processing time in simulation in case of basic RRT 
(called off-line RRT hereinafter) and that in case of real-time 
RRT were measured, and compared with each other. Also, in 
case of real-time RRT, the processing time without using 
registered trajectories and that using them were compared. 
The results are shown in Table. 1. The CPU is Pentium 4 of 
3.4 GHz clock, and memory is 2 GB. 
In case of off-line RRT, the range of RRT tree extension is not 
limited, so the searched space becomes large. Thus, the 
processing time is rather long. 
On the other hand, the processing time is much reduced by 
approximately 1/5 by proposed real-time RRT. However, 
there is no effect of using registered trajectories for 
avoidance, by only looking at these results. The reason for 
this fact is under investigation. Supposedly, the selected 
registered trajectory may not be appropriate for this 
simulation task. In future, it should be investigated how to 
make the registered trajectories as optimal as possible in 
order to reduce the processing time. 

Table 1: Comparing of processing time [msec]. 

 
6 CONCLUSSIONS 
Real-time RRT method for robot’s path generation while 
avoiding collision with unknown moving obstacle is proposed. 
The robot gets information of obstacle movement at every 

interval, and forecasts the trajectory of obstacle to be 
avoided. The robot calculates the trajectory by extending the 
RRT tree, while the collision detection with the forecasted 
trajectory is carried out. Once the collision is detected, the 
detour trajectory is searched by also using the RRT. Here the 
improvement is provided that the RRT tree always 
approaches to the goal unless the collision is detected, which 
reduces the searching time drastically and makes the real-
time path generation possible. Also, the method using the 
trajectories for avoidance, which are registered in advance, is 
proposed. 
At present state, information of obstacle movement is given 
via LAN communication: however, in future, this information 
should be obtained by some sensor, such as vision sensor, 
laser range sensor, ultrasonic sensor, and so on.  
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Abstract 
In some applications such as search-and-rescue tasks, it is necessary for a robot manipulator to obtain a path, 
which can adapt to unknown and changeable environment. Reinforcement learning is effective for this 
purpose, since it is an algorithm for an agent to achieve an objective task by trial and error, where the agent 
only needs the goal of the task. A path searching method of an articulated robot in three-dimensional 
Cartesian space is focused on, while avoiding obstacles. In order to reduce the memory resources and the 
convergence time, a method of restructuring a configuration space by using self-organizing maps (SOM) is 
proposed.  
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1 INTRODUCTION 
Reinforcement learning is an algorithm for an agent (a robot 
manipulator in the present study) to achieve an objective task 
(moving the robot arm’s tip to a desired position in the 
present study) by trial and error, where the agent only needs 
the goal of the task, i.e., the way of achieving the task is not 
necessary to be taught during the transition from a start state 
to the goal one (this transition is referred to as an “episode” 
hereinafter in this article) [1]. Therefore, this algorithm is 
effective for realizing the robot task in case that the 
environment is unknown or changeable thus the teaching of a 
robot is rather difficult. In case of an articulated robot, there 
are infinite paths from a start position to a goal position. It is 
important to make a searched path as short as possible, 
while avoiding the collision with unknown obstacles. To this 
case, applying reinforcement learning should be effective, 
which is the theme to be dealt with in the present study. 
Several researches of applying reinforcement learning to 
robotics fields have been reported, in which the stand-up 
motion of a 3-link robot [2], the inchworm locomotion of 2- or 
5-link robot [5], the gait of a crawling four-legged robot [3], the 
path planning of a two-dimensional mobile robot [6], etc. are 
investigated. In these reports, however, the degrees of 
freedom (DOF) of the searched space, which are equal to the 
number of joints, are limited to a rather low order. Also, the 
resolution of the searched space, which is defined by the 
division number of movable range of the joint angle, is limited 
to a coarse value. The reason of the limitation is mainly 
based on the exponential increase of the number of sate (it is 
a unit space divided from a total searched space) as the 
increase of the DOF and the resolution, causing the lack of 
memory resources and the enormous convergence time in a 
computer calculation. Under this circumstance, the working 
space of a robot manipulator or a mobile robot has been 
generally limited to two-dimensional Cartesian case [2,3,5,6]. 
To overcome this problem, Actor-Critic algorithm has been 
employed [2,3,5], in which the action from one state to 

another state is statistically defined. This algorithm is effective 
for reducing the number of states compared with Q-learning 
algorithm [6], in which the action from one state to another is 
digitally performed. Combining other algorithms with 
reinforcement learning, such as neural networks [5], genetic 
algorithm (GA) [4], has been also investigated to optimally 
divide the searched space to the states. However, in spite of 
these contrivances, rather long calculating time is still 
required and the smoothness of the resultant path is still 
insufficient at present state. 
Contrary to other research works described above, in the 
present paper, a path searching method of an articulated 
robot in three-dimensional Cartesian space is focused on, 
while avoiding obstacles. In order to reduce the memory 
resources and the convergence time, a method of 
restructuring a configuration space by using SOM in Actor-
Critic algorithm (Note: not in conventional Q-learning 
algorithm) is proposed. 
 
2 PATH SEARCH OF ARTICULATED ROBOT USING 

REINFORCEMENT LEARNING AND SOM 

2.1 Actor-Critic Algorithm of Reinforcement Learning 
Reinforcement learning is performed by repeating the 
transition from a state to another state. In the present paper, 
Actor-Critic method is used as an algorithm to decide the 
transition [1]. The concrete procedures are described 
hereinafter. 

The configuration space is divided to many of state nS R∈ , 
where n is DOF the robot manipulator. The actor decides the 
action ( )a S  randomly based on n-dimensional Gaussian 
distribution, the average and the standard deviation of which 
are μ(S) nR∈  and σ(S), respectively. Each component of μ(S) 
means the average of moving angle, i.e., 
increment/decrement angle, of the correspondent joint from 
S  to the next state S ′ . The σ(S) means the standard 
deviation of moving angle, which is common for all joints for 
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simplicity. Namely, μ(S) and σ(S) are the parameters to 
decide the action policy π(S). The schematic view concerning 
this procedure is shown in Figure 1 in the two-dimensional 
case. 
Each state S  bears a state value ( )V S , which is updated 
after the state is transited from S  to S ′  as follows:  

( ) ( ) { ( ) ( )}V S V S r V S V Sα γ ′← + + − , (1) 

where r is the reward, α is the learning rate, and γ is the 
discount rate. An action of the actor based on π(S) is referred 
to as a “step” hereinafter. At each step of one episode, the 
state value is updated, i.e., reinforcement learned, based on 
Eq. (1). All the state values are set to 0 before the first 
episode. The reward of 1r  is given when the robot arm’s tip 
reaches finally inside the goal area. Also, the reward of 2r  is 
given when the required step number for reaching the goal is 
decreased compared to that in the previous episode. Thus, 
the r  in Eq. (1) is the summation of 1r  and 2r .  
The critic deals with the above-mentioned expression 

( ') ( )r V s V sγ+ −  as the temporal difference (TD) error [1], 
and updates π(S) at each step according to the following 
rules: if TD-error>0 holds true, μ(S) is adopted and σ(S) is 

decreased by 5%. If TD-error<0 holds true, μ(S) is not 
adopted, i.e., kept as the value in the previous episode, and 
σ(S) is increased by 5%. If TD-error=0, μ(S) and σ(S) are not 
updated, i.e., kept as the values in the previous episode 
(Figure 2). 
By iterating the episode many times based on the procedure 
mentioned above, the shortest path is expected to be 
obtained finally. Please refer the concrete values of α, γ , 1r , 

2r , and those of initial μ and σ to Table 1 in Section 3, which 
are used in a computer simulation.     

2.2 Self-organizing maps, SOM 
Required memory resources and convergence time for 
reinforcement learning are much influenced by the way to 
divide the configuration space to the states. In the present 
paper, SOM algorithm is employed for optimally restructuring 
the states during the reinforcement learning. In the concrete, 
the states existing in the area with less influence on the 
learning result are combined, while those existing in the area 
with much influence are dissolved, as schematically shown in 

Figure 3: Combination and dissolution of states by self-
organizing maps (SOM) 

Figure 4: Initialization of V, µ, and σ after combining 
two states by SOM. 

Combinig 

combined 1 2V = max(V(S ),V(S ))

μ μ μ μ μ

μ μ
combined 1 1 1 2 2 1 2 2

T
n 1 n 2

= (min( (S ), (S )),min( (S ), (S )),

                  …,min( (S ), (S )))

combined 1 2σ = max(σ(S ),σ(S ))

For speeding up learning process, larger V is 
adopted. 
For achieving fine exploring, smaller μ is adopted.
For avoiding local minimum problem, larger σ is adopted.

Disolving 
V, μ , σ of each dissolved state take over ones 
before the dissolving process, i.e., the values of 
the state which is combined in a past. 

μ

σ

S

'S

1θ

2θ

2θ

1θ
Figure 1: Actor-Critic algorithm in reinforcement learning 
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Figure 2: Schematic update rule of μ  and σ  
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Figure 3. The values V(S) and π(S) of combined state are 
initialized by using ones of two states before the combining 
process, the rule of which is schematically shown in Figure 4. 
On the other hand, these values of each dissolved state take 
over ones before the dissolving process, i.e., the values of 
the state which is combined in a past. 
The SOM algorithm in this study is documented hereinafter. 
The SOM is two-layered neural networks, i.e., it has the input 
layer and the output layer, forming a projection map between 
them [1]. The internal weights of the networks are 
unsupervised learned. Here, the case of searching the path of 
3-DOF robot in 3-D space is assumed. The m-th unit in the 
output layer has its weight vector 1 4( , , )T

m m mw w= Lw , the 
dimension of which is as same as that of the input vector 

1 2 3( ( ), , , )TV s θ θ θ=x , as schematically shown in Figure 5. 
When x  is input to the SOM, a “winner” unit C is selected 
among the all units of the output layer, of which w  has the 
nearest Eucid distance to x . The mw  in the neighborhood of 
C (including C) is updated according to the following 
expression: 

( +1) ( ) ( )[ ( ) ( )]m m cm mi = i +h i i - iw w x w  (2) 

2

2( ) exp
2 ( )
c m

cm

r r
h i

i
λ

β

⎛ ⎞−
⎜ ⎟= −
⎜ ⎟
⎝ ⎠

 (3) 

where i is the iterative number of the learning, ( )iλ  is the 
learning coefficient (0< ( )iλ <1), and ( )iβ  indicates the 
dispersion of the neighborhood of C. The ( )iλ  and ( )iβ  
decrease as the learning progresses. Please refer the 
concrete values of the map size, initial values of ( )iλ  and 

( )iβ , etc. to Table 1 in Section 3. 

2.3 Proposal of State Restucturing Using SOM 
The S  having larger ( )V S  should be an important state for 
achieving the task, while the S  having lower value or the 
initial value, i.e., the state has not updated at all, should be an 
unnecessary state. By inputting 1 2 3( ( ), , , )TV s θ θ θ=x  to the 
SOM, the states existing in the neighbor with each other 
and/or having near value of ( )V S  with each other are 
clustered together in the output layer. In the computer 
simulation of the present paper, the movable range of each 
joint of 3-DOF robot is divided to 40 segments, forming 

No 

Figure 6 : Flow chart of searching process 
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Figure 5: Concept of SOM. 
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Figure 7 : Model of 3-DOF robot 

Table 1 : Parameters used in reinforcement 
learning and SOM 

 Parameter value 

A
ct

or
-C

rit
ic

 

Learning rate α 0.1 

Discount rate γ 0.95 

Initial value of average of 
moving angle μ 0 deg 

Initial value of standard 
deviation of moving angle σ  6 deg 

Reward for reaching goal r1 +1 

Reward for decreasing steps r2 +3 

Number of states 64,000(= 340 )

S
O

M
 

SOM map size 30×30 

Initial value of learning 
coefficient λ 0.5 

Initial value of dispersion of 
neighborhood β 5 

Total iteration number 10 
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40×40×40=64,000 states in the configuration space. And, the 
map size of 30×30 is employed in the SOM. In this case, the 
64,000 states are restructured to 900 states. In the course of 
learning process, the SOM is applied at every 300 episodes, 
details of which are described later in Section 3. 
The flow chart of the path searching process using 
reinforcement learning and SOM is shown in Figure 6. 
 
3  SIMULATION RESULTS 
A task is assumed, in which a 3-DOF articulated robot of RPP 
type (see Figure 7) reaches the goal area (inside a cubic with 
30 mm side in Cartesian space) within 300 steps. The 
concrete values of parameters used in the reinforcement 
learning and SOM are shown in Table 1.  
Computer simulation of searching a path was carried out in 
two cases with/without applying SOM (it is applied at every 
300 episodes in this case). The relationship between the 
iteration number of episodes (the number of learning) and the 
required steps is shown in Figure 8. Note that the smaller 
steps means that the shorter path is achieved. Looking at this 

figure, the smaller convergence time is achieved by using 
SOM. Also, the smaller convergence value of the step 
number, i.e., the shorter path, is realized by using SOM. The 
resultant path at the 5,000th episode is shown in Figure 9, 
exhibiting that the smoother and shorter path is realized by 
using SOM. 
 
4 STATE SPACE DIVIDED BY SOM 
The resultant state space at the 5,000th episode, which has 
been divided by SOM, is shown in Figure 10. In this figure, 
the area having the same grey scale expresses the same 
state which was categorized by SOM. For reference, the 
distribution of state values V(S) in the state space is shown in 
Figure 11. Comparing these figures with each other, it is 
confirmed that the areas bearing larger V(S) (see Figure 11) 

Figure 8 : Relationship between iteration number of 
episodes and required steps : (a) with SOM; (b) 
without SOM; (c) averaged results for five trials. 
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Figure 9 : Resultant path : (a) using only 
Actor-Critic; (b) using both Actor-Critic and 
SOM. 
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are divided into many states, i.e., different states (see Figure 
10). On the other hand, the areas bearing almost zero in V(S) 

(see Figure 11) are combined, forming states having 
comparatively large areas (see Figure 10). 
Qualitatively speaking, V(S) of the states existing in the area 
with much influence on the learning result is frequently 

(b) 

θ1

θ2

θ3

θ1

(a) 

Figure 11 : Distribution of state values V(S). 

(c) 

θ2

θ3

θ3 

θ1 

(a)  

θ2 

θ1 

(b)  

Figure 10 : Resultant state space at 5,000th 
episode: (a) on 1θ -θ3  plane at θ2 =0 deg; (b) 

on 1θ -θ2  plane at θ3 =45 deg; (c) on θ2 -θ3  

plane at 1θ =54 deg. 

(c)  

θ2 

θ3 
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updated, and the value of it is increased as the result. Thus, 
such significant area should be divided into many states by 
SOM. On the other hand, V(S) of the states existing in the 
area with less or no influence on the learning result is 
scarcely updated and kept almost zero. Thus, such 
meaningless area should be combined by SOM into one 
state, which has comparatively large area. These 
presumptions do not contradict the above-mentioned 
simulation results of the state space and the state values. 
 
5 CONCLUSIONS 
The path of an articulated robot is searched in three 
dimensional Cartesian space by reinforcement learning, while 
avoiding obstacles. In order to reduce the searched 
configuration space for achieving the shorter path and the 
smaller convergence time, three methods are proposed, 
which are using SOM to restructure the states during the 
learning. 
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Abstract 
The performance of hydraulic positioning servo systems is very often limited by the poor damping and the 
variable dynamics. In addition, the positioning accuracy of hydraulic drives suffers from nonlinearities in the 
valve and the actuator. It is well known that the use of states like velocity and acceleration as feedback signals 
can significantly improve the dynamic characteristics of such systems. As a result higher position loop gains 
can be chosen for improved positioning accuracy. Despite remarkable results it has been understood that the 
state-feedback controllers require considerably good velocity and acceleration feedbacks and researchers 
have questioned the practical implementation and the robustness of state-feedback controllers when it comes 
to systems with multiple degrees of freedom such as hydraulic manipulators. In this paper the development of 
state-feedback controller for a 5-DOF water hydraulic manipulator has been presented. The manipulator joints 
are only equipped with position encoders, which in general is the minimum instrumentation for an industrial 
manipulator. The results show that although the controller gains and thus performance is limited by the noise 
in the feedback signals, it can still provide improvements in tracking and positioning accuracy of the 
manipulator’s end-effecter. 
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Water Hydraulics, Robotics, Position Control 

 
 
1 INTRODUCTION 
Hydraulic position servo systems regularly exhibit poor 
damping and variable dynamics, limiting the closed loop 
positioning gains. In addition, the positioning accuracy of 
hydraulic drives suffers from several nonlinearities which exist 
in the valve and the actuator. The most dominant of these 
nonlinearities are the valve offset and hysteresis, the friction 
in the load and the actuator and the leakage both in the valve 
and the actuator. Despite their drawbacks, hydraulic servo 
systems still compete with their electrical counterparts in 
demanding industrial applications because of their high power 
to size ratio and reliability [1]. 

The most popular controller used in hydraulic position servo 
systems is the P-controller. Though robust, it gives a very 
sluggish response when tuned using robustness criteria [2]. 
Another drawback of the P-controller is that it provides a very 
limited possibility to influence the system dynamics. As a 
result, a lot of research has been done to investigate and to 
develop better solutions. 

In [3], the traditional PI-controller has been modified to 
implement a nonlinear PI-controller. However, the testing of 
the controller was limited only to a single joint of a hydraulic 
manipulator. On the other hand, Virvalo has suggested 
avoiding the integral term in controllers for hydraulic position 
servo systems [4]. It has been shown that because of the 
nonlinearities in the valve, the use of the integrator can lead 
to a hunting behaviour. Moreover, Virvalo has compared the 
performance of the P-controller, the filtered P-controller (P-
controller with the first order lag) and the state-feedback 
controller with varying loads [5]. The results show that the 
performance of the state-feedback controller depends on the 
load variation.  Linjama [2] has analyzed the robustness of the 
same controllers with a focus on the parameter variations and 
sampling time. He concluded that a robustly designed state-

feedback controller can lead to unstable system when 
practically realized as time discrete. In [6], Torben tests a set 
of linear controllers on a two joint manipulator driven by linear 
hydraulic drives. Bonchis has documented the performance of 
a very wide range of controllers for hydraulic drives in his 
work [7]. But once again all the tests were performed on a 
single joint of a mining manipulator. 

Since hydraulic drives exhibit nonlinear and variable 
characteristics, many researchers have investigated solutions 
using nonlinear and adaptive controllers. The use of 
linearised pressure dynamics as a feedback has been studied 
in [8]. The system was found to be robust against the load 
and parameter variations, but position tracking results were 
not remarkable. In the same study, Torben also tests adaptive 
controllers on a two joint manipulator driven by linear 
hydraulic drives. In this case, despite attaining better 
accuracy, the position tracking exhibit chattering due to the 
noise in the velocity feedback signal. In [9], Tochizawa 
conducts experiments with a two joint manipulator driven by 
rotary hydraulic actuators. The controllers have been 
compared under the condition of varying load on the 
manipulator. The adaptive controller was found much more 
complicated to implement but it did not guarantee any more 
accuracy than the classical controller. 

The above paragraphs provide just a glimpse of the 
developments in the control of hydraulic position servo 
systems. However, majority of the research has been done 
with oil hydraulic actuators, and more importantly, with 
systems composed of one or two actuators. Considering the 
nonlinearities of hydraulic components, the situation gets 
worse with water hydraulic servo systems. The choice of the 
water hydraulic components is much more limited and the 
quality of the water hydraulic servo valves is not as high as 
that of the oil hydraulic servo valves. The leakage is normally 
higher due to low viscosity, and so is the friction in the 
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actuator. Despite, the characteristic advantages of hydraulics 
together with water as the pressure medium (fire and 
environmentally safe, chemically neutral, not activated, not 
affected by radiation) are highlighted in critical applications 
such as remote handling operations in the International 
Thermonuclear Experimental Reactor (ITER) [10]. 

With these developments in water hydraulic applications, it is 
clear that an investigation in the control techniques is required 
to improve the position control of these systems. The 
positioning response is important not only to move such water 
hydraulic manipulators from point to point in space, but also to 
employ the force control techniques, such as the position-
based impedance control (PBIC), where the performance of 
the scheme heavily depends on the performance of the 
internal position control loop [11]. 

In the following section, the background and the choice for 
state-feedback controller for the study will be discussed 
briefly. The experimental setup of 5-DOF (Degrees Of 
Freedom) water hydraulic manipulator has been presented in 
section 3. In section 4 the development of state-feedback 
controller for the first joint of the manipulator as an example 
has been discussed. Position tracking measurements and 
accuracy results of the manipulator’s end-effecter in Cartesian 
space will be presented in section 5. In the last section, the 
conclusions will be drawn on the basis of results and some 
future goals will be described. 

2 CHOICE OF STATE-FEEDBACK CONTROLLER 
A dexterous manipulator composed of water hydraulic 
actuators is a requirement for carrying out remote handling 
operations in the diverter region of ITER. The application is 
demanding in terms of compactness, reliability, dexterity and 
accuracy. The manipulator should be operable remotely and 
include the master-slave scheme. The positioning response 
and accuracy are important not only for point-to-point motion 
of the manipulator in space but also for the employment of the 
force control schemes, such as position based impedance 
control (PBIC) or hybrid position and force control [11]. Since 
hydraulic components (both water and oil) exhibit poor 
damping limiting position loop gain, the performance can only 
be improved by using control techniques that can influence 
the dynamics of the system. 

It is well known that the use of states such as velocity and 
acceleration as feedback can improve the dynamics of fluid 
power (hydraulic) servo systems. As a result, higher closed 
loop gains can be used for improved dynamic response and 
reduced steady state error. Controllers employing such 
technique are widely termed as state-feedback controllers. 
The characteristics of the state-feedback controller can be 
useful in hydraulic manipulators, where the dynamic response 
of each drive propagates further, to strongly affect the end-
effecter positioning response. 

The design of the state-feedback controller is based on the 
principal of selecting new pole locations to achieve the 
desired dynamics. Figure 1 shows the state-feedback 
controller with ideal feedback signals. 
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Figure 1: State-feedback controller with ideal feedbacks 

Mathematically the modified linear model of the system can 
be written as in equation 1, which is the transfer function 
between the control signal of the servo valve and the position 
of the actuator. Where Kqa is the velocity gain, ωn is the 
natural frequency and ξn is the natural damping of the system. 
Kp, Kv and Ka are the position, velocity and acceleration 
feedback gains respectively. 
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Assuming ideal feedback of the states (velocity and 
acceleration), the poles of the above system can be selected 
as desired, by modifying the feedback gains. In practice this 
means using both velocity and acceleration sensors, which 
will result in additional cost and complicated instrumentation, 
especially in the systems with several hydraulic actuators. If 
the velocity sensor will be used alone, the quality of the 
acceleration signal will depend on the resolution of the 
velocity sensor, and if the acceleration sensor will be used 
alone, the integration will result in an offset in the velocity 
signal. 

In practice, velocity and acceleration signals are obtained by 
numerical differentiation of the position signal. This results in 
a poor quality velocity and acceleration signals. The reason is 
the quantization noise, which is inversely proportional to the 
resolution of encoder/resolver and directly proportional to the 
sampling frequency. Increasing the resolution of the 
encoder/resolver may improve the performance, but this will 
result in increased instrumentation cost. Also, it does not 
provide the complete answer, because the quantization noise 
may still appear at small velocities at which these 
manipulators needed to be derived. At the same time modern 
servo systems require sampling frequencies approaching few 
kilo hertz. In Figure 2, the realization of the state-feedback 
controller is shown where only position feedback signal is 
available. 
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Figure 2 : Realization of state-feedback controller 

As discussed in last section, lots of work has been carried out 
to study the application of state-feedback controllers on fluidic 
servo systems. However, in most cases the results have been 
presented using a single hydraulic drive and the control input 
signal is a large step. On the other hand a hydraulic 
manipulator is composed of multiple hydraulic drives 
connected in series to form a non-rigid structure. In addition a 
large step is never a realistic input for manipulators of larger 
size as majority of hydraulic manipulators are. Most of the 
time these manipulators are required to follow smooth 
position profiles in space. These profiles are designed 
according to the dynamic limitations of the manipulator and 
the task at hand. In most hydraulic manipulators, the driving 
velocity is limited because of large manipulator size and 
supply pressure. These lower velocities and accelerations 
result in a much higher quantization noise and thus strongly 
restrict the servo loop gains or result in vibrations of small 
amplitude. Because of the manipulator’s chain like structure, 
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these small vibrations can propagate from joint to joint and 
lead to undesired behavior of the manipulator’s end-effecter. 

To fully utilize the capabilities of the state-feedback controller, 
velocity and acceleration signals of a relatively good quality 
are required. This requirement reduces its practical 
application in several cases [2]. In [12] Mäkinen evaluates the 
effects of the feedback signal quality on the position servo 
control of a pneumatic drive. The best results were achieved 
by using an observer to calculate the velocity and the 
acceleration feedback signals. Mäkinen also shows that the 
use of a filter results either in too much delay or in a failure to 
eliminate the quantization noise completely. In [13], Virvalo 
concludes that a high resolution of the position encoder is 
required to implement the state-feedback controller for the 
hydraulic drives. The study showed that good results can be 
obtained when an n-sample estimator is used to calculate the 
velocity and acceleration signals. Implementation of an n-
sample estimator is shown in equation 2. 
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3 EXPERIMENTAL SETUP 

 

Figure 3: 5-DOF water hydraulic manipulator 

Experiments were performed using the water hydraulic 
manipulator shown in Figure 3. The manipulator consists of a 
2-link planar arm with shoulder and elbow rotational joints, 
powered by water hydraulic cylinder actuators. The end of the 
planar arm is fitted with a robotic wrist, with three rotational 
joints powered by water hydraulic vane actuators. The 
dimensions of the cylinders for the first and the second joint 
are 63/32-350 mm and 50/28-350 mm respectively. The 
specific volume of vanes is 2.8×10-5 m3/rad with a motion 
range of 270o. The cylinders and vanes are driven by flow 
control servo valves with a flow rate of 6 l/min and 4 l/min 
respectively at a nominal pressure of 3.5 MPa (35 bar) per 
control notch, respectively. The joint angles are measured 
using pulse encoders with a resolution of 5000×25 
pulses/revolution. The sampling frequency of the system is 1 
kHz. A supply pressure of 20 MPa (200 bar) is used. 

4 DEVELOPMENT OF CONTROLLER 
During the experimental study the state-feedback controller 
was developed for each joint of the manipulator. However, 
due to limited space only the example of the first joint (joint 1 
as shown in Figure 3) is presented here. The example is 
selected because of the wide variations in the dynamics of the 
link which not only depends on its own position but also the 
posture of the rest of the manipulator’s links. 

The dynamic parameters of the joint can be estimated by 
driving it in the open loop, while keeping the rest of the joints 

in different positions. The nominal value of natural frequency 
ωn was determined to be 35 rad/s. The velocity gain Kqa of the 
system when the cylinder is derived outwards is measured 
approximately to be 3.5 deg/s/V. It is difficult to estimate the 
natural damping of a hydraulic servo system but a good 
approximation can be 0.15. 

The initial tuning of state-feedback controller has been widely 
discussed for example in [2] and [7]. Initial tuning parameters 
can be found using the following set of equations 3, 4 and 5. 
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Where, Kcr = 2ξnωn is the open loop critical gain, ω = 
(0.9…1.5)ωn is new selected frequency of the system, ξ = 
0.3…0.7 is the new selected damping and KH is the position 
feedback gain. 

Using the above set of equations when ω = 1.1×ωn = 38.5 
rad/s, ξ = 0.7 and Kcr = 10 1/s, the calculated gains were 
found to be Kp = 166 V/rad, Kv = 3.5 V/rad/s and Ka = 0.6 
V/rad/s2. The simulated step response of the system with 
these tuning parameters is shown in Figure 4. The system 
remains stable without any overshoot.  
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Figure 4: Simulated step response 

The above simulation makes use of the ideal velocity and 
acceleration feedback signals. In modern practice the control 
systems are implemented using digital computers with time 
discrete equivalent of continuous time models. As mentioned 
earlier the velocity and acceleration feedbacks are obtained 
by the numerical differentiation or some variation of it (n-
sample estimators) of position feedback signal. As feedback 
signals obtained by direct differentiation are too noisy, the n-
sample estimators were opted as previous studies show their 
usefulness. The velocity feedback signal is obtained with a 
value of n = 8 and acceleration signal is obtained with a value 
of n = 4. These n-sample estimators though result in a 
reduction of quantization noise but at the same time 
introduces delay in the feedback signal. In this case velocity 
feedback signal is delayed by 8 samples and acceleration 
feedback signal is delayed by 12 samples. The idea is to find 
a balance between the delay and quantization noise as both 
factors results in the reduction of possible feedback gains. 
Figure 5 shows the obtained velocity and acceleration 
feedback signals for the position profile of Figure 7. The 
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phenomenon of quantization noise is especially visible in case 
of acceleration feedback signal. 
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Figure 5: Velocity and acceleration feedback signals 

Hence, with the tuning parameters obtained during the design 
phase the manipulator joint repeatedly went unstable for a 
step input. To achieve a stable response the gains needed to 
be retuned and lowered. The new values of the gains were 
found to be as Kp = 116 V/rad, Kv = 2.8 V/rad/s and Ka = 
0.0524 V/rad/s2. This finding confirms the concerns rose in [2] 
about the practical implementation of state-feedback 
controller. With these tunings the position step response from 
-15o to 11o and 37o to 11o is shown in Figure 6. The valve 
saturation is fixed at ±20% as the movement of the joint is too 
fast if valve is not saturated. The zoomed plot of step 
response shows some decaying vibrations of very low 
amplitude, however the response is stable and the steady 
state accuracy is better than 0.05o. 
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Figure 6: Step response of the joint 1 

As mentioned earlier that a large step input is seldom a 
realistic input for a manipulator. Hence, a smooth position 
profile is the next input tested. With the same tuning during 
the profile tracking, the motion of the joint though remained 
stable however, minor vibrations were observed during profile 
tracking. In case of a manipulator these small vibrations can 

lead to instability and undesired behavior at the end-effecter. 
The reason of vibrations during profile tracking is the 
quantization noise. Hence a smaller value of gains had to be 
chosen. After some tuning of gains in such a way that no 
vibrations were observed during the profile tracking the tuned 
values of gains were further reduced to Kp = 110 V/rad, Kv = 
2.0 V/rad/s and Ka = 0.05 V/rad/s2. 

Figure 7 shows the position tracking response from -9o to 80o 
and 80o to -9o. The input trajectory has an approximate 
velocity of 7o/s. The tracking response indicates the controller 
follows the input without any serious vibration. The tracking 
error remains less then 1.0o all times and steady state 
accuracy remains better than 0.05o. 
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Figure 7: Tracking response of joint 1 

From the above experiments and discussion it is quite clear 
that quantization noise in the velocity and acceleration 
feedback signals results in the instability during the practical 
implementation of state-feedback controller. Further reduction 
in the feedback gains is required when the joint is to be driven 
with smooth position profiles of reduced velocity. In fact the 
behavior was found consistent during the development of 
controllers for the rest of the joints of the manipulator. 

5 CARTESIAN MEASUREMENTS 
Following the same steps as described in prvious section the 
state-feedback controller was designed for each joint of the 5-
DOF water hydraulic manipulator. The manipulator is driven 
across in its workspace using smooth position trajectories. 
The tracking response and the error for four different profiles 
are shown in Figure 8 and Figure 9. The tracking error 
remains smaller than 5 mm for linear motion and smaller than 
0.1o for revolute motion. The notable deviation at the start of 
the profile is believed to be the limited pressure to move all 
the joints simultaneously. Even though the feedback gains 
were limited due to the delay and quantization noise in the 
velocity and acceleration signals, still much higher position 
gains as compared to P-controller were possible to achieve 
an improved tracking and positioning accuracy at the end-
effecter of the manipulator. To be mentioned here the 
movement of the joints and thus the workspace of the 
manipulator were slightly limited, as the manipulator went 
unstable at the workspace boundary. The velocity and 
acceleration feedback gains needed to be decreased much 
further to keep the manipulator stable in entire workspace and 
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thus the no noticeable improvements were achieved in that 
case. 

6 CONCLUSIONS 
In this study the implementation of the state-feedback 
controller for water hydraulic manipulator was analyzed. The 
results show that the performance of the controller depends 
on the feedback signal quality. The presence of quantization 
noise and delay results in the reduced feedback gains, so a 
care must be taken during the implementation. However, 
even with these reduced gains a considerable improvement in 
positioning and tracking accuracy of the manipulator was 
achieved as compared to a traditional P-controller. The 
manipulator was found stable in the majority of work space. 
The stability and accuracy of the manipulator can also be 

guaranteed in entire workspace if the gains are scheduled as 
a function of manipulator’s posture. However this is beyond 
the scope of current study and is a future goal. 

The future work will include the further enhancement of 
controller by obtaining the velocity and acceleration 
feedbacks by using the observer. This may result in improved 
accuracy and robustness. The performance of the controller 
needs to be tested with varying conditions of load. Once the 
dynamic performance and positioning accuracy are 
satisfactory, force control needs to be included to make the 
manipulator practically applicable for remote handling 
operations. 
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Figure 8: Position response and tracking error of the manipulator 
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Figure 9: Position response and tracking error of the manipulator 
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Trajectory Tracking Feedback Control of Robot Manipulators 
with Coupled Dynamics of Force and Position 

Hiroaki Ichii1, Sadao Kawamura2 
1 Dept. of Control Engineering, Nara Nationl College of Technology, Nara, Japan  

2 Dept. of Robotisc, Ritsumeikan University, Shiga, Japan 
 Abstract 

 When a robot manipulator contacts an object, a Coulomb friction force occurs in the motion direction on the 
surface. Therefore, it seems that the previously proposed control methods can not obtain good control 
performance with trajectory tracking. This paper proposes a new trajectory tracking control method for cases 
that there is a Coulomb friction force between a robot and an object. It is mathematically proven that trajectory 
tracking errors between actual motions and desired motions can be effectively reduced as position and 
velocity feedback gains increase. The trajectory tracking performance of the proposed feedback control 
method is demonstrated by some simulation results.  
 
Keywords:  
Tracking; Coulomb Friction; Decoupling Control 

 
1 INTRODUCTION 

If a robot manipulator contacts the surface of an object as 
seen in Fig.1, a constraint force is generated between the end 
effecter of the robot and the surface. Many papers on stability 
and constraint forces (or hybrid position/force control) have 
been published so far [1][2][3]. However, the characteristics of 
Coulomb friction between the end effecter and the constraint 
surface have not been investigated enough so far even 
though there are the papers on characteristics of static 
friction. In general, the constrain force occurs in the normal 
direction to the surface and the end effecter of the robot 
manipulator moves in the orthogonal directions to the normal 
direction. In the previous researches, they focused on 
orthogonality or decoupled dynamics between position 
directions and force directions. In other words, Coulomb 
friction was ignored because the Coulomb friction force 
determined by the contact force exists in position directions. 
However, since there is Coulomb friction between the robot 
and the object in practice, the characteristics of Coulomb 
friction should be considered. 

We investigated the characteristics of Coulomb friction and 
pointed out that there is another singular point with Coulomb 
friction in the reference [4]. In the reference, the reason why 
the singular points occur was explained and the qualitative 
characteristics on the singular points were revealed through 
numerical examples. Moreover, we proposed a new control 
method to overcome the problems of Coulomb friction force. 
However, the stability of the robot motion controlled by the 
proposed method has not been proven in the reference [4]. 

In this paper, we prove the stability of the robot motion. At 
first, the robot dynamics with Coulomb friction is described 
and the coupling problem of the constraint force is explained 
through some simulation results. Next, a Lyapunov function 
candidate is proposed. In the stability analysis, it is 
mathematically proven that the trajectory tracking error 
between the actual motion and the desired motion can be 
effectively reduced as the position and velocity feedback 
gains increase. Even though the motion control direction is 
coupled with the constraint force direction, the trajectory 
tracking with high accuracy is guaranteed for non-linear 
dynamics including Coulomb friction. Finally the trajectory 

tracking performance of the proposed feedback control 
method is demonstrated by some simulation results. 
2 MODELING OF A ROBOT  AND COULOMB FRICTION 

In order to simplify the explanation, we consider a three 
DOF robot as shown in Fig.1. The end effector is 
geometrically constrained by the surface 

0)( =pφ                  (1) 

where )13( ×p  is a position of the end effecter in the 

Cartesian coordinate system bΣ . Hereafter we assume that 

the constraint surface is sufficiently smooth. The constraint 
force )11( ×f  is generated to the normal direction of the 
constraint surface. Generally, when a robot contacts a 
surface, the constraint force becomes positive, where the 
inside direction is set positive as seen in Fig.1. However, in 
order to simply explain the following parts, here we consider 
that the constraint force f  takes both positive and negative.  

 
 

Figure 1: A robot arm and A Constraint Surface. 
we may set the sufficiently large feedforward input. The 
magnitude of the Coulomb friction force generated to the 
motion direction is determined by the friction coefficient 

)11( ×µ  and the constraint force f , and the direction is set 
to the reverse of the motion direction. 

In general, the robot moves along a desired trajectory on 
the surface and may stop at some points on the surface. 
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Therefore, static friction must be considered. However, since 
the main purpose of this paper is to investigate the coupling 
problems of constraint force f  when the robot moves, we 
will not treat static friction in the followings. Then the model of 
the Coulomb friction force cf  is given by 

fafc µ)( p&=                 (2) 

where, )13)(( ×p&a  is shown by 

⎪⎩

⎪
⎨
⎧

<

≥
=

εε

ε

||||/][

||||||||/][
)(

p

pp
p

&&&&

&&&&&
&

T

T

zyx

zyx
a                                    (3) 

Here, each of x& , y&  and z&  is an element of the velocity 

vector p& . 

The dynamics of the robot is shown by 

)(),()(
2
1)( qgqBqqSqRqqR +⎟

⎠
⎞

⎜
⎝
⎛ +++ &&&&&   

   fft T µ)()( paJdu &−+= .      (4) 

Where )( 13×q : a joint angle vector, ))(( 33×qR  : an inertia 

matrix, )()),()(/( 1321 ×+ qqqSqR &&&  : terms of centrifugal 
force and Coriolis force, )( 33×B : a diagonal matrix whose 
elements are coefficients of viscosity of the joint, ))(( 13×qg : 
a gravity term, )( 13×u : a control input, )( 33×J : a Jacobian 
matrix, and )( 13×d : a normal direction unit force vector in 
the joint angle coordinates given by 

pp
Jd

∂
∂

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

=
φφ

T
T                (5) 

where )(/ 31×∂∂ pφ : a normal vector of the surface. 

3 CONVENTIONAL CONTROL METHODS AND 
COUPLING PROBLEMS 

3.1 A conventional control method 
Here, the input )(tu  is chosen as 

))(()()( ttft dddp qgdqKqKu +−−∆−= ∆ &                             (6) 

where ))(( 13×∆ tq : a joint angle error ( )()()( tdttq qq −=∆ ),  

))(( 13×tdq : a desired trajectory, ))(( 11×tdf : a feedforward 

input. )}(,,.{diag 33321 ×= pppp kkkK : a position feedback 

gain matrix, and )}(,,.{diag 33321 ×= dddd kkkK : a 
velocity feedback gain matrix. 

Here, by substituting Eq. (6) to Eq. (4), we have   

qBqqSqRqqR &&&&& ⎟
⎠
⎞

⎜
⎝
⎛ +++ ),()(

2
1)(

 
{ }ff T

dddp µ)()()( paJdqgqgdqKqK && −+−+−∆−∆−=     (7)
 

Next, we multiply Eq. (7) by  1)( −qRd T  from the left side of 

Eq. (7). Using of the relation of qdqd &&&& TT −= , we obtain 

⎩
⎨
⎧

⎟
⎠
⎞

⎜
⎝
⎛ +++−= − qBqqSqRqRdqd &&&&& ),()(

2
1)( 1TTfη          

    }ddpd fdqKqKqgqg +∆+∆++− )()(    (8) 

where, η  is given by 

{ }µη )()( 1 paJdqRd &TT −= − .              (9) 

3.2 Coupling problems on Coulomb Friction 
We treat the case that the robot can trace the desired 

trajectory as seen in Fig. 1. In practice, the robot cannot 
perfectly realize the desired trajectory. In this case, 
unfortunately it is possible to generate the circulation of the 
error increase. Fig. 2. shows the mechanism of the 
circulation. Namely, since the constraint force appears in the 
motion direction, it works to increase the position and velocity 
errors. The increase of the errors may enlarge the constraint 
force. 

Figure 2: Cycle of Coupling Constraint Force. 

3.3 A two links model 
In order to investigate the circulation problem on Coulomb 

friction, the simulation model with two links is utilized as seen 
Fig.3. Here, to simplify the explanation, the gravitational term 
is not included. The control input )(tu  is given by 

ddp ft dqKqKu −∆−∆−= &)(              (10) 

where )11( ×df  : a feedforward input, )22( ×pK  : a position 

feedback gain matrix, )22( ×dK  : a velocity feedback gain 
matrix. 

Here, we consider that the tip of the robot is constrained by 
a line as shown Fig. 3. Each link has same length 0.5[m]. The 
center of mass of each link is set 25.021 == gg ll  [m]. The 

mass of the link 1 is fixed with 15.0 [kg], and the mass of the 
link 2 is fixed with 10.0 [kg]. The cross section of the link is 
assumed to be a square and the density is set constant. The 
moment of inertia is fixed with the mass of a link. The friction 
coefficient µ  of the constraint surface is set 0.3. 

The robot moves along the desired trajectory from 0y  to 

1y  in Cartesian coordinates shown by 
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         (11) 

where, 500 .=x [m], 02039500 ... ×=y [m], 

02039501 ... ×−=y  [m], and 05.=T [sec] : a terminal 
time. 
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Figure 3: A robot Arm with Two Links and A Constraint Line. 

3.4 Simulation results 

We calculated the constraint force f , the angle error 1q∆  

and the angular velocity error 1q&∆  when the robot is 
controlled by the feedback control input shown by an Eq. (10). 
The desired trajectory is given by Eq. (11). Here, we set the 
feedforward input df  as follows: 

⎪
⎩
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≥
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⎜
⎝
⎛ −

=
)0.2(0.0

)0.2(0.50
2

sin0.50

t

tt
fd

ππ
           (12) 

In this simulation, we set the position feedback gain matrix 
}800800.{diag=pK , and the velocity feedback gain 

matrix }800800.{diag=dK . The angle error 1q∆ , the 

angular velocity error 1q&∆ , and the constraint force f  are 

shown in Fig. 4, in Fig. 5, in Fig. 6, respectively. 
 

Figure 4: Error 1q∆ .                  Figure 5: Error 1q&∆ . 

 
 

 
Figure 6: Constraint Force. 

 

 
There is the peak of the actual force at 1.0 [sec] because 

the feedforward input df  is added.  As the result, the angle 
and the angular errors increase around 2.0[sec]. Next, the 
constraint force has a considerably large peak after 2.0[sec] 
because of increase of the angle and the angular velocity 
errors. It means the circulation problem explained in 
subsection 3.2. 
4 A PROPOSED CONTROL METHOD  

4.1 A decoupling control method on Coulomb friction 
The cause of the feedback errors/constraint force coupling 

is that the feedback errors appear in the right hand side of Eq. 
(8). Thus, we eliminate those errors from Eq. (8). For this 
purpose, we propose a new control method represented by 

ddp fkku dqqRqΨqR −Ψ∆−∆−= &)()(             (13) 

where a projection matrix )33( ×Ψ  is given by   

2d

ddIΨ
T

−=  .              (14) 

4.2 Conditions 
We assume that the Jacobian matrix is nonsingular and  

0εη ≥                (15) 

where 0ε : a positive constant. In the reference [4], we 

defined Coulomb friction singular points as 0=η . The 
condition given in Eq.(15) means the nonsingularity of 
Coulomb friction singular points. This condition can be 
satisfied if there is no link with extremely small (or large) 
inertia in comparison with other links of the robot. The details 
are shown in the reference [4]. 

Next, we assume  

γ<∆q                (16) 

where γ  is a positive constant. If we set γ   sufficiently 
small, then we obtain the following equation 

)10( <≤∆≤∆ aaf εε qqΨ             (17) 

where a projection matrix fΨ  is given by 

2d

ddΨ
T

f = .              (18) 

Eq.(17) holds if γ  is sufficiently small because the 
component of the angle error in the force control direction 
becomes small as the angle error converge to zero. Here, we 
utilized the smoothness of the constraint surface to obtain 
Eq.(17). 

From the Eq.(17) q∆  is satisfied the following inequality 

qqΨqΨqΨq ∆+∆≤∆+∆≤∆ af ε .           (19) 

Therefore, we obtain 

qqΨ ∆−≥∆ )1( aε .             (20) 

Moreover, we assume  
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)1)(0()( <≤∆≤∆ dbdbf qqqqΨ &&& εε ,           (21) 

To understand the meaning of Eq(21), the following 
equations are important. At first, using the relation of 

fΨΨI += , we obtain 

qΨqΨq &&& ∆+∆=∆ f .             (22) 

On the other hand, we calculate the error of the joint angluar 
velocity q&∆  as  

dd qΨΨqΨq && )( −+∆=∆ .             (23) 

Then from Eq.(22) and Eq.(23) we have 

ddf qΨΨqΨ && )( −=∆ .             (24) 

From Eq.(24) we obtain Eq.(21).    

4.3 Error dynamics 
Using the proposed decoupling control method, Dynamics 

of a robot manipulator can be written by 

)(),()(
2
1)( qgqBqqSqRqqR +⎟

⎠
⎞

⎜
⎝
⎛ +++ &&&&&  

{ } )()( dd
T

dp ff qgdpaJdqRΨKqRΨK +−−−∆−∆−= µ&& . (25) 
Since  

dqΨqΨq &&& +∆= ,              (26) 

we obtain 

dd qΨqΨqΨqΨq &&&&&&&&&& ++∆+∆= .            (27) 

From Eqs.(26) and (27), the error dynamics of the robot 
manipulator is rewritten into  

{ }dd qΨqΨqΨqΨR &&&&&&&& +++ ∆∆  

 { }dqΨqΨBqqSR &&&& +
⎭
⎬
⎫
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 { }fkk T
dp µ)( paJdqRΨqRΨ && −−∆−∆−=  

  ( ))()( ddf qgqgd −−− .           (28) 

Next we multiply Eq.(28) by 1−Rd T  from the left side of an 

Eq.(28). Using of the relation of 0=Ψd T , we obtain the 
following equation which dose not involve feedback gain 

pk ， dk . 

{ } { }d
T

d
T qΨqΨBqqSRRdqΨqΨd &&&&&&&& +
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⎬
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d

T qgqgRd −− −            (29) 

Here, from Eq.(29), the constraint force f  is shown by  
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Tf qΨqΨd &&&& +∆−=
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Finally by substituting Eq.(30) into Eq.(28) the dynamics 
without the constraint force f  is represented by  

{ } qRΨqRΨqΨqΨR &&&&& ∆−∆−=∆+∆ dp kk  
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where 
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4.4 Stability analysis 
Here we define a Lyapunov function candidate as  

xNxx ∆∆=∆ TV
2
1)(              (33) 

where TTT ],[ Ψqqx &∆∆=∆  and the matrix N  is defined as 

⎥
⎦

⎤
⎢
⎣

⎡ +
=

RR
RR

N
α

αα 0)( dp kk
.             (34) 

In Eq.(34), the matrix 0R  is a positive definite matrix and 

should be set an estimated inertia matrix )(qR . All elements 

of 0R  are constants. We set α  an appropriate positive 
constant to satisfy 

0≥V                (35) 

for any x∆ . 

Next we calculate the derivative of V  as 

qRΨΨqΨqqRΨΨqΨq ∆∆+∆+∆∆+∆= )()( &&&&&&&&&& TTTTV α  

 qΨRΨqqRq &&&& ∆∆+∆∆++ TT
dp kk

2
1)( 0α  

 qΨΨRqqΨRΨq ∆∆+∆∆+ &&&& TT αα  

   qΨRΨq && ∆∆+ Tα .           (36) 

From the assumption given by Eq.(16), we obtain the 
following equations 

0c+∆≤∆ qΨq &&  ,       21 cc +∆≤ qΨR &&  , 

43 cc +∆≤ qΨΨ &&  ,   65),( cc +∆≤ qΨqqS &&            (37) 

where 0c ~ 6c  are appropriate positive constants. 

From Eq.(37) and Eq.(31), the first term of the right hand 
side of Eq.(36) can be written into 

≤∆∆+∆ qRΨΨqΨq &&&&& )( TT  

 qΨRΨqqΨRΨq &&& ∆∆−∆∆− T
d

T
p kk  
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 qΨqΨqΨ &&& ∆+∆+∆+ 9
2

8
3

7 ccc ,           (38) 

and the second term of the right hand side of Eq.(36) can be 
written into 

≤∆∆+∆ qRΨΨqΨq )( &&&& TTα  

 qΨRΨqqΨRΨq &∆∆−∆∆− T
d

T
p kk αα  

 )( 12
2

11
2

10 qqqΨ ∆+∆+∆+ ccc &α            (39) 

where 7c ~ 12c  are appropriate positive constants. 

Here, to drive Eq.(38) and Eq.(39) we used the following 
relation 

13)( cT ≤− µpaJd &              (40) 

where 13c  is an appropriate positive constant. 

Therefore, from the first term to the third term of the right 
hand side of Eq.(36), we obtain the following equation 

qRΨΨqΨqqRΨΨqΨq ∆∆+∆+∆∆+∆ )()( &&&&&&&&& TTTT α  

qRq ∆∆++ 0
T

dp kk &)( α  

 qRq ∆∆+≤ 0
T

dp kk &)( α  

qΨRΨqqΨRΨq && ∆∆−∆∆− T
d

T
p kkα  

qΨRΨqqΨRΨq ∆∆−∆∆− T
d

T
p kk && α  

qΨqΨqΨ &&& ∆+∆+∆++ 9
2

8
3

107 cccc )( α  

qcqc ∆+∆+ 12
2

11 αα .            (41) 

Here, using of the relation ΨΨI += f  the first term of the 

right hand side of Eq.(41) can be written into 

qΨΨRqqRq ∆∆+=∆∆+ 00
T

dp
T

dp kkkk && )()( αα  

qRΨq ∆∆++ 0f
T

dp kk &)( α  

qΨΨRq ∆∆++ f
T

dp kk 0&)( α .           (42) 

Moreover, it is important to note that the following relation 
holds if 0R  is close to )(qR .  

[ ] )(max 1000 <<≤− cc ελε RRR            (43) 

Using Eqs.(17), (21) and (42), the part of the right hand side 
of Eq.(41) from the first term to the fifth term can be shown 

qΨRΨqqΨRΨq && ∆∆−∆∆− T
d

T
p kkα  

qkkkk T
dp

T
dp ∆∆++∆∆+− 0RqqΨRΨq && )()( αα  

qΨRRΨq ∆−∆+≤ )()( 0
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dp kk &α  

[ ] 2
0max)( qR ∆++ λεα bdp kk  

[ ] qΨqR &∆∆++ 0max)( λεα adp kk  

[ ] [ ] 2
min

2
min qkqk dp &∆−∆− ΨRΨR λλα  

[ ]{ }qΨqqR &∆∆++∆+≤ )()( max cabdp kk εεελα 2
0  

[ ] [ ] 2
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2
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[ ]{ Rmin)( λεα 21 apk −−≤  

[ ] 2
02
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⎬
⎫

⎟⎟
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⎝
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εε
εα ca
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[ ] [ ] 2
02

qΨRR &∆
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⎪
⎬
⎫

⎩
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
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(44) 
The part of the right hand side of Eq.(36) from the fourth term 
to the seventh term can be shown 

qΨRΨqqΨRΨq ∆∆+∆∆ &&&&& TT α
2
1

 

qΨRΨqqΨΨRq &&&& ∆∆+∆∆+ TT αα  

2
14

3
13 qq && Ψ∆+Ψ∆≤ cc  

2
16

3
15 q∆+∆+ cqc             (45) 

where, 13c ~ 16c   are appropriate positive constants. 

Consequently, from Eq.(36),(41),(42),(44) and (45) we obtain  

xxx ∆+∆−∆≤ 1
2

2
3

3 ζζζV&             (46) 

where 1ζ , 2ζ  and 3ζ  are positive constants. The reason 

why 2ζ  can be set positive will be explained in the following 
manner.   

Here, we set ρk p = ， ρakd =  where ρ  is a positive 
constant and the character a  means the ration between 
gains. 

The coefficient 2ζ  is determined by  

],min[ 212 aaζ = .              (47) 

The values of 1a  and 2a  are represented by      

[ ][ Rmin)( λεαρa a
2

1 1−=  

[ ] 1702
1 cλ
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εaα ca
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[ ] [ ] 1802 2
1 caa ca −
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⎟⎟
⎠
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⎝

⎛ +
+−= RR maxmin )( λ

εε
ααλρ    (48) 

where 17c , 18c  are positive constants. 

In Eq.(48),if aε , bε , and cε  are sufficiently small, we 
obtain the following inequalities. 

[ ] [ ] 0
2

11 0
2 >⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ +
++−− RR maxmin )()( λ

εε
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(49) 

[ ] [ ] 0
2

1 0 >⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
+− RR maxmin )( λ

εε
aααλ ca            (50) 

Therefore if we set ρ  a sufficiently large value, then 2ζ  can 
become a positive constant with a sufficiently large value . 

The right hand side of Eq.(46) becomes a third order 
function with x∆  and  the roots of the function can be 

represented by zero, 1r  and 2r  as follows: 

3

13
2
22

1 2
4

ζ
ζζζζ

r
−−

= ,    
3

13
2
22

2 2
4

ζ
ζζζζ

r
−+

= .      (51) 

As explained, 2ζ  can become large as the feedback gain ρ  

increases. It means that the 1r  becomes small and 2r  
becomes large. Since the time derivative of the Lyapunov 
function given by Eq.(36) is negative in the range from 1r  to 

2r , the decrease of 1r  and the increase of 2r  mean 

increase of the stable range of x∆ . In particular, the 

decrease of 1r  directly realize the improvement of trajectory 
tracking performance. More rigorously speaking, we obtain  

1rN
Ntx

min

max)(
λ
λ

≤∆              (52) 

for any time t. The details to derive Eq.(52) is shown in [5] 
and [6]. Moreover, it is proven that the constraint force 
represented by Eq.(30) is bounded because the angle q  and 
angular velocity q&  are bounded. 

4.5 Simulation results 
The simulation results on the proposed control method are 
shown in Fig. 7, Fig.8, and Fig.9. In the proposed control 
method, we could increase the feedback gains. In the 
conventional control method, however, the feedback gains 
could not be set more than 800 with the same sampling time.  

 Fig. 7 and Fig.8 shows the position errors and the velocity 
errors of the joint 1 on the conventional control method and 
the proposed control method, respectively. As seen in Fig. 7 
and Fig. 8, it is confirmed that the position and the velocity 
errors on the proposed control method become smaller than 
those errors on the conventional control method. On the other 
hand in Fig.9, it is observed that the proposed control method 
could eliminate the second peak force. Consequently, it is 
expected that the proposed control method is useful for 
trajectory tracking of robot manipulators with Coulomb friction. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 9: Constraint Force. 
5 SUMMARY 
In this paper, we pointed out that the circulation problem on 
Coulomb friction occurs when position and/or velocity 
feedback loops are utilized. To solve the circulation problem, 
we have proposed a new control method for trajectory 
tracking of robot manipulators with coupled dynamics of force 
and position. We have proved mathematically that the 
trajectory tracking performance is improved by increasing on 
the feedback gains. Moreover, the effectiveness of the 
proposed control method have been demonstrated through 
some simulation results. 

  In the simulation, we utilized the exact inertia matrix )(qR . 
However, it should be consider that the estimated inertia 
matrix contains errors. Therefore, it is necessary to 
investigate the robustness of the proposed control method 
with the estimated inertia matrix from both of theoretical and 
practical view points. It is one of the future works with the 
proposed control method. 
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Abstract 

Laser–assisted magnetic recording (LAMR) is one of the novel technologies that are employed for achieving 
magnetic recording densities higher than 1 Tb/in2. In this study, a fundamental research on the lubricant depletion 
caused due to laser heating in LAMR systems was conducted. That is, the behavior of the lubricant films under 
laser heating was investigated experimentally. The obtained results revealed that lubricant depletion occurred 
and the lubricant could not be replenished. In addition, the effects of laser power, laser irradiation duration, and 
lubricant film thickness on the lubricant film depletion were studied and the lubricant depletion mechanisms were 
discussed. 
 
Keywords:  
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1   INTRODUCTION 

The storage density of magnetic hard disk drives has been 
increasing very rapidly and hard disk drives with a magnetic 
recording density of approximately 200 Gb/in2 have found 
practical applications. The head-disk interface (HDI) spacing 
has been decreased to as low as 10 nm in order to achieve 
such ultra-high magnetic recording density. In current hard disk 
drive systems, the carbon overcoat is coated with a lubricant 
film that has a thickness of around 1‒ 2 nm. In order to realize 
magnetic recording densities of more than 1 Tb/in2, the HDI 
spacing is expected to become less than 2–3 nm. Thus far, 
various novel technologies have been studied and developed in 
order to achieve a magnetic recording density of more than 1 
Tb/in2. Laser–assisted magnetic recording (LAMR) is one such 
novel technology. However, with regard to this novel 
technology, it has been suggested that there exists a critical 
HDI issue associated with the use of ultra-thin liquid lubricant 
films on the disk surface. This problem is attributed to the fact 
that these films are heated to high temperatures by using laser 
beams in order to reduce their magnetic coercivity. Thus far, 
theoretical and experimental researches have been carried out 
in order to understand the mechanism of the lubricant depletion 
caused due to laser heating in LAMR systems [1]–[4]. 
However, the existing knowledge regarding the 
abovementioned issue is still limited because of the 
complicated behavior of lubricant films. Therefore, in this study, 
we have conducted a fundamental research of the lubricant 
depletion caused due to laser heating in LAMR systems. In 
other words, the behavior of the lubricant films under laser 
heating was investigated experimentally. The obtained results 
revealed that lubricant depletion occurred and the lubricant 
could not be replenished. In addition, the effects of laser 
power, laser irradiation duration, and lubricant film thickness on 
the lubricant film depletion were studied and the lubricant 
depletion mechanisms were discussed. 
 
 

2   EXPERIMENTAL 

2.1   Test disk and test lubricant 
The disks used in this study were 2.5 in. glass substrate disks 
with a Ta thin film layer of thickness 50 nm and a carbon 
overcoat of thickness 4.5 nm on one side of the disk. The 
average surface roughness was about 0.5 nm, as measured 
by atomic force microscopy (AFM). The disks were coated with 
an approximately 2.26-nm-thick lubricant film by the dip-coating 
process. Conventional Zdol2000 was used as the test lubricant. 
2.2   Experimental setup 

A schematic of the experimental setup, comprising an air 
bearing spindle, slider mount fixture, slider load/unload 
mechanism, and optical pickup, is shown in Fig. 1. A laser 
beam from the optical pickup unit was irradiated through the 
one side of the disk surface on which the lubricant film as well 
as various other films was not deposited, and the Ta thin-film 
layer was heated locally to temperatures of up to or greater 
than approximately 200 ºC by using a conventional focusing 
servo control used for optical disk actuators. The specifications 
of the optical pickup related to the laser beam are listed in 
Table 1 In this experiment, the test disk was rotated, whereas 
the slider was not used. 
 

 

 

Lubricant Zdol2000 

Lubricant thickness [Å] 12.4, 22.6 

Linear velocity [m/s] 8.00 

Laser power [mW] 1,2,3,4,5 

Laser irradiation duration [s] 1,5,10 

Spot diameter 0.9μm 

Wavelength 660nm 

Table 1: Specifications of the optical pickup. 

 

Table 2: Laser irradiation test conditions. 
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2.3   Experimental conditions 

The laser irradiation test conditions of this experiment are listed 
in Table 2. The disk rotational velocity was 8 m/s and the laser 
irradiations were conducted by varying the laser power as well 
as the laser irradiation duration. After each laser irradiation, the 
changes in the thickness of the lubricant film were investigated, 
using a surface reflectance analyzer (SRA). 
  
3   EXPERIMENTAL RESULTS AND DISCUSSION 

Figures 2 and 3 show the SRA image of the laser irradiated 
track and the lubricant film thickness profile, respectively, after 
the laser irradiation. From these figures, it can be seen that the 
lubricant depletion occurred and the lubricant film profile 
changed. The lubricant depletion depth and width were about 
5.4 Ǻ and 11 μm, respectively, for a laser power of 5 mW and 
laser irradiation duration of 10 s. Another interesting 
observation is that a raised ridge is formed that surrounds the 
lubricant-depleted region. This may indicate that the lubricant 
depletion is driven by the thermocapillary stress induced by the 
disk surface temperature gradient resulting from the non-
uniformity of the laser spot intensity distribution [1]. This raised 
ridge was, however, vanished due to the lubricant spreading 
after around one day. On the other hand, the depleted lubricant 
could not be replenished in this case. The effects of laser 
power on the lubricant depletion depth and width are shown in 
Figs. 4 and 5, respectively. In this experiment, it is observed 

that the lubricant depletion does not occur when the laser 
power is less than 3 mW. In other words, it is found that the 
laser power should be less than 3 mW to prevent the lubricant 
depletion of Zdol2000 due to laser heating. Furthermore, it can 
be seen that the lubricant depletion depth increases very 
remarkably when the laser power is more than 4 mW. With 
regard to the lubricant depletion width, it is about 8~12 μm. 
Accordingly, the depletion width is found to be ten times 
greater than that of the laser beam spot. The effects of laser 
irradiation duration on the lubricant depletion depth and width 
are shown in Figs. 6 and 7, respectively. Based on these 
results, it is suggested that the lubricant depletion proceeds 
significantly rapidly in the laser spot region within a very short 
time frame because the lubricant depletion proceeds very 
rapidly within 1 s. After 1 s, the lubricant depletion depth 
appears to be proportional to the laser irradiation duration for 
the time range considered in our experiment. The lubricant 
depletion width increases very rapidly within 1 s, which is very 
similar to the increase in the lubricant depletion depth. After 1 
s, it becomes almost saturated and constant, independent of 
the irradiation duration. Therefore, it is suggested that the 
effect of laser power on the lubricant depletion due to laser 
heating is greater than that of the laser irradiation duration in 
laser-assisted magnetic recording. We also investigated the 
lubricant depletion in the case of the 1.24-nm-thick lubricant 
film. Figure 8 shows the lubricant film thickness profile after the 
laser irradiation. It can be observed that the lubricant depletion 
depth and width are approximately 0.1 Ǻ and 100 μm, 
respectively and that the raised ridge is not formed. It is found 
that the depletion width is approximately one hundred times 
greater than that of the laser beam spot. In addition, it is 
confirmed that the lubricant depletion is replenished in this 
case. These experimental results are considerably different 
from those obtained in the case of thick lubricant films and 
these results suggest that the lubricant film depletion in the 
case of thin lubricant films is driven dominantly by the mobile 
lubricant evaporation due to the high temperature. Therefore, it 
is considered that the lubricant depletion due to laser heating 
depends largely on the lubricant film thickness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Head Slider 

Experimental Disk 

Load 

Un-Load 

Figure 1: Schematic of the experimental setup for the 
laser-assisted magnetic recording. 

Figure 2: SRA images of laser irradiated track. 

 (b) After laser irradiation 

・Laser power  5mW 

・Laser irradiation time  10s 

・Linear velocity  8.00m/s 
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 Fig.7 Depletion width vs. laser irradiation time 
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4   SUMMARY 

We have conducted a fundamental research on the lubricant 
depletion caused due to laser heating in LAMR systems. In this 
study, we focused on the thermal stability of the ultra-thin liquid 
lubricant films in laser-assisted magnetic recording. In other 
words, the behavior of the lubricant films under laser heating 
was investigated experimentally. The obtained results revealed 
that lubricant depletion occurred and the lubricant could not be 
replenished. In addition, the effects of laser power, laser 
irradiation duration, and lubricant film thickness on the lubricant 
film depletion were studied and the lubricant depletion 
mechanisms were found to be driven by not only the lubricant 
evaporation but also the thermocapillary stress induced by the 
disk surface temperature gradient resulting from the non-
uniformity of the laser spot intensity distribution. In addition, it 
was concluded that the lubricant depletion due to laser heating 
depends largely on the lubricant film thickness. 
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Figure 3: Lubricant film thickness profile after laser irradiation. 

Figure 4: Depletion depth vs. laser power. 

Figure 5: Depletion width vs. laser power. 

0

2

4

6

8

10

12

14

1 2 3 4 5 6
Laser Power [mW]

L
u
br

ic
an

t 
F
ilm

 D
e
pl

e
ti
o
n
 W

id
th

 [
μ

m
]

10s

5s
1s

Zdol2000, 22.6Å 

 

Figure 6: Depletion depth vs. laser irradiation time. 
 

Figure 8: Lubricant film thickness profile after laser irradiation. 
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Table 1 Specifications of optical pickup 

Spot diameter 0.9μm 

 (b) After laser irradiation 

Fig.2 SRA images of laser irradiated track 

・Laser power  5mW 

・Laser irradiation time  10s 

・Linear velocity  8.00m/s 

Fig.4 Depletion depth vs. laser power 
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Fig.6 Depletion depth vs. laser irradiation time 

Zdol2000, 22.6Å 

 

Figure 7: Depletion width vs. laser irradiation time. 
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Abstract 
In this paper, the possibility of the light transmittance memory effect was examined. Recently, we have pointed 
out that an imprint electrical field originates the memory effect of various properties of ferroelectric materials, 
such as strain and permittivity. In this paper, using a lead lanthanum zirconate titanate, it was confirmed that 
the light transmittance had two stable values depending on the polarization state in the absence of an 
electrical field in the presence of the imprint electrical field. The control of the polarization direction with the 
pulsed voltage successfully demonstrated the light transmittance memory effects. 
 
Keywords:  
PLZT; imprint electrical field; light transmittance; memory effect; ferroelectric material 

 
 
 
1  INTRODUCTION 
In these days, optical switches have been paid attention for 
broadband communication. For example, optical switches  in 
the multiplexing do not convert optical signals into electrical 
signals. Therefore advanced optical switches are 
indispensable for larger capacity of transmission. Optical 
switches are mainly classified into three groups such as 
mechanical switches, Micro Electro Mechanical Systems 
(MEMS) optical switches and waveguide switches. 
Waveguide switches utilize functional materials whose 
refractive index depends on applied heat, light, or electrical 
field. One of those materials is lead lanthanum zirconate 
titanate (PLZT). 
PLZT is a transparent ferroelectric material that has various 
nonlinear electro-optic effects, such as variable birefringence 
and variable light scattering [1]-[4] (Figure 1) which was applied 
for optical scanners, optical switches and optical shutters. [5]-[8] 
Conventionally, those devices need a continuous external 
electrical field so as to remain a certain optical value and the 
polarization direction of ferroelectric materials is not reversed. 
Those optical devices consume much electrical power and 
need complicated drivers to apply an electrical field 
continuously. 
Recently, our group has focused on a memory effect utilizing 
an imprint electrical field. An imprint electrical field is 
observed mainly in ferroelectric thin films and has been 
conventionally researched on in order to be removed. [9] We 
have pointed out that the various properties of ferroelectric 
materials, such as strain, permittivity and light transmittance, 
can obtain memory effects in the presence of the imprint 
electrical field. The imprint electrical field can be intentionally 
induced by applying a high voltage electrical field to 
ferroelectric materials at a high temperature for a long time. A 
shape memory piezoelectric actuator and refractive index 
memory optical switch had been demonstrated by this 
technique. [10] - [12]

In this study, the memory effect on light transmittance is 
proposed using PLZT as an optical shutter or an optical 
switch. This optical memory realizes a pulse operation, and 

enables the maintenance of the on or off state in the absence 
of an external electrical field; thus, the energy consumption 
would be decreased, and a simple operation becomes 
possible; then matrix switches would be fabricated easily 
(Figure 2). 

(a)                                       (b)     

Figure 1: Electro-optic effects of PLZT. (a) is for variable 
light scattering and (b) is for varialble birefringence. 

Figure 2: Matrix switch. 
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Figure 3: Principle of memory effect induced by controlling impinrt electrical field. 

2  PRINCIPLE 
Ferroelectric material has a spontaneous polarization 
direction. The polarization direction is reversed when the 
external electrical field becomes larger than the coercive field. 
The relationship between an electrical field and the various 
properties of ferroelectric materials such as strain, permittivity 
is explained as a butterfly-shaped curve.  
An imprint electrical field is sometimes observed in research 
on the ferroelectric thin films for ferroelectric random access 
memory (FeRAM) devices. [13] The imprint electrical field is 
sometimes induced in the process of forming ferroelectric thin 
films especially epitaxial thin films. In the presence of the 
imprint electrical field, the butterfly-shaped curve of the 
various properties shits to horizontal axis; then the various 
properties have memory effect that there are two different 
values depending on the polarization direction in the absence 
of an external electrical field, as shown in Figure 3. The 
residual strain or the lattice defect at the boundary surface 
must be related to this electrical imprint field; however, the 
conclusive mechanism of this imprint electrical field is unclear 
until now. The imprint electrical field can be intentionally 
induced by applying a high voltage electrical field to 
ferroelectric materials at a high temperature for a long time. 
This imprint electrical field is a serious problem in FeRAM 
research and has been researched on in order to be 
removed; on the contrary, it is the principle phenomenon in 
this study. 
Applying an electrical field to PLZT its light transmittance 
changes because of valuable a light scattering effect. The 
principle of this effect is based on the refractive index 
discontinuities at domain and grain boundaries. Variation of 
ferroelectric domain size, density of strain-relieving 71 o and 
109 o domains and proportion of rhombohedral to tetragonal 
grains and domains as functions of polarization induce the 
valuable light scattering effect. [1] The relationship between 
the light transmittance and the intensity of the electrical field 
is explained as a butterfly-shaped curve, as shown in Figure 
1. The light transmittance of PLZT becomes maximum when 
the electrical field matches a coercive electrical field. At the 

initial state, the butterfly-shaped curve of the light 
transmittance is symmetric against electrical field; thus, there 
is no memory effect even with polarization reversal. However, 
in the presence of an imprint electrical field, the relationship 
between the light transmittance and the applied electrical field 
shifts to the horizontal axis, as shown in Figure 3; then, two 
stable light transmittances can be maintained depending on 
the polarization direction in the absence of an external 

 low voltage, it means 
at a large amplifier is not required.  

electrical field. 
An optical shutter using the PLZT in the presence of an 
imprint electrical field has two stable light transmittances in 
the absence of an external electrical field, and each value can 
be selected by controlling the polarization direction by 
adjusting pulsed voltages. Such pulse voltages can be 
obtained easily using transformer from
th
 
3  EXPERIMENTS AND RESULTS 
3.1  Fabrication of an optical shutter 
An optical shutter that uses a PLZT plate (Zr : Ti = 65 : 35, La 
= 8.19 o/o, 5 x 1.5 x 0.5 mm3) was fabricated (Figure 4). PLZT 
has the Pockels (primary) or Kerr (secondary) electro-optic 

Figure 4: Photo of optical shutter. 
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effect, depending on the chemical composition. In this 
experiment, PLZT which had the Pockels effect was used 
because the light transmittance characteristics relates to the 
butterfly-shaped curve against external electrical field. On one 
side of PLZT, a brass block (5 x 1.5 x 30 mm3) was glued as 
a bottom electrode with a conductive adhesive (DOTITE 
705A), and on the other side, a rectangular top electrode was 
pasted with the same adhesive. After fabricating both 
electrodes, their both side surfaces (5 x 0.5 mm2) were 
polished to mirror finish using a precision polishing machine 
(Musashino Denshi MA-150) so that the laser beam can 
enetrate, whose spot size was 0.48mm. 

tensity of the 
ectrical field and the voltage supplied time. [11]

ce of an external electrical field due to internal electrical 

p
 
3.2  Electrical imprint control 
The imprint electrical field was sometimes induced in the 
process of forming ferroelectric thin films especially epitaxial 
thin films. It might be related to be residual strain due to 
lattice mismatching. However, the bulk of PLZT does not 
have an imprint electrical field in the initial condition. In order 
to induce an imprint electrical field, a 2.5 kV/mm electrical 
field was applied in the thickness direction for 10 h at 120 oC 
in silicone oil. The electrical field was supplied from an 
amplifier (NF HVA4321) and the silicone oil was heated by an 
electric hot plate (IKA RH digital KT/C). The electrical field 
supply was turned off when the temperature of the silicone oil  
cooled down enough. In the previous research about a shape 
memory piezoelectric actuator, the intensity of the imprint 
electrical field could be controlled depending on those 
parameters, such as the temperature, the in
el
 
3.3  Measurement of light transmittance 
Before and after the electrical imprint field treatment, the 
change of the light transmittance of PLZT was measured. The 
laser (633 nm, 0.8 mW, 0.48 mm spot size, Edmund 61318-I) 
went through PLZT, and the electrical voltage was supplied 
from a function generator (NF WF1974) through a high-speed 
amplifier (NF 4010, M-2601). A photo diode (Edmund 54522-
I) was set at about 300 mm distance from PLZT to detect the 
intensity of the penetrated laser. The experimental setup is 
shown in Figure 5. When a triangular electrical field (0.9 
kVpp, 0.1 Hz) was applied, the relationship between the light 
transmittance and the electrical field was measured as shown 
in Figure 6 (before the imprint electrical field treatment (a) and 
after the imprint electrical field treatment (b)). Before the 
electrical imprint field treatment, the relationship between the 

light transmittance and the applied voltage was symmetric. In 
the presence of the imprint electrical field, the PLZT obtained 
the memory effect. It was confirmed that transmittance 
characteristics had two stable light transmittances in the 
absen
field. 
Using this sample, the light transmittance of PLZT was 
controlled with the pulse voltages, as shown in Figure 7. The 
applied pulse voltage was ± 450 V, and the pulse width was 
86 ms. The intensity of the pulsed voltage was the same 

Figure 6: The relationship between the light 
transmittance and applied electrical field of PLZT without 
an imprint electrical field (a) and with an imprint electrical 
field (b). 

Figure 7: The light transmittance controlled with the 
pulsed voltages. Figure 5: Experimental setup 
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intensity of the triangular electrical field for measuring the 
butterfly-shaped curve. Without an external electrical field, the 
light transmittance maintained each stable value and was 
controlled depending on the polarization direction. The light 
transmittance memory effect was successfully demonstrated. 
The amount of the memory effect which was the difference 
between the minor light transmittance and the major light 
transmittance corresponded to the amount presumed from 
the butterfly-shaped curve as shown in Figure 6. The amount 
of the memory effect could be maintained for several days at 
least. The relationship between the amount of elapsed time 
nd the amount of the memory effect is ongoing research. 

anism of an imprint electrical field will be 
vestigated. 

dvanced 
elecommunications Technology Research (SCAT). 
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4  CONCLUSIONS 
The principle of the light transmittance memory induced by an 
electrical imprint was proposed and a PLZT optical shutter 
was fabricated. It was found that an electrical imprint can be 
controlled with a relatively high electrical field at a high 
temperature. Furthermore, the light transmittance can be 
controlled by adjusting the pulsed voltage in the presence of 
an imprint electrical field. It maintained a certain value 
depending on the polarization direction. In our next work, the 
detailed mech
in
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A Minimization of Environmental Burden of High-Speed Milling 
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Abstract 
An environmental burden analyzer of machine tool operation has been developed. This system can 
evaluate cutting conditions from the view points of total environmental burden due to electric consumption, 
cutting tool status, coolant, lubrication oil and metal chip of machine tool by considering the emission 
intensities and other parameters related to the evaluation factor of machine tool operations. Global 
Warming Potential (GWP) of 100 years impact was considered and equivalent CO2 emissions (based on 
emission intensities?) were evaluated. The environmental burden analysis of high speed milling due to 
cutting speed was determined by using the aforementioned system and is presented in this paper. We 
figured out that high speed milling is effective in reducing CO2 emission.  
 
Keywords:  
Environmental Burden, Machine Tool, High-speed Milling 

 
 

1   INTRODUCTION 
Sustainable manufacturing has become a global issue due to 
increasing awareness that machining process creates an 
environmental burden. This effort has received significant 
interest from (already a part of governments) governments, 
industries and consumers. Until now, there are many tools 
and methods that have been developed in order to minimize 
the effect of manufacturing process to environmental burden. 
Those tools included Life Cycle Assessment (LCA), Life Cycle 
Impact Assessment (LCIA), Environmental Impact 
Assessment (EIA), and Design for Environment (DfE) [9].  
The newest developed life cycle impact assessment is Eco-
Indicator 99, a successor of Eco-Indicator 95 [6]. This system 
assesses the impact of emission to human being and 
ecosystems. The impact indicators include global warming 
potential (GWP) and ozone depletion potential (ODP). 
In a previous research [10], we have developed an 
environmental burden analyzer based on LCA policy. This 
system was applied to machine tool operations such as 
milling, turning and grinding. 
This paper presents the results and analysis on 
environmental burden of high-speed milling. Moreover, the 
optimal cutting condition for high-speed milling in order to 
decrease CO2 emission is determined.  

2 ENVIRONMENTAL BURDEN ANALYZER 

2.1 System Overview 
The environmental burden analyzer as depicted by Figure 1 
consists of information about the workpiece, the cutting tool 
and conditions and the NC program as inputs [9]. All 
parameters related to the machining operation and processes 
like coolant and lubrication oil were estimated.    
Electric consumption, cutting tool status, coolant quantity, 
lubrication oil and metal chip quantity of the machine tool 
were calculated by using the environmental burden analyzer 
formula. The database consists of emission intensities, 
electric power and consumption of machine tool components 
and other parameters related to the evaluation factor.   

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1:  Overview of the developed environmental burden 
analyzer for machine tool operations 

 
The environmental burden analyzer focuses on global 
warming and is evaluated based on embodied energy and 
emission intensity data for Japan [8]. Global warming 
potential (GWP) is a time dependent index used to compare 
the specific green house gases relative to CO2. All gases 
included in Kyoto Protocol are weighted in their GWP over a 
100-year time horizon [2]. In this study, values of GWP for 
100 years as listed in Table 1 were considered and the 
equivalent CO2 emissions were evaluated as the 
environmental burden.  

Table 1 Characterization factors of GWP [2] 

Green House Gas CO2 CH4 N2O
Global Warming Potential 1 25 298

Service Robotics and Mechatronics 
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2.2 Algorithm of Environmental Burden  
Total environmental burden (equivalent of CO2 emission) is 
the sum of electric consumption of machine tool components, 
coolant quantity, lubricant oil quantity, cutting tool status and 
metal chip quantity. It is calculated using the following 
equation: 

∑
=

++++=
N

i
eeeeee CHTLOCEP

i
1

                             (1) 

where: 
Pe : Environmental Burden of machining operation [kg-CO2] 
Ee : Environmental Burden of machine tool component  
           [kg-CO2] 
Ce : Environmental Burden of coolant [kg-CO2] 
LOe : Environmental Burden of coolant [kg-CO2] 
Te : Environmental Burden of cutting tool [kg-CO2] 
CHe : Environmental Burden of metal chip [kg-CO2] 
N : Number of tool in NC- machining process 
 
Environmental Burden of Electric Consumption (Ee) 
The electric consumption is calculated from running time, but 
if servo and spindle motor are varied dynamically, it is 
calculated according to the machining process time.  
The environmental burden of machine tool component (Ee) is 
calculated as follows: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++++

+++++
×=
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TCECPECMESCESPESME
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1

    (2) 

where: 
    k : CO2 emission intensity of electricity [kg-CO2/kWh] 
SME : electric consumption of servo motor [kWh] 
SPE : electric consumption of spindle motor [kWh] 
SCE : electric consumption of cooling system spindle [kWh] 
CME : electric consumption of compressor [kWh] 
CPE : electric consumption of coolant pump [kWh] 
TCE1 : electric consumption of lift up chip conveyor [kWh] 
TCE2 : electric consumption of chip conveyor in machine tool 

[kWh] 
ATCE : electric consumption of ATC [kWh] 
MGE : electric consumption of tool magazine motor [kWh] 
VAE : vampire energy (stand-by) of machine tool [kWh] 
 
Environmental Burden of Coolant (Ce) 
Coolant stored in a tank and during the machining process is 
supplied to the cutting area by using a coolant pump. Used 
coolant is separated from the metal chip before it is re-stored 
and reused. This system is applied until a new coolant is 
added. Meanwhile, the cutting fluid is given to the metal chip 
during the addition of the new coolant. Water is applied in 
order to minimize vaporization at regular periods.  
The environmental burden of the coolant is described as 
follows: 

( ) ( )
( ) ⎭⎬

⎫

⎩
⎨
⎧

+×+
+×+

×=
AWAQWAQWAe

ACCCCDeCPe
CL

CUTCe              (3) 

where: 

CUT : coolant usage time in NC program [s] 
CL : mean interval of coolant update [s] 
CPe : environmental burden of cutting fluid production  

[Kg-CO2/L] 
CDe : environmental burden of cutting fluid disposal 

[Kg-CO2/L] 
CC : initial coolant quantity [L] 
AC : additional supplement quantity of coolant [L] 
WAe : environmental burden of water distribution  

[Kg-CO2/L] 
WAQ : initial quantity of water [L] 

AWAQ : additional supplement quantity of water [L] 
 
Environmental Burden of Lubricant Oil (LOe) 

Since lubricant oil is used by both spindle and slide way, two 
equations were formulated. Oil-air lubrication is assumed for 
spindle while oil lubrication for slide way. Oil-air lubrication 
and oil lubrication are supplied regularly by a pump to the 
spindle and slide way parts respectively. In oil-air lubrication 
case, 0.01 cc ∼ 0.06 cc is infused into one oil pipe by the 
pump. 

Equation (4) describes the total environmental burden of 
lubrication oil and equations (5) and (6) are described by the 
environmental burden of lubrication oil from spindle and slide 
way respectively.  

LeSeLOe +=                 (4) 

)( SDeSPeSV
SI

SRTSe +××=               (5) 

( )LDeLPeLV
LI

LUTLe +××=               (6) 

Where: 

Se :environmental burden of spindle lubrication oil [kg-CO2]  
Le :environmental burden of slide way lubrication oil 

[kgCO2] 
SRT : spindle runtime in NC program [s] 
SV : discharge rate lubricant oil of spindle [L] 
SI : mean interval between discharge [s] 
SPe :environmental burden of spindle lubrication oil 

production [kg-CO2/L] 
SDe : environment burden of spindle lubrication oil disposal 

[kg-CO2/L] 
LUT : slide way runtime NC program [s] 
LI : mean interval between supplies [s] 
LV : lubricant oil quantity supplied to slide way [L] 
LPe : environmental burden of slide way lubricant oil 

production [kg-CO2/L] 

LDe : environmental burden of slide way lubricant oil disposal 
[kg-CO2/L] 

Environmental Burden of Cutting Tool (Te) 

Cutting tool is calculated from tool life and environmental 
burden of cutting tool is computed by comparing machining 
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time with tool life. This relationship is described by the 
following equation: 

( ) ( ){ }RGERGNTWTDeTPe
RGNTL
MTTe ×+×+×

+×
=

1
(7) 

where:  
MT : machining time [s] 
TL : tool life [s] 
TPe : environmental burden of cutting tool production 

 [kg-CO2/L] 
TDe : environmental burden of cutting tool disposal [kg-

CO2/L] 
TW : tool weight [kg] 
RGN : total number of regrinding process 
RGE : environmental burden of regrinding [kg-CO2] 
 
Environmental Burden of Metal Chip (CHe) 

Metal chips are collected and recycled in one electric furnace 
after being separated from the coolant. This process 
generates environmental burden. However input energy 
seems to be different for some metal type, but the electric 
consumption rate is represented in [kWh/t], thus, 
environmental burden is also calculated from the metal chip 
weight in this study as described as follows: 

( ) WDeMDPVWPVCH e ××−=               (8) 

Where: 

WPV : workpiece volume [cm3] 

PV : product volume [cm3] 

MD : material density of work piece [kg/cm3] 

WDe : environmental burden of metal chip processing [kg-
CO2/kg] 

2.3 System Configuration 

In this research, an environmental burden analyzer by using 
the aforementioned algorithm has been developed for high-
speed milling. However, this system is applied for machining 
process in general such as turning, grinding, drilling, etc. 
Figure 2 shows the example of environmental burden result. 

 
Figure 2:  An example of environmental burden analyzer for 

machine tool operation. 

3 ENVIRONMENTALBURDEN OF HIGH-SPEED MILLING 
High-speed milling is characterized by a high rotation speed 
of spindle [17] around five to ten times faster than the speed 
of conventional milling. Cutting speed of high-speed milling 
depends on the type of workpiece material machined and 
type of operation applied [14]. In other words, applied cutting 
speed for high-speed milling is diverse for various type of 
materials i.e. 800m/min is high-speed milling for some 
material, but conventional for other materials.  
There are five determinant factors in order to determine total 
of environmental burden of machine tools [10]. Those five 
factors mentioned above are electric consumptions of 
machine tool (Ee), coolant quantity (Ce), lubricant oil quantity 
(LOe), metal chip quantity (CHe), and cutting tool status (Te). 
Amount of each factor has two possibilities to decrease and 
increase. 25 probabilities are proposed. However, since the 
number of metal chip quantity is constant, then the probability 
changed to 24. From these probabilities, three patterns of 
environmental burden of machine tools due to high-speed 
milling as shown in Figures 3, 4 and 5 are proposed. In this 
concept, feed/tooth is remained constant.  
Environmental burden of electric consumption of machine 
tool, coolant quantity and lubricant oil quantity are determined 
from machining time. Each number of those factors is 
decreased as machining time is decreased. In other words, 
high-speed milling is able to reduce machining time, thus 
effectively reducing the environmental burden or CO2 
emission. However, CO2 emission generated by coolant 
quantity and lubricant oil quantity is smaller compared to the 
CO2 emission generated by electric consumption.  
On the other hand, the environmental burden of cutting tool is 
managed from the view point of tool life. This factor is 
calculated by comparing machining time with tool life. Tool life 
denoted by contact of tool edge and workpiece is defined as 
the required time of the cutting tool to operate before it 
reaches its end life limit [1]. Tool life is determined from tool 
wear. It is difficult to explain the relationship between tool 
wear of high-speed milling so far. This has become one of the 
reasons why we proposed the patterns of CO2 emission due 
to high-speed milling. More details about this pattern will be 
explained briefly.   
 
 
 
 
 
 
 
 

Figure 3: Minimum patterns of CO2 emissions 
 Due to high-speed milling 

Figure 3 called minimum pattern; shows that total of CO2 
emission of machining tool is inversely proportional to the 
spindle speed and reaches its optimum point at the highest 
spindle speed.  This pattern will occur because CO2 emission 
generated by electric consumption is decreased due to 
decreasing machining time. Actually, CO2 emission generated 
from cutting tool is increased, but its increase is not as high 
as the decrease in CO2 emission by electric consumptions. In 
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this pattern, increasing the cutting speed decreases the rate 
of tool wear and the rate of tool life is increased as well as.  

Figure 4 shows a parabolic pattern where environmental 
burden strikes the optimum point at the stated spindle speed 
[11]. While the lowest and the highest spindle speed 
generates more CO2 emission. This occurs because at the 
lowest spindle speed, CO2 emission generated by electric 
consumptions is major, since it’s required machining time is 
longer. While at the highest spindle speed, the CO2 
generated from cutting tool quantity is mainly higher than the 
other factors, due to decreasing tool life. Moreover, there is 
more heat transfer produced by the cutting tool to the 
workpiece during the machining process, and the necessity of 
coolant and lubricant oil to mitigate the heat transfer becomes 
more substantial. These conditions will then result to more 
CO2 emission. However, there is an optimal point where the 
CO2 emission generated is minimal.  
 
 
 
 
 
 
 
 

 
Figure 4: A parabolic pattern of CO2 emission 

 Due to high-speed milling 
 
In the contrary, maximum pattern as depicted in Figure 5, 
shows that the total of CO2 emission reaches its optimum 
point at the lowest spindle speed and vice versa. 
In this pattern, electric consumption generated few of CO2 
emission, thus, CO2 emission of cutting tool increase 
markedly. This is mainly caused by increasing of tool wear 
due to the high-speed milling and affected the increasing of 
CO2 emission of cutting tool. Unfortunately, since the 
machining tool capable of effectively reducing electric 
consumption is not yet available, this pattern is not discussed 
further. 
  

 
 
 
 
 
 
 
 
 

Figure 5: A maximum pattern of CO2 emission 
 due to high-speed milling 

 
Cutting length and material work piece are also considered 
has an influence to produce CO2 emission. It has a relation 
with tool life and machining time, and affects the electric 
consumptions, coolant quantity, lubricant oil quantity, metal 
chip quantity and cutting tool status respectively.  
 

4 CASE STUDY 

4.1 Experimental Data 
Experiments have been conducted by using machining 
centre, a cutting tool is carbide square coating with diameter 
10mm, flute number is  6, teeth number is 2, helix angle is 30 
degree, workpiece is SKD11 (60HRC) [3]. In these 
experiments, cutting speeds were varied from 20 ∼ 200m/min 
and feed/tooth was kept constant. The axial depth is 0.1 mm, 
the radial depth is 10 mm, the feed rate is 0.1 mm/rev and 
cutting length is 60m. Airflow is using instead of coolant. 
These data provided tool wear information and using those 
tools wears data, environmental burden of high-speed milling 
is determined.  

4.2 Parameter Setting 
The emission intensity using in this analyzer are summarized 
in Table 2. These factors are taken from some environmental 
report, technical report, home page and industrial table 
[4,5,6,7,12.13.15,16]. Production and disposal process 
factors are considered, but other factors such as 
transportation etc are ignored.   
Table 2 CO2 emission intensities [10] 

Electricity [kg-CO2/kWh] 0.381 

Cutting fluid production [kg-CO2/L] 0.9776 

Cutting fluid disposal [kg-CO2/L] 0.0029 

Dilution liquid (water) [kg-CO2/L] 0.189 

Spindle and slide way lubricant oil production  
[kg-CO2/L] 

0.469 

Spindle and slide way lubricant oil disposal   
[kg-CO2/L] 0.0029 

Cutting tool production [kg-CO2/kg] 33.7478

Cutting tool disposal [kg-CO2/kg] 0.01346

Regrinding [kg-CO2/number] 0.0184 

Metal Chip Processing [kg-CO2/kg] 0.0634 

 
Electric power and consumption of machine tool components 
are described in Table 3.  
Table 3 Electric powers and consumption [10] 

NC controller [kW] 0.16 

Cooling system of spindle [kW] 0.45 

Compressor [kW] 1 

Coolant Pump [kW] 0.25 

Lift up conveyor [kW] 0.1 

Chip conveyor in machine tool [kW] 0.6 

ATC [Wh] 0.08 

Tool Magazine [Wh] (1 round) 0.087 

Vampire (stand-by) energy [kW] 0.64 

 
Other factors required for calculating environmental burden 
are shown in Table 4. 
Table 4 Other parameters related to the evaluation factor 10] 

Initial cutting fluid quantity [L] 8.75 

Additional supplement of cutting fluid [L] 4.3 
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Total dilution fluid quantity [L] 175 

Additional supplement of dilution fluid [L] 82.25 
Mean interval between replacements of 
coolant pump [Month] 

5 

Discharge rate of spindle lubrication oil [mL] 0.03 

Mean interval between discharge for spindle 
lubrication [s] 480 

Lubricant oil supplied to slide way [mL] 228 

Mean interval between supplies [hour] 2000 

Total number of regrinding process 2 

Material density of cutting tool [g/cm3] 11.9 

Material density of work piece [g/cm3] 7.1 

Coolant tank capacity of machine tool [L] 175 

 

4.3 Results 
The experimental result, as depicted in Figure 6, shows that 
environmental burden reached a maximum value when at the 
lowest spindle speed on high-speed milling and vice versa. 
This result fits with the minimum pattern of environmental 
burden mentioned above.  
From Figure 6, by using mathematic (Least Square Method), 
a function is determined as follows: 

7127.0106346 −= xy                (9) 

where: 
y = Environmental burden equivalent of CO2 emission 
x = Spindle speed 
By using this simple equation, it is possible to determine 
appropriate cutting conditions in order to minimize CO2 
emission.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: CO2 emissions due to high-speed milling 
 

By using a minimization program, we find the optimum point 
of spindle speed (y axis) which produces the minimum value 
of CO2 emission (x axis).  

From the result, minimum location is located at spindle speed 
6365 rpm while CO2 emission generated is 206.89 g-CO2. 
Figure 7 is shown the minimum point of spindle speed and 
minimum CO2 emission more detailed. 
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Figure 7: An example to decide the cutting condition 
Spindle speed is decided 6365 rpm, by using equation (9), 
CO2 emission generated is 206.89g-CO2. From this 
information, the appropriate cutting condition can be decided. 
In this case, we can define cutting condition as follows: 

1000
ndVc
⋅⋅

=
π

              (10) 

min/681.199
1000

63651014.3 mVc =
⋅⋅

=  

d
VzfV cz

f ⋅
⋅⋅⋅

=
π
1000

             (11) 

min/85.1271
1014.3

681.199100021.0 mmV f =
⋅
⋅⋅⋅

=  

Finally, the cutting speed is decided 199.681m/min and feed 
velocity is 1274.85mm/min. In other words, by using this 
cutting condition, the  
 

4.4 Analysis of high-speed milling 
CO2 emissions are high in cases with spindle speeds lower 
than 3000 rpm and cutting speeds lower than 80 m/min. 
Therefore, the conventional milling operations emit more CO2 

because they have longer machining time and higher electric 
consumption. Moreover, coolant and lubricant oil are needed 
more during the machining process and tool life and tool wear 
increase as well. In contrary, when the spindle speed is 
higher than 3000 rpm or cutting speed higher than 110 m/min, 
CO2 emission decreases and reaches its optimum point at 
spindle speed 5000-6000 rpm or cutting speed 155-200 
m/min. In other words, high-speed milling decreased the CO2 
emission because of the reduction of the electric consumption 
due to the shortening of machining time.  Since the rate of 
tool wear of high-speed milling compared to conventional 
milling is decreased, the rate of tool life is also increased and 
the CO2 emission generated from cutting tool is decreased. 
Besides these, coolant and lubricant oil are also decreased. 
From this analysis, it is found that high-speed milling is 
effective in reducing CO2 emission. Therefore, the first pattern 
from the three patterns of CO2 emission due to high-speed 
milling stated above is proved. 
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5 CONCLUSION 
In this research, we have developed environmental burden 
system for machine tools focused on global warming and 
equivalent of CO2 emission is evaluated as the environmental 
burden. The effect of high-speed milling to reduce CO2 
emission is analyzed based on tool wear information from 
some experiments by various cutting speeds. We have 
showed possibilities of CO2 emission variability due to the 
high-speed milling. There are three patterns available for 
environmental burden of high-speed milling. An equation is 
determined in order to decide appropriate cutting conditions 
to minimize CO2 emission. Moreover, high-speed milling has 
its limitation range of spindle speed to minimize the CO2 
emission generated (optimal high-speed milling).  
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Abstract 
This study deals with geometric calculation method to predict instantaneous cutting force in NC machining 
process. In this paper, a new algorithm to introduce performance of new graphics hardware (GPU) is 
proposed. In the developed algorithm, GPU in rendering process estimates distance from viewpoint to tool 
swept volumes, initial workpiece shape and locus surface of cutting edge and detects the nearest surface from 
reference plane on each view line. By referring color on rendered image, GPU can detect a part of cutting 
edge removing workpiece in each cutter location and rotate angle in short time. 
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Geometric Calculation; Cutting Force Prediction; GPGPU 

 
 
1 INTRODUCTION 
This study deals a new geometrical calculation method of 
workpiece shape in order to realize fast prediction of 
instantaneous cutting force in NC machining process with 
complicated tool moving steps. 
In order to predict instantaneous cutting force, it is required to 
estimate cutting depth over the whole part of cutting edges in 
micron unit. Such cutting depth is known as undeformed chip 
thickness. Because the undeformed chip thickness is 
determined by geometric relation among cutter location of 
endmill, tool rotation angle and workpiece shape changed 
during each cutter location, prediction of accurate 
instantaneous cutting force is required to estimate local 
shape around cutting tool at every position where cutting tool 
locates. Especially, in case products are designed with 
complicated free-form surface and to be machined by ball 
endmill with small diameter, workpiece surface during NC 
machining is complicated curved surface consisted of large 
number of cusps generated by hundreds of thousands of 
cutter locations. 
In conventional studies, geometric estimation of workpiece 
shape during machining process is achieved by either solid 
model kernels developed for CAD software or discrete 
geometric models proposed for CAM simulation, Z-map [1], 
Voxel, G-Buffer [2]. However, in case of actual products, 
applying such conventional geometric models often cause 
serious problem in validity. For example, the solid models 
usually require logical operation between workpiece volume 
and trajectory of cutting tool volume for each tool moving, and 
each operation takes much computational time. On the other 
hand, the discrete geometric models require computer 
memory capacity in proportion to both resolution of 
description and scale of workpiece. So, it is quite difficult to 
handle with the convention geometric models by the current 
architecture of general computers, when machined workpiece 
has size of several metric unit. 
To solve these problems, we propose a new calculation 
algorithm based on GPU (Graphics hardware) computing 

technology in order to estimate actual cutting depth on each 
part of cutting edge at arbitrary moment. GPU is 
computational device designed to draw 3-dimentional 
computer graphics with high frame rate. Then, high 
performance for scientific calculation in general purpose is 
expected. For example, the latest GPU can transform 
coordinate hundreds of millions of times for one second and 
detect the nearest polygon from viewpoint millions of times for 
one second. 
The developed prototype system is designed for 3-axis 
control machining. And it can estimate the cutting depth 
accurate enough to predict instantaneous cutting force at 
arbitrary moment in NC program consists of hundreds of 
thousand steps within several ten milliseconds. This 
performance means that prediction of instantaneous cutting 
force requires only a same time to draw shape of workpiece 
in machining. 
2 ESTIMATION OF ACTUAL CUTTING DEPTH BASED 

ON IDEA OF TOOL SWEPT VOLUMES 
In NC machining process, cutting tool is moved usually 
according to an order described in NC program. Therefore, a 
sequence about removal of workpiece volume is easy to 
estimate in geometric simulation. So, in this study, we 
propose a new method to check for existence of cutting 
between each part of cutting edge and machined workpiece 
volume. The proposed method is based on the idea of tool 
swept volume [3]. By introducing this idea, the existence 
check of cutting can be performed by logical product 
conjunctions about inclusion relations between each tool 
swept volume and a part of cutting edge. 
Figure 1 shows the idea of tool swept volume. In this study, 
we define a volume has occupied by cutting tool within ith 
step as tool swept volume TSVi. As illustrated, the tool swept 
volume is defined by shape of cutting tool, the start point and 
the end point of the tool moving step in NC program. 
Furthermore, it is easy to estimate inclusion relation between 
a point and single tool swept volume, because the tool swept 
volume has usually simple shape. 
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Figure 1: Tool swept volume in NC machining process. 
 
 
 
 
 
 
 
 
 

Figure 2: Ideal cutting depth of finite flute on curved cutting 
edge of ball endmill. 

 
 
 
 
 
 
 
 
 
 
 

Figure 3: Height comparison in Z-map method. 
Therefore, we define volume of machined workpiece at the 
moment when ith tool moving step is finished as MWVi and 
volume of initial workpiece before machining as IWV. By 
using these variables, we can describe MWVn by following 
equation. 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∩=∩=

=
− I

n

1i
in1nn TSVIWVTSVMWVMWV                            (1) 

Here, we introduce variable p as a point on cutting edge at 
arbitrary cutter location and tool rotation angle. When p 
satisfies all following conditions, we can assume that a finite 
flute on cutting edge corresponding to p is removing 

workpiece volume and generates new workpiece surface in 
nth tool moving step. 
1. p exists inside of IWV. 
2. p exists outside of envelope surface include MWV1 to 

MWVn-1. 
When we define Boolean function of existence e as following, 
 • When p exists inside of volume V, e(p, V)=1. 
 • When p does not exist inside of volume V, e(p, V)=0. 
we can estimate whether the finite flute corresponding to p 
exists inside of MWVn with Equation 2. 

( ) ( ) ( )( )∑
=

−×=
n

1i
in TSV,pe1IWV,peMWV,pe

                                 (2) 

In conventional study, ideal cutting depth on each cutting 
edge can be estimated by following. 

( ) 222 r1bffbrt +−−+=φ
                                                 (3) 

qsincosqcossin)sin(b φφθδ +−=                                    (4) 

,where f is feed rate per one cutting edge and r is tool radius. 
θ is tool rotation angle. φ is the angle of a line between p and 
center of cutting edge against -v direction. δ is twist angle of 
cutting edge at p from bottom and tφ is ideal cutting depth at 
p. The relation of these variables is illustrated in Figure 2. 
In these equations, it was assumed that workpiece has flat 
surface and shape of workpiece machined by former steps of 
tool moving can be ignored. So, we introduce new 
assumptions that f is quite small and influence of edge on the 
undeformed chip can be ignored. Then, we regard atφ as 
actual cutting depth at p for machined workpiece shape. atφ 
can be described as Equation 5. 

φφ t)MWV,p(eat n ×=                                                         (5) 

By using tφ  and e(pφ,MWVn), it is enable to predict 
instantaneous cutting force at arbitrary cutter location and tool 
rotation angle.  
So, in the flowing sections, we propose a new calculation 
method to realize fast existence evaluation e(p,MWVn) by 
using geometric calculation with GPU. The proposed method 
is focused on 3 axis control machining for fabrication of mold 
with ball endmill. 
3 NEW ESTIMATION METHOD OF EXISTENCE 

EVALUATION BY USING GPU DRAWING FUNCTIONS  

3.1 Existence evaluation from height information about 
envelop surface of tool swept volumes and initial 
workpiece shape 

In 3 axis control machining, direction of cutting tool axis is 
fixed in machining process. So, we introduce Z-map 
representation method in order to estimate workpiece shape 
with discrete information of height corresponding to each 
lattice point on reference plane of Z-map. As illustrated in 
Figure 3, workpiece shape machined by nth step can be 
regarded as a set of point, which is the nearest intersection 
among initial workpiece volume and tool swept volume of the 
n unit. 
So, we introduce the idea of discrete representation of Z-map 
to the Boolean function of existence e. If machined workpice 
shape can be described by Z-map representation, we can 
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judge the results of function e in equation 2 whether following 
conditions are satisfied.  
1. p is located near the reference plane from the upper 

surface of initial workpice volume. 
2. A vertical line crossing p intersects initial workpice 

volume. 
3. p is located near the reference plane than all tool swept 

volumes from 1 to n. 
In this study, we propose a method to judge these conditions 
from rendered images by GPU. GPU has ability to detect the 
nearest surface from viewpoint and render an image with 
color the nearest surface has on each view line. So, in the 
following section, we explain new rendering algorithm of GPU 
to judge whether the conditions are satisfied. 

3.2 Height comparison from rendered color images of 
each shape by GPU 

As mentioned above, we introduce GPU ability to existence 
evaluation. In the proposed algorithm, a set of two color 
images is rendered at each cutter location. And, results of 
existence evaluation for all finite flute and all rotation angels 
are estimated from each set of two color images. In following 
section, we explain about drawing settings for two color 
images and estimation of existence evaluation. 

Rendering process of two color images for one cutter location 
First, we define a view filed with orthographic projection and 
view field coordinates system Xv in order to render depth 
information as illustrated in Figure 4. The direction of Z axis 
on Xv matches is the central axis of endmill. And, each view 
line is arranged along the Z axis. The origin of Xv is an 
intersection between Z axis and the reference plane of Z-
map. In Figure 4, r is radius of cutting tool and zt is height of 
cutter location from the reference plane of Z-map. 
Then, we set shape information of render targets to GPU. The 
targets are consisted of initial workpice shape, shape of tool 
swept volume and cutter locus. The initial workpice shape is 
defined by a set of approximated polygons by CAD software. 
Shape of tool swept volume is consisted by a set of cylindrical 
shape and some parts of sphere. These shapes are defined 
separately for each tool moving steps. Cutter locus is 
correspond to trajectory of one cutting edge, which is 
hemisphere turned to the direction of tool feed. And, these 
targets have different color in order to distinguish each other. 
As Figure 4 shows, the cutter locus is always set center of the 
view field. On the other hand, the initial workpiece shape and 
shape of tool swept volumes are placed on workpiece 
coordinates system and did not shift together with the view 
field. Because cutting tool is usually smaller than workpiece, 
the view field captures only a part of initial workpiece shape 
and shape of tool swept volumes. 
In the following process, two images at the same view filed for 
different targets are rendered. They are required to judge 
whether the three geometric conditions in section 3.1 are 
satisfied. The targets of the first image A are all shapes and it 
is correspond to the results of 1’ and 3’. The target of the 
second image B is only initial workpice shape and it is 
correspond to the result of 2’. These images are shown in 
buffer memory of GPU as Figure 5 illustrated. 
 
 

 
 
 
 
 
 
 
 
 

Figure 4: Cutter locus on view field coordinates system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(a) Image A about shape of machined surface 

 
 
 
 
 
 
 
 
 
 

(b) Image B about shape of initial surface 
Figure 5: Image rendering for detection of the nearest 

intersection. 
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(a) Processed by GPU

Is estimated at all CL?
(b)

Input NC program and initial workpiece
shape with STL format

Transform coordinates of all
vertex of polygons in the

workpiece coordinate system

Translate view point
to Cutter Location

Arrange the initial workpice
shape in view field

Arrange the inital wokepiece
shape, cutter locus and tool

swept volumes corresponding
to target step in NC program

Set geometric infomation
about IMV and each TSV

Set view point corresponding
to Cutter Location

 in NC program
Render Image B
and store to
texture buffer

Reference

Set geometric infomation
about cutter locus

Calculate instantaneous
cutting force for one tool

ratation from rendered images

Render Image A

Detect the nearest intersection from rendered color image 
On rendered image A and B, the finite flutes of one cutting 
edge lie on red curved line as shown in Figure 6. The 2D 
coordinates (xp,yp), which are correspond to an intersection 
between the reference plane and a view line passing p can be 
calculated by following equations. 

)cos(sinrx p δθφ +−⋅⋅=                                                   (6) 

)sin(sinry p δθφ +−⋅⋅=                                                   (7) 

Because color of each part of image A indicates the nearest 
shape from reference plane of Z-map, the judgement about 
the three conditions is possible by referring color information 
on (xp,yp). 
For example, when (xp,yp) on image A is included in the area 
colored by cutter locus, p on the cutting edge satisfies both 
condition 1 and condition 3. On other hand, p on the cutting 
edge satisfies condition 2, when (xp,yp) on image B is 
included in the area colored by the initial workpiece volume. 
Then, these results mean that the finite flute of p locates 
inside of machined workpiece MWVn and a part of cutting 
edge corresponding to p is removing workpiece volume. 
In the proposed method, the whole part of cutter locus at the 
same cutter location is always included in one view field. So, 
we estimate the existence evaluation e(p,MWVn) in any 
rotation angle θ and cutter position φ from only two rendered 
images per one cutter location. In the developed prototype 
system, which is explained following, GPU renders the two 
images for each cutter location at start point of tool moving 
step. Then, the system estimates three components of the 
instantaneous cutting force 120 times by referring the 
rendered two images. 
 
4 EVALUATION OF THE PROPOSED METHOD  
In order to evaluate the proposed method and algorithms, we 
develop a prototype simulation system and conduct an 
experiment using NC program on the supposition of finish 
machining for mold. In the prototype system, we introduce 
OpenGL graphics library and GLSL (OpenGL Shading 
Language) extended library in order to realize accurate 
calculation of depth information for each pixel on rendered 
images. 

4.1 Process flow of developed prototype system 
Figure 7 illustrates process flow of the developed system. In 
the process flow, area A is corresponding to a part, which is 
repeated for each cutter location. And, area B shows a part, 
which is performed by GPU rendering functions. In this 
process flow, the part requires most geometric calculation is 
comparison of the depth between all polygon and all view line 
at each cutter location. Then, such part is included completely 
in the rendering process shown in area B. So, it is expected 
that the geometric calculation in cutting force prediction can 
be achieved as quick as preview process of 3D model in CAD 
software system performed by GPU rendering function. 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 6: Point p on rendered image and relation between p 
and the area colored by cutter locus. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Process follow of image rendering for detection of 
the nearest intersection.  

4.2 Initial workpiece shape and NC program 
NC program for the evaluation was generated by commercial 
CAM systems. The NC program consists of 478,896 tool 
moving steps. And, six kinds of ball endmill are changed and 
used in sequence. Figure 8 shows initial work piece shape 
before finish machining and finished workpiece shape. The 
initial workpiece shape is equivalent to the shape when rough 
machining process with large square endmill finished. The 
initial workpiece shape is approximated as a set of 53,012 
polygons in the developed system. 
 
 
 
 
 
 
 
 
 
 

Figure 8: Workpiece shape for evaluation. 
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(b) Machined workpiece by 
whole steps of the NC program(a) Initial workpice 
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4.3 Rendering images with OpenGL and GLSL 
In the developed system, we set color of drawing target as 
following. 
 • Initial workpice shape: Gray that it becomes dark 

depending on the distance between the reference plane 
of Z-map and the intersection. 

 • Shape of tool swept volume: Yellow to red that it depends 
on position of intersection in gutter shape. 

 • Cutter locus: Blue. 
Figure 9 illustrates the change of workpiece shape in 
machining by GPU functions. The view fields in these drawing 
are fixed on the reference plane of Z-map. And, the width of 
view fields is set to the width of initial workpice in X direction. 
In the same way, the height is set to the width of initial 
workpice in Y direction.  
The developed system can set the arbitrary moment of 
rendering target. In the process flow illustrated by Figure 7, 
we can set freely a range of tool swept volumes that are 
arranged into the view field. So, by ignoring tool swept 
volumes after the step of rendering target at range (b) in 
Figure 7, estimation of p existence at each cutter location is 
achieved easily. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Rendered images of whole shape of workpiece 
volume in machining process halfway. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: Rendered images from the viewpoint 
corresponding to cutter location of 1,300th step. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: Rendered images from the viewpoint 
corresponding to cutter location of 200,000th step. 

 
 
 
 
 
 
 

(a) In cutter location of 1,300th step. 
 
 
 
 
 
 
 

(b) In cutter location of 200,000th step. 
Figure 12: Calculated instantaneous cutting force from 

rendered image A and B. 
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4.4 System performance 
Figure 10 and Figure 11 show sample of rendered images at 
another step. Figure 10 corresponds to 1,300th step in NC 
program. Figure 11 corresponds to 200,000th step. 4 images 
in each figure illustrate following results. 
(a) Image A  
(b) Image B  
(c) Rendered image when only the cutter locus is called 
(d) Rendered image when only the tool swept volumes 

corresponding tool moving steps before the target step 
are called 

In the developed system, Image A and Image B are set to 
consist of 262,144 pixels, which is 512 points in height and 
512 points in width. 
When we compare (a) with (c), it is clear that the developed 
system can specify the part which cutting edge participates in 
workpiece removal from the results of rendering. On the other 
hand, from Figure 10 (b), Figure 10 (d) and Figure 10 (a), we 
can find that Image A shows the nearest shape of machined 
workpiece surface from the reference plane of Z-map. 
In the evaluation, we introduce a cutting force model [2] [4] [5] 
to calculate the instantaneous cutting force from the actual 
cutting depth. In each ball endmill, a cutting edge is regarded 
as a set of 90 finite flutes. Figure 12 shows sample of 
calculated instantaneous cutting force. Figure 12 (a) is 
corresponding to 1,300th step in NC program as Figure 10. 
And, Figure 12 (b) is corresponding to 1,300th step in NC 
program as Figure 11. 
In order to evaluate performance of the developed system, 
we execute the system on the Windows PC with following 
specification as listed in Table 1. 

Table 1: Specification of computer. 

Name Core2Duo Processor E8400 

Clock 3.0 GHz 

CPU 

Memory 2048 MB 

Name GeForce8800GTX 

Clock 680 MHz (GPU Core) 

GPU 

Memory 768 MB 

 
As a result, the developed system can predict the 120 points 
of instantaneous cutting force in one tool rotation within about 
dozens milliseconds per arbitrary cutter location. The average 
of required time for one tool rotation is about 40 milliseconds. 
This result means that the proposed method in this paper can 
realize prediction of the instantaneous cutting force with 
sufficient performance. 
 
 
 
 
 
 
 

5 CONCLUSION 
We conclude this paper as follows. 
1. We investigate problems in the conventional estimation 

method of machined workpiece shape for prediction of 
instantaneous cutting force. 

2. We propose a new geometric calculation method to 
estimate undeformed chip thickness at arbitrary cutter 
location and tool rotation angle. 

3. We propose a new calculation method in order to 
introduce the performance of graphics hardware to 
evaluation about workpice removal in a finite flute on 
cutting edge.  

4. We developed the prototype system and conduct the 
experimental simulation. The results show that our 
developed system can apply to the NC program 
designed for finish machining of large mold. And, the 
system can estimate the instantaneous cutting force at 
arbitrary cutter location within dozens milliseconds. 
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Abstract 
A new contouring machining device by wire saw has been developed. The endless wire saw is feedback 
controlled to contour the target trajectory by detecting the position of cutting point with the PSD sensor unit or 
LIS unit. The controlled variables are obtained previously by calculating the target point on the work coordinate 
system to avoid the wire deflection during machining by the cutting forces. The total positioning resolution of 
the developed device is realized within 2μm by using the 2-axis stepping motor driven stage. 
The endless wire is welded by the laser-beam welding equipment so that the diameter of the welded part does 
not exceed the original one. The tensile strength of the welded wire is enough strong that it can be used as the 
practical contouring tool. 
Various shapes are machined to evaluate the machining ability. The trajectory error of machined cow's 
backbone (80HV) settles in 100 μm by the proposed position feedback. The experimental procedure 
demonstrates that this device is useful to obtain the 2-dimentional contouring profile. 
 
Keywords:  
Wire saw; Contouring; PSD; Micro cutting; Positioning control 

 
 
1 INTRODUCTION 
Cutting machine with diamond wire saw is widely used at the 
semiconductor industry. The main usage is off course cutting 
of Si wafer [1], [2]. The productivity of cutting performance is 
remarkably improved and the accurate straight cutting is 
realized. 
There exists another usage for a diamond wire saw. That is 
surgery medical treatments [3]-[5]. In this field, the apparatus for 
this operation is not always straight cutting only. The 
operation is required to cut the surgical site with the 
complicated trajectory not to injure the important site. 
We look at the diameter of diamond wire saw that is enough 
fine to realizing the complicated trajectory by machining. In 
this case, the manual operation is not suitable for the 
complicated machining. There is one more serious problem 
when the fine diamond wire is used for this kind of machining. 
This leads only to the wire deflection by cutting force. As the 
machined profile depends on the trajectory of a diamond wire 
saw, the automated cutting machine to realize this cutting 
process has to equip the feedback control of the cutting 
position considering the wire deflection. In this case, the 
detecting method of the wire deflection is the key factor. 
A new 2-dimentional computer controlled cutting machine that 
applied two kinds of wire deflection detecting methods has 
been developed. One method is that the wire guide and PSD 
sensor are used to detect the wire deflection indirectly. The 
other one is that two linear image sensors are used for 
detecting the wire deflection directly. 
The detecting methods, the positioning performance and the 
cutting ability of the developed system are reported. The 
cutting results obtained by the developed cutting machine are 
evaluated in this report. 
 
2 DEVELOPED CUTTING MACHINE 
The developed cutting machine is controlled by position 
feedback. The position detection of cutting point is so difficult 

because the cutting point is covered with the cutting tips, 
cutting fluid. Two kinds of detecting method are tried to obtain 
the cutting point that depends on the deflection of wire. 
In this section, the control system of the developed cutting 
machine is introduced and the detecting methods are 
described. 

2.1 Driving mechanism and positioning system 
Two dimensional stages driven by ball-screw driving 
mechanism and two stepping motors are used. The 
schematic diagram is shown in Figure1. The wire saw is 
positioned to the designed point with the positioning 
command prepared previously. 
The feedback control is applied to this machine by using the 
position detecting sensor. In this case, point to point control is 
executed by this system. 
Endless wire saw is set between three pulleys to minimize the 
machine size. The wire is connected by the laser-beam 
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welding. Connected point is not always the same diameter as 
the one of original wire. The tensile strength test is executed 
to determine the welding condition previously to establish the 
moderate performance. 
2.2 Cutting point detection method 
The wire has so fine diameter of 0.2mm that it cannot avoid 
the deflection by the cutting force. This leads to worse 
trajectory during machining. Two types of detecting methods 
are applied in order to solve this problem. 
2.2.1 Position sensitive detector type 
Position sensitive detector (PSD) is widely used for the 
electric device industry and optics device industry. The 
principle of the detecting method is that the infrared red 
emitted from the linkage set to the wire is received by the two 
dimensional detector device in which the analog signal 
proportional to the position is output from the amplifier. 
The linkage guide for detecting wire cutting position is 
attached to just above the cutting point. The two dimensional 
coordinates of the wire position as shown in Figure 2 and 
Figure 3 can be calculated by the following method. The 
default geometric parameters are measured and determined 
previously. The position signals from the PSD are used to 
calculate the wire position by next equations. 

ββ sincos 10 pww lrxx −+−=                              (1) 

ββ cossin 10 pww lryy ++−=                              (2) 

Where， 

2
0

2
0 )()( ppppp yyxxOP +++=                             (3) 

0

01tan
pp

pp
p yy

xx
+

+
= −θ , 00 >py                               (4) 

xw : current wire position of x direction,  
yw : current wire position of y direction, 
xw0: original wire position of x direction, 
yw0: original wire position of y direction. 
When the wire attaches to the workpiece surface, the 
machining starts and the wire deflection also begins 
simultaneously. Our method realizes to calculate the wire 
position easily. In this case, although the deflection inside the 
work piece is not considered strictly, the appropriate position 
of wire can be recognized. The detecting method itself is 
enough accurate, although the welded point of wire 
sometimes causes the vibration of linkage.  
2.2.2 Linear image sensor (LIS) type 
Another trial to detect the wire position directory by using LIS 
is executed. The linear image sensor (LIS) is ordinary used 
for image processing. The resolution depends on the array 
size of device. We chose the minimum resolution of 0.02mm 
that is enough fine for the wire diameter of 0.2mm. Two LIS 
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are used to detect two dimensional deflection of wire position 
as shown as Figure 4. The shadow of the wire is reflected on 
the LIS, the output signal shows the minimum voltage as 
shown in Figure 5. Although the lighting direction and the light 
source itself are very severe, once the setup is completed, 
the steady signal is obtained. 
As the detecting length of LIS is proportional to the 
measurement, the wire position is calculated by the following 
equations. 

xXx Δ+=                                (5) 

yYy Δ+=                                (6) 

Where， 

x :   wire position of x direction, 
y: wire position of y direction, 
X :   stage position of x direction, 
Y :   stage position of y direction, 
Δx :  wire deflection of x direction, 
Δy :  wire deflection of y direction. 

2.3 Calculation of cutting force based on deflection 
      measurement 
Two kinds of methods to detect the sire position can be used 
not only to calculate the wire deflection but also to calculate 

the two dimensional cutting forces. When the preload is set to 
the wire from the cutting direction, the deflection of wire is 
measured and the calibration between the load and deflection 
is executed. Once we obtain the calibration factor between 
these, the cutting force can be calculated from the next 
equation. 

xkF xx Δ=                                (7) 

ykF yy Δ=                                (8) 

Where, 
Fx: cutting force of x direction, 
Fy: cutting force of y direction, 
kx, ky: Calibration factor for cutting forces. 

 
3 EVALUATION OF POSITIONING PERFORMANCE 

3.1 Setting of permissive deviation of positioning 
The positioning control and the trajectory control are executed 
by the bang-bang control because of the adaption of stepping 
motor's driving mechanism. Then, the permissive deviation is 
inquired to positioning the wire to the target position.  
Figure 6 (a) and (b) show the deference between trajectories 
with the two permissive deviation values during 2 dimensional 

0 500 1000 1500 2000

-2000

-1500

-1000

-500

0

 Position X μm

Permissible deviation  : 10μm
                Position gain  : 50%
                 Moving time  : 425s

 

Po
si

tio
n 

Y 
μm

 

(a) Permissible deviation 10μm     

0 500 1000 1500 2000

-2000

-1500

-1000

-500

0 Permissible deviation  : 50μm
                Position gain  : 50%
                  Moving time  : 228s

 

Po
si

tio
n 

Y 
μm

Position X μm
  (b) Permissible deviation 50μm, 

Figure 6: Controlled results by change of 
permissible deviation 

10 20 30 40 50
10

20

30

40

50

Permissive  deviation μm 

 

 

Tr
aj

ec
tro

y 
er

ro
r μ

m

 

Figure 7: Relation between permissible deviation and  
trajectory error 

  

10 20 30 40 50
200

250

300

350

400

450
 

M
ov

in
g 

tim
e 

 s

Permissive deviation μm

 

Figure 8: Relation between Permissible deviation 
and moveing time 

381



 
 
Y.Morimoto 

straight interpolation trajectories. In this case, air cutting is 
applied to evaluate just the trajectory accuracy. 
The trajectory accuracy of Figure 6 (a) is superior to the one 
of Figure 6 (b) obviously. The machining time of  Figure 6 (a) 
is linger than the one of Figure (b). There is a bifurcation point 
between the permissive deviation and the machining time. 
Then, the relation between the permissive deviation and the  
trajectory accuracy is evaluated as shown in Figure 7. The 
more permissive deviation increases, the worce trajectory 
error degenerates. 
Next, the moving time of this trajectory is evaluated because 
it has a close relation to the machining time. Figure 8 shows 
the relation between the permissive deviation and the moving 
time. The moving time inreases with the magnificaion of the 
permissive deviation. 
On the other hand, the position gain is another important 
parameter for the machining accuracy. The relation between 
the position gain and the trajectory error is evaluated as 
shown in Figure 9. The trajectroy error decreases with the 
increase of position gain. There is a critical point of position 
gain as the trajectory error suddenly degenerated in this 
figure. 
Almost same tendency is obtained in the case of relation 
between the position gain and the moving time as shown in 
Figure 10. 

Therefore, moderate parameters' combinations are applied to 
cover the machining time and the trajectory error. The 
posiotin gain of 90% and the permissive deviation of 20μm 
are chosen from the ezperiments. 
Each parameter is set as same value for both two kinds of 
detecting method because of the almost same tendencies. 
 
4 MACHINING RESULT 

4.1 Machining result of cow born 
Our developed cutting machine can be applied as the born 
cutter for human bone and artificial bone in the future. Then, 
the cow's backbone is chosen as the target workpiece 
because its hardness is the hardest one than any other born 
(HV80). 

Table 1: Cutting conditions 

Wire diameter [mm] φ 0.220 

Average grain size [μm] 30～40 

Wire speed [m/s] 0.795 

Workpiece, 
Hardness 

Cow bones, 
HV80 
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Figure 11 shows the target trajectory by using the straight 
interpolation cutting. Each independent axis motion is 

controlled by the feedback control as described previously. 
The cutting conditions are set as shown in Table 1. 
Figure 12 shows the measurement results of wire position 
that is equivalent to the machined trajectory. The diamond 
grains electrodeposited on the steel wire (JIS G3522) are 
used for the cutting tool. Although some vibration is observed 
during motion, the trajectory itself shows enough accurate for 
the wire saw machining. 
Figure 13(a) shows the shot image of the cow backbone after 
machining by this operation. This figure agrees with the 
profile of Figure 12. The machined trajectory is accurate 
enough. The small curvature of 0.1mm is observed.  The 
reason of this result is that the sensing position is just on the 
surface at the start point. The thickness of workpiece 
changes its value during machining. Then, the sensor cannot 
cover the exact deflection of wire. 
Figure 14 shows the SEM image of the machined surface of 
the workpiece. The wire trajectory is influenced by the 
characteristic cartilage fibril. Although the periodic tongue is 
observed clearly, the machined surface shows smooth and 
steady one. These results show that this machine is available 
for the contouring machine of surgical operation. 

4.2 Cutting force calculation 
The wire deflection can be calculated from the deference 
between the wire position and the stage position by equations 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13: Machined result (profile)  
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(1), (2), (5), (6).  The wire deflection is proportional to the load 
as described in eq. (7), (8). Therefore, the cutting forces 
during machining can be obtained. 
Figure 15 shows the calculation result of the x directional 
cutting force. The cutting force changes from 0N to 2.4N at 
the beginning of start point (around X = 0). The reason of this 
result is that the wire is pulled to the X direction by the 
cartilage fibril during Y directional cutting. After the wire starts 
to move to X direction, the cutting force varies from 1N to -2N 
and settles in constant value around the end. The cutting 
force depends on the cartilage fibril apparently from this 
result. 
Figure 16 shows the Y directional cutting force. The cutting 
force decreases from 0N to -1.5N till Y = 4.2mm. Then the 
cutting force varies suddenly. Machined profile is not affected 
by this temporary change of cutting force. Therefore, the bone 
tissue would be changed at this point. The wire cuts across 
the cartilage fibril. Then, the wire is disturbed around this 
area. Another disturbance of the cutting force occurs just 
around the corner because of the change of direction effects 
the wire deflection. It is obvious that the cutting machine 
controls the wire to the correct position and its trajectory 
agrees with the desired one accurately. 
These results shows that this contouring machine is available 
for the practical use not only surgical operation but also other 
contouring machining. 

4.3 Characteristic of machined surface 
Figure 17 shows the surface profile of the machined cow 
bone. The periodic asperity can be seen. The pitch is 0.22mm 
that is almost equal to the wire diameter of 0.22mm.  Once 
the wire positions to a point where it stays at the same 
position because of the control method, the wire continue to 
cut at the same place until settling into the permissible 
deviation. That is the reason why this surface is obtained. 
 
5 SUMMARY 
The new 2-dimensional contouring machine by endless wire 
saw has been developed by adapting the wire position 
feedback. The main results obtained are as follows. 
(1)  Endless wire is positioned by the 2-dimentional stages by 
the detecting the wire deflection. 
(2)  Cutting force is calculated by the wire deflection. 
(3) Machined trajectory shows enough accurate and the 
machined profile is agreed with the designed profile. 
(4)  The machined surface is affected to the cartilage fibril. 
(5)  Further investigation on the tool life is required to improve 
the productivity.  
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Abstract 
   This paper describes the system of three-dimensional representation for Cusp Surface Analysis and the 

application of this system to jumping phenomenon.  Cusp surface is the quantitative cusp catastrophe model 
in our previous papers. cusp surface analysis proposed by Cobb L.. bases on cusp model in catastrophe 
theory by Thom R. The psychological data used experimental data of visual recognition for ambiguous figures 
are analyzed and characteristics of data are discussed. Therefore, effectiveness of cusp surface analysis for 
psychological data is verified. 
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1.  INTRODUCTION 

. Catastrophe theory is a controversial new way of thinking 
about change-change in course of events, change in an 
object’s shape, change in a system’s behavior, change in 
ideas themselves. Its name suggests disaster. But it deals 
with changes as quiet as the dancing of sunlight on the 
bottom of a poll of water and as subtle as transition form 
waking to sleep. Mathematical principles are ideally suited to 
analyze –because they were created to analyze – smooth, 
continuous, quantitative change: the smoothly curving paths 
of planets around the sun, the continuously varying pressure 
of a gas as it is heated and cooled, the quantitative increase 
of a hormone level in the bloodstream. But there is another 
kind of change , too, that is less suited to mathematical 
analysis.  The cusp catastrophe occurs in system whose 
behavior depends on two control factors. Its graph is three-
dimensional, a curved surface with a pleat. Every point of the 
surface represents an equilibrium state. All the points on the 
underside of the pleat are unstable maxima. All the points 
along the fold line, which forms the lip on the pleat, are semi-
stable points of points of inflection. All the rest of the points 
are stable minima. For certain combinations of values of the 
control factors, there are two possible stable states, one on 
the upper surface of pleat and one on the lower surface 
beneath the pleat. The behavior of the system under these 
conditions is called “bimodal” meaning that the same 
conditions permit either of two stable states.  

Cusp surface analysis [4,5] is based on cusp model in 
catastrophe theory [3]. Figure 1 shows transition of research 
for cusp model. In this cusp surface analysis, psychological 
experimental data by visual recognition for ambiguous figures 
is investigated about characteristics of data Then, 
effectiveness of cusp surface analysis for psychological data 
is clarified. The three dimensional geometric feature of 
stochastic cusp catastrophe model in the jumping 
phenomenon of psychological data is described. The 
effectiveness of this analysis is verified. The geometric 
feature of stochastic cusp catastrophe model in the 
discontinuous phenomenon of psychological data governed 
by irregular nature was clarified including the human factors, 
and the model was quantified by three-dimensional 
representation for cusp surface analysis.  The result obtained 
by this paper is summarized as follows. It was shown by 

stochastic cusp catastrophe model proposed by this paper 
from visual perception and clear degree of ambiguous  

Cobb’s stochastic catastrophe model 2D

3D representation of Cobb’s stochastic 
catastrophe model
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       Figure 1 Transition of research for cusp model 
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figures [6,7,8] can be presume In this paper, the system of 
three-dimensional representation for Cusp Surface Analysis is 
described and effectiveness of cusp surface analysis for 
psychological data  is verified. Figure 2 shows the elements 
of visual perception for ambiguous figure. 

In this paper, catastrophe phenomenon is abrupt jumping 
generated in continuous phenomenon. Human visual 
perception depends on objects. Effect of distance from 
ambiguous figures to subject, the size of ambiguous figures 
and the detail of ambiguous figures on visual perception is 
clarified by cusp surface analysis. In ambiguous figures, the 
relationship between distance and visual perception, the 
relationship between the size of ambiguous figures, and the 
relationship between the detail of ambiguous figures and 
visual perception generation of catastrophe phenomenon is 
clarified. Figure 2 shows these relationships. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. CATASTROPHE THEORY AND CUSP SURFACE 
ANALYSIS  

In cusp surface analysis[4,5], it is assumed that the variable 
expressed with X1, X2, Xν  exists in relation to 
parameter A(X),B(X),C(X). The formula is changeable into the  

Cusp catastrophe model is used. Catastrophe theory is 
proposed by Rene Thom in French mathematician as 

mathematical method described development of configuration 
in nature [3]. Figure 3 and figure 4 show 3D cusp catastrophe 
model and cusp surface.  In cusp surface analysis, it is 
assumed that the independent variable expressed with X1, 

X2, Xν  exists in relation to parameter A(X),B(X),C(X).
Then formula is changeable into the form of the following 
formula. 
 

( ) ( ) ( )[ ] ( )[ ]30 XCYDXCYXBXA −−−+=  
( ) vv XAXAXAAXA ++++= KK22110 (1) 

( ) vv XBXBXBBXB ++++= KK22110  

( ) vv XCXCXCCXC ++++= KK22110  

,where D is a constant, and X is independent variable vector, 
three control factors are scalar values and predicted value Y 
is decided, then ν is number of independent variables. A (X) 
is unsymmetrical factor, B (X) is bifurcation factor and C (X) is 
linear factor. In parameter estimating, most likelihood method 
is used. Statistical testing which is satisfied criterion of 
catastrophe model is not single. Three criterions are 
proposed by Cobb. This prediction equation is a cubic 
polynomial in Y  which means that for each values of X there 
are either one or three predicted values of Y. For simplicity, it 
is assumed in these in these figures that C = 0 and D = 1.  
According to terminology generally used in the literature on 
catastrophe theory, A and B closely related to the so-called 
normal and splitting factors, respectively (the term “ normal 
“ is used simply because this factor is perpendicular, i.e. 
normal, to the splitting factor in the canonical representation 
of the control space). The terminology is recommended for 
two reasons: (a) to prevent confusion with the normal 
distribution, and (b) to emphasize the fact that the statistical 
model is not as flexible as the topological model.  In three-
dimensional representation for cusp surface analysis, it 
became possible to treat quantitatively psychological data. 
Likelihood for cusp model is compared with likelihood of 
linear model. When ratio of logarithm likelihood is larger than 
χ2 value by means of χ2 testing, the condition of criterion is 
satisfied. In the case of factor D=0, equation (1) is 
transformed as follows. 

State 
Normal variable 
Spliting 
variable 

Figure 3 Thom’s cusp catastrophe
model[1] 

( ) ( )
( )XB
XAXCY −= (2) 

In equation (1), it take place that unsymmetrical factor A 
(X)=A0, and bifurcation factor B (X)=B0. A (X) is 
unsymmetrical factor, B (X) is bifurcation factor and C (X) is 
linear factor. In parameter estimating, most likelihood method 
is used. Statistical testing which is satisfied criterion of 
catastrophe model is not single. Then three criterions are 
proposed by Cobb.  Likelihood for cusp model is compared 
with likelihood of linear model. When ratio of logarithm 
likelihood is larger than  value by means of  testing , the 
condition of criterion is satisfied. In the case of factor D=0, 
equation (1) is transformed as shown in equation (2). In 
equation (1), as the value of Y has one value to the value of 
X, this model does not form catastrophe model. Also, it take 
place that unsymmetrical factor A (X)=A0, and bifurcation 
factor B (X)=B0. Then, when D 0 and one at least for A(X)
B(X)and(X) is not zero, this criterion is satisfied. When data 
point in estimated bimodal range do not include in the ratio of 
constant, bimodal type does not form. Then, when data point 
existed 10% of bimodal range at least, condition of criterion is 
satisfied. When these are satisfied condition of criterion, cusp 
catastrophe model is ormed. In this paper, the three 

Figure 4  3 D cusp model 
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Application of Cusp Surface Analysis to Jumping Phenomenon  

dimensional geometric feature of stochastic cusp catastrophe 
model in jumping phenomenon of physiological data is 
described. The effectiveness of this analysis is s verified in 
the discontinuous phenomenon of physiological data 
governed by irregular nature was clarified including the 
human factors. The model was quantified by three-
dimensional representation for cusp surface analysis. In this 
paper, A, B and C will be called the asymmetry, bifurcation, 
and linear factors, respectively. Cusp Surface Analysis offers 
three separate tests to assist the user in ev1aluating the 
overall acceptability of the cusp catastrophe model. To 
confirm a cusp model all three tests should be passed. The 
cusp catastrophe model may be said to describe the 
relationship between a dependent variables if all of these 
three conditions hold: 

1) The chi-square test shows that the likelihood of the cusp
model is significantly higher than that of the linear model. 

2) The coefficient for cubic term and at least one of the 
coefficients of the asymmetry  

and bifurcation factors are significantly different from zero.  

3  At least 10% of the data points fall in the bimodal zone of 
the estimated model. 

3. CUSP  SURFACE ANALYSIS  SYSTEM 

Figure 5 above shows interchange of information 
between Web application server and the client. Web browser 
indicates the Web application to client in Figure 5. A system 
developed cusp surface analysis program is deployed on 
Web server. The cusp surface analysis program is opened 
and performed by the URL in a Web page. When registered 
URL on Web server is appointed, The cusp surface analysis 
program is corresponding to it and carrying out as HTML in a 
Web browser via a Web server(* Deploy means installing of 
Web application to Web server collecting necessary files and 
compressing them to one file for Web application and in other 
words, arranging packaged the War file for Web application). 

The cusp surface analysis system is performing 
calculation of the cusp surface analysis on a Web server by  
Linux, Apache, Tomcat, and JAVA servlet. Eclipse3.2 as tool 
of the developer is used in order to build cusp surface 

analysis system on Web. Apache is not only used as  Web 
server software, but Tomcat software is also used for 
processing JAVA servlet and JAVA Server Pages(JSP). 
Tomcat is able to perform independently as Web server. 
However, we make it plug-in with Apache for improving 
capacity and security of processing as well as for more stable 
system. The client can simply use  cusp surface analysis 
system through Web browser without regarding any 
complicated environment. Interchanging information on Web 
server is performed by HTTP protocol. The client demands 
using cusp surface analysis system with HTTP. Web server 
responses the result with HTTP demanded by client. Client, 
that is, web browser shows the result with HTML transformed 
by HTTP. It is cralified that the client can save performed data 
to both Web server and local directory. And opening saved 
data from both Web server and local directory is also 
available.

4. APPLICATION OF CUSP SURFACE AALYSIS TO 
JUMPING  PHENOMENON 

Twenty-one kinds of figures from A to U (A, B, C, D, E, F, G, 
H, I, J, K, L, M, N, O, P, Q, R, S, T, U) that change from
Man’s face to woman figure linearly are used and 
experimental data are obtained. Figure6 is picked out A F
K Q U from used figures. K is Fisher’s Figure and A is the 
figure seen man’s face and U is the figure seen woman’s 
figure.

Figure 5  Structure of the Web application 
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Web
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These sizes of figures (42.0 length, 29.5 width) are used. 
Subjects look at these figures from 2m to 30m at 2m intervals 
in fifteen ways. Independent variables X1,X2 are the kind of 
figure, the distance between figures and subject respectively. 
Then, X1 quantities as A=1 B=2 U=21. Dependent 
variable Y is human visual recognition and to quantify the 
judgment of man or woman, man’s face is 0.0, woman’ figure 
1.0 and yes or no is 0.5. Used experimental data is shown in 
Table Where combination of X1 and X2 is at random and 
experiments is performed 126 times. Using this data, cusp 
surface analysis is performed. Figure 7 shows view  of 
experiments for  smbiguous figures, 

 

 

5. Judgment of Visual Recognition for Ambiguous Figure  
Next, it is investigated by questionnaire that ambiguous 
figures are judged on man’s face or woman’s figure by putting 
stress on any part of ambiguous figure shown in Figure 8  
After subject look at panel of drawing Fisher’s figure K as 
shown in Figure 6 at distance 2m from the figure, he or she 
answer which part put stress in this figure. Size of panel is 
used width 29.5cm and length 42.0cm. Result of 
questionnaire is obtained. From this result, it is clarified that a 
person that regard ambiguous figure as man’s face selects 
the part of black hair encode by thick line as shown in Figure 
8. Then, it seems that there are many people who consider 
who look at hair in figure man’s face  

 

Y : V is u a l  p e r c e p t io n
1 .0 W o m a n  f ig u r e
0 .5 :  Y e s  o r  N o  
0 .0 :  M a n ’s  f a c e

D i s t a n c e

2 2 c m

30cm

V i e w  o f  e x p e r i m e n t  f o r  d i s t a n c e  t o  a m b i g u o u s  f i g u r e

 

 
 
 
6. ANALYTICAL RESULT 

In the result of estimating parameter from data of 
experimental results, it is as follows. 

 

( ) ( ) ( )[ ] ( )[ 3705.120 XCYXCYXBXA −−−+= ]
                                                                                         (3)       

 

From this estimating result, cusp model is drawn. It is shown 
in Figure 9.  In this figure, distance X

 

(4 ) 

                                                                                             

 

 

Table 1: Experimental results 

 
Case X 1 X 2 Y Case X 1 X 2 Y Case X 1 X 2 Y

1 3 2.0 0.0 22 2 2.0 0.0 43 1 4.0 0.0
2 15 30.0 0.0 23 10 30.0 1.0 44 11 24.0 0.5
3 7 8.0 0.0 24 19 18.0 1.0 45 18 12.0 1.0
4 8 16.0 0.0 25 21 8.0 1.0 46 8 30.0 0.5
5 1 24.0 0.0 26 5 16.0 0.0 47 3 28.0 0.0
6 9 28.0 0.0 27 13 10.0 1.0 48 15 22.0 1.0
7 11 4.0 0.0 28 15 24.0 1.0 49 10 6.0 0.0
8 12 14.0 0.0 29 1 26.0 0.0 50 12 14.0 1.0
9 18 22.0 1.0 30 14 4.0 1.0 51 13 10.0 1.0

10 5 6.0 0.0 31 4 22.0 0.0 52 7 2.0 0.0
11 10 18.0 0.0 32 8 12.0 0.5 53 6 18.0 1.0
12 21 20.0 1.0 33 20 14.0 1.0 54 20 16.0 1.0
13 20 26.0 1.0 34 16 20.0 1.0 55 14 20.0 1.0
14 14 12.0 0.0 35 11 28.0 1.0 56 9 26.0 0.5
15 2 10.0 0.0 36 17 6.0 1.0 57 16 8.0 1.0
16 17 12.0 1.0 37 12 26.0 1.0 58 5 26.0 1.0
17 4 28.0 0.0 38 9 12.0 0.0 59 4 20.0 0.0
18 13 2.0 0.0 39 3 18.0 0.0 60 21 4.0 1.0
19 16 18.0 0.0 40 6 16.0 0.0 61 17 6.0 0.0
20 19 6.0 1.0 41 7 22.0 0.0 62 2 22.0 1.0
21 6 8.0 0.0 42 18 14.0 1.0 63 19 8.0 0.5

 

 

 

 

 

 

 

 

 

 

 

 

 
Case X 1 X 2 Y Case X 1 X 2 Y Case X 1 X 2 Y
64 1 2.0 0.0 85 1 6.0 0.0 106 4 2.0 0.0
65 13 30.0 0.5 86 9 30.0 0.0 107 16 28.0 0.5
66 11 16.0 1.0 87 5 10.0 1.0 108 11 26.0 0.0
67 18 24.0 1.0 88 14 14.0 0.0 109 10 4.0 0.0
68 4 26.0 0.5 89 13 4.0 1.0 110 12 30.0 0.5
69 21 6.0 1.0 90 7 16.0 0.0 111 3 6.0 0.0
70 16 28.0 0.5 91 4 20.0 0.0 112 19 14.0 1.0
71 3 22.0 0.5 92 18 2.0 1.0 113 17 16.0 1.0
72 10 12.0 0.0 93 12 24.0 0.5 114 20 10.0 1.0
73 12 18.0 1.0 94 10 26.0 0.5 115 5 12.0 0.0
74 5 14.0 0.0 95 8 28.0 0.5 116 9 22.0 0.5
75 20 10.0 1.0 96 20 22.0 0.0 117 18 18.0 0.5
76 15 20.0 1.0 97 16 18.0 0.0 118 13 20.0 0.0
77 6 8.0 0.0 98 6 12.0 1.0 119 2 24.0 0.0
78 17 4.0 1.0 99 17 8.0 1.0 120 14 8.0 0.5
79 2 4.0 0.0 100 21 26.0 0.5 121 6 12.0 0.0
80 7 30.0 0.5 101 15 8.0 1.0 122 1 20.0 0.0
81 9 16.0 0.0 102 2 14.0 0.0 123 8 10.0 0.0
82 8 2.0 0.0 103 3 30.0 0.5 124 21 22.0 0.5
83 14 14.0 1.0 104 11 12.0 1.0 125 7 2.0 0.0
84 19 8.0 1.0 105 19 6.0 1.0 126 15 4.0 0.0

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7    View of experimemts for distance
to ambiguos figure 

2 is constant from  to 
 (2, 10, 20, 30, 60, 65 m)  and cross section of visual 

recognition is shown. From this estimating result cusp 
model can be drawn. From  to  (2, 10, 20, 30, 60, 65 m) 
in Figure 9 distance X2, kind of figure X1 and cross section of 
visual recognition, Y is shown. Figure 9 is cross section plane 
that cut off at Y-X2 plane and probability density function. 
Also, in Figure 9, upper and lower lines are mode and central 
line is antimode. As the data used at this time is X2=2 30m 
range, figure at X2=60 70m are expected data. Figure 9(a) is 
cross section of Figure 8 cut off at Y-X2 plane and Figure 9(b) 
is probability density function . Also, in Figure 9(a) and Figure 
9(b), upper and lower lines show mode and central line shows 
antimode. In data used at this time, as X2 is rannge from 2 to 
30m, X2 is expected figure of range from 60 to70m. From 
Figure 9 there is no antimode at X2=65. Also, growing up X2, 
curve converge Y=0.5. This figure shows that anyone cannot 
recognize the figure growing up distance. Next, when the kind 
of figure X1 is constant, it is investigated. When the kind of 
figure X1 is constant, cross section of relationship between 
distance of figure X2 and visual recognition is shown in 
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from�to�(A, K, U ) in Figure 10. Figure 10(a) is cross section 
of Figure 9 cut off at Y-X1 plane in parallel and Figure 9(b) is 
its probability density function. Also, in Figure 10, upper and 
lower lines show mode and central line shows antimode. 
When recognition for figure X1=1(A) is most near to man’s 
face, the probability of recognition for man’s face is high and 
when recognition for figure X1=21(U) is most near to woman’s 
figure, the probability of recognition for woman’s figure is high 
are understood by probability density function. Also, in 
ambiguous figure X1=11(K), it seems that probability of man is 
comparable with probability of woman. But in this experiment, 
the probability of recognition for woman’s figure is high. When 
recognition for figure X1=1(A) is most near to man’s face, the 
probability of recognition for man’s face is high and when 
recognition for figure X1=21(U) is most near to woman’s 
figure, the probability of recognition for woman’s figure is high 
are understood by probability density function. Also, in 
Fisher’s figure X1=11(K), it seems that probability of man is 
comparable with probability of woman. But in this experiment, 
the probability of recognition for woman’s figure is high. 

 

 

 

 

 

 

 

 

 

 

 

 

Growing up distance between subject and figure, pointed out 
figure cannot be recognized clearly. In X1=11(ambiguous 
figure, K),  It seems that man’s face and woman’s figure is 
recognized at equal probability. But probability that is 
recognized to woman’s figure is high. It seems that any 
person recognize man’s face at part of Hair of Fisher’s figure. 
As psychological data is included, it is disperse that subject 
look at which part of ambiguous figure. From this 
questionnaire, it is understood that it has to consider it. In the 
case of probability density function X1=1(man’s face, A), 
probability that recognize as man’s face is high. In the case of 
X1=21 (woman’s figure, U), probability that recognize as 
woman’s figure is high. In X1=11 Fisher’s figure, K , man’s 
face and woman’s figure are recognized at equal probability 
by data used this time. Is regard as man’s face part of hair in 

Fisher’s figure.  As psychological data is included human 
factor, ambiguous figure occur subject.  

 

 

 

 

 

 

 

 

 

 

 

 

 

  (a) Y-X1 cross section of Figure 3 X2=2  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Probability Density Function (Y) 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

(a) Y-X1 cross section of Figure 7 X1=11  
 
 

Figure 8: A cusp surface analysis result and  

a section of Ambiguous figures  

Figure 9: Y-X1 cross section of Fig.7 and PDF( X2=2) 
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lengthening distance to figure, recognition of figure becomes 
difficult. But there is case of cusp model or case of linear 
model.  This reason is that is tangled by shape of material 
and it is fall down on the way. 
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7. Conclusion 

 

In data of ambiguous figure, catastrophe phenomenon takes 
place and a person that look at the part of hair in figure regard 
as Man’s face. It seems that it is clarified that the judgment of 
ambiguous figure is changed by distance from figure. That is  

.  
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